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Abstract
The paper proposes a simple and computationally efficient 
method for the modeling and animation of highly articulated 
rovers traversing rough terrain.  The method is based on the 
propagation of position and orientation velocities through 
wheels and various joints and linkages of the rover. These 
velocity equations are combined to form the Jacobian matrix 
of the rover that relates the position and orientation of the 
rover to various active (actuated) and passive rover joint 
variables. A rearrangement of the Jacobian equation allows 
determining the actuation of suspension joints for balance
control to avoid tipover. This is done through a pseudo-
inverse method which optimizes a balance performance 
criterion.  To illustrate the kinematics modeling and balance 
control concepts, the method is applied to a rover similar to
the NASA’s Sample Return Rover and simulation and 
animation results are presented.

1. Introduction
Articulated rovers are being used in variety of applications, 
especially in planetary explorations. Rovers with active 
suspension mechanisms are capable of modifying their 
configurations by adjusting their suspension linkages and 
joints so as to change their center of mass, thus avoiding 
tipover while traversing rough and sloppy terrain. 
Rovers with adjustable suspension system have been 
researched in recent years. Iagnemma and Dubowsky [1]
presented stability-based suspension control for a specific 
rover using an essentially geometric approach and 
performing a rather complex optimization procedure. Other 
contributions in the area of rover kinematics include [2] and 
[3]. We have developed a comprehensive method for rover 
kinematics modeling [4] and included motion control in [5]
In a subsequent paper [6], we presented an alternative and 
more efficient method for kinematics modeling and balance 
control. The purpose of the present paper is to demonstrate 
the modeling and control using simulations and animation of 
a rover over uneven terrain.

2. Overview
In this section we provide an overall view of our proposed 
simulation and animation environment which has been 
developed in Matlab/Simulink.  The simulations consist of a 
number of modules as shown in Fig. 1. The trajectory 
generation module provides either a time trajectory for the 
desired rover position (x, y) and heading, or a desired path.  
These quantities are assumed to be available from a path 
planner. These desired quantities are compared with their 
respective sensed values in a trajectory following module 
that produces the desired forward speed and turn (yaw) rate 
of the rover. The actuation or control module then receives 
the these speed and turn rate commands as well as the 
current sensed rover roll, pitch and suspension systems joint 
angles to determine the actuation commands for the rover 
steering, wheel motors and active suspension system joints.  
These commands are applied to the rover model which 
interacts with the terrain and produces the actual (sensed) 
rover quantities. Since trajectory generation and trajectory 
following have been covered in the literature, we will not 
discuss these modules in this paper.
Animation consists of drawing the terrain, rover body, 
suspension system, wheels and their interaction with the 
terrain.  The animation module receives various sensed 
quantities from the rover simulation and incrementally 
moves and displays the motion in a smooth manner. 

3. Kinematic Based Actuation and Control

In this section we develop a kinematics model for and 
articulated rover with active suspension system (ARAS), 
which will be used to determine the actuation commands. 
Such a rover is a wheeled mobile robot consisting of a main 
body connected to wheels via a set of linkages and joints that 
can be adjusted, some actively and some passively for 
keeping the rover balanced.  The active linkages and joints 
have actuators through which their values can be controlled, 
whereas passive ones change their values to comply with the 
terrain topology. 
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Fig. 1  The main simulation modules

For modeling, we must determine the contributions of 
each wheel and suspension mechanism to the overall motion 
of the rover.  We attach a number of frames starting from the 
wheel-terrain contact frame then going through the steering 
and suspension frames and finally to the rover reference 
frame.  Since we are interested in the motion, we relate the 
translational and rotational velocities of the next frame in 
terms of the previous frame. Let  T

aaaa ]zyx[u � and 
T

bbbb ]zyx[u � denote the position of the current and 
next frames, respectively.  Similarly, let 

T
aaaa ][ ���� � and T

bbbb ][ ���� � be the 
orientation of the current and next frames, respectively, 
where �� , and � are the rotation around x, y and z axis, or
roll, pitch and yaw, respectively.   The 13� translation 
velocity vector of the next frame b is dependent on the 
translational and rotational velocities of the current frame a
plus any translational velocity added to the frame b itself.  
This can be written as [7]

	 
 obbaaa,bb upuRu ���� ���� � (1)

where abR , and bp are, respectively, the rotation matrix 
and position vector of the frame b relative to the frame a,
and obu� is the translational velocity added to the frame b.
The latter is zero if the joint associated with the frame b is 
not prismatic.   The rotational velocity of the next frame b is 
dependent on the rotational velocity of the frame a plus any 
rotational velocity ob�� added to the frame b itself, i.e. [7]

obaa,bb R ��� ��� �� (2)

We start at wheel i ( ni ,,2,1 �� ) contact frame ic which has 
the translational and rotational velocities 

T
cicicici ]zyx[u ���� � and T

cicicici ][ ���� ���� � ,  and 
perform the frame to frame velocity propagation until we 
reach to the rover reference frame to obtain rover velocities 

T
rrrr ]zyx[u ���� � and T

rrrr ][ ���� ���� � .  Let the 
joint variable vector that includes each wheel-terrain contact

angle, steering angle, and various prismatic and revolute 
joint variables be denoted by the 1�i� vector i
 .  Then we 
will obtain an equation of the general form
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where iJ is the Jacobian matrix of the wheel i. Note that the 
wheel translational and rotational velocity vectors ciu� and 

ci�� include various slips.
Equation (3) describes the contribution of individual wheel 
motion and the connecting joints to the rover body motion.
The net body motion is the composite effect of all wheels 
and can be obtained by combining (3) into a single matrix 
equation as
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where the composite identity matrix on the left is 6n6 � ,
	 
Tcn2c1cc uuuu ����� � and 	 
Tcn2c1cc ���� �����

are 1n3 � vectors of composite wheel velocities at the contact 
points, and 
� is the 1�� vector of the joint variables which 
has both active (actuated) and passive joints.  Note that in 
general some wheels share common suspension links and 
joints so that �� �

n
1i i�� .  The composite Jacobian matrix of 

the rover J has a dimension of )n6(n6 ��� .
The composite equation (4) reflects the contribution of 
various position and angular rates to the overall motion of 
the rover.  In order to control, we must determine commands 
to the wheels, steering and joints actuators.  For this, we 
rearrange (4) into an equation of the form
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qBA �� �� (5)

where �� is the 1nx � vector of unknown quantities to be 
determined, and q� is the 1nq � vector of known quantities.  
The unknown vector consists of actuation signals such as 
active suspension joints, wheel roll rates, and un-measurable 
quantities such as appropriate slips. The known vector 
consists of desired quantities such as the desired forward 
rover velocity dx� and heading d�� . The matrices A and B
are obtained from the elements of J and the identity matrices 

621 I,,I,I � in (4).  After partitioning (4) into the form (15), 
the dimensions of A and B are xnn6 � and qnn6 � . In 

general qx nn � , in which case we have an 
underdetermined system of equations.  The extra parameters
can be used to achieve an optimization goal. For a rove with 
an active suspension system, the optimization goal would be 
balancing the rover by adjusting its suspension joints and 
linkages so as to avoid tip over when traversing rough 
terrain. A possible optimization function is

aa21 ˆaaf 

� ��� (6)

The first term is a tip over measure which reflects the degree 
to which the rover configuration deviates from the perfectly 
balanced configurations.  The latter occurs when the rover 
moves over a flat surface.   The quantity a
 in the second 
term is the vector of actuated suspension joints and a
̂ its
nominal or desired values under normal operating conditions 
(e.g., operating over flat surface). Note that without the 
second term, minimizing f would result in a rover 
configuration that is maximally flat or spread out even when 
the rover moves over a flat surface.  The weighting factors 

1a and 2a place relative emphasis between achieving rover 
balancing and the desire to operate near the nominal 
configuration.
We solve (5) and minimize (6) by using the null space of A,
to get [8]

��
�

�
��
�

� ��
���

0
/f

)AAE(kqBA ## �
� �� (7)

where #A is the pseudo-inverse of A, k is a scalar, E is 
xx nn � identity matrix, and the partial derivative are 

gradients of the performance function with respect to the 
active suspension joints, roll and pitch, respectively. In the 
next section we specify the above quantities for our ARAS.  
The gradient can be computed numerically or analytically or 
numerically.

4. Modeling of an Active Suspension Rover 
The articulated rover with active suspension (ARAS) to be 
considered here is similar to the JPL Sample Return Rover 
shown in Fig.2.  The schematic diagram of ARAS to be 

analyzed is shown in Fig. 3. The rover has four wheels with 
each independently actuated and rotation angles subscripted 
with a clockwise direction so that 1� , 4� are for the left 
side and 32 , �� are for the right side. At either side of the 
rover, two legs are connected via an adjustable hip joint.  In 
Fig. 3 the hip angles on the left and right sides are denoted as 

12� and 22� , respectively. These joints are actuated and 
used for balancing the rover. The two hips are connected to 
the body via a differential which has an angle � on the left 
side and �� on the right side.   On a flat surface � is zero 
but becomes non-zero when one side moves up or down with 
respect to the other side. The differential joint � is passive 
(unactuated) and provides for the compliance with the 
terrain. The wheels are steerable with steering angles 
denoted by i� . The wheel terrain contact angle i� is the 
angle between the z-axes of the i-th wheel axle frame Ai and 
contact coordinate frame ic as shown in Fig. 4.

Fig. 2 The JPL’s sample return rover

Fig. 3 Schematic diagram of the left side of ARAS
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Fig. 4 Definition of contact angle
In order to derive the kinematics equations, we must 

assign coordinates frames.  Fig. 5 illustrates our choice of 
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coordinate frames for the left side of the rover. The right side 
is assigned similar frames.  In Fig. 5, R is the rover reference 
frame whose origin is located on the center of gravity of the 
rover, its x-axis along the rover straight line forward motion, 
its y-axis across the rover body and its z-axis represents the 
up and down motion.  The differential frame D has a vertical 
(along z-axis) offset denoted by 1k and a horizontal distance 
of  2k from D.  The distance from the differential to the hip, 
denoted by 3k , is half the width of the rover. We now 
introduce three more frames, all of which have origin at the 
wheel axle. The length of the legs from the hip to the wheel 
axle is 4k . The hip frames 41 H,,H � for the four wheels 
are obtained from the differential frame by rotation and 
translation as shown with the Denavit-Hartenberg (D-H) 
parameters dhdhdh a,d,� and  dh� in Table 1 and in Fig 5.
Similarly the steering frames 41 S,,S � and axle frames 

41 A,,A � are defined in Table 1 and Fig 5.
We now use the basic frame to frame equations (1)-(2) and 
go through the frames sequentially from wheel i terrain 
contact ic , wheel axle iA , steering iS , hip iH , differential 
D, and finally to the rover reference R.  Equation (1)-(2) for 
the contact to the axle becomes

	 
	 

	 
Tcicici,AiAi

T
cicici,AiAi

00R

r00uRu

���

�

���

���

���

���

(8)

where the rotation matrix is 
�
�
�

�

�

�
�
�

�

�

�
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cici

cici

ci,Ai
c0s

010
s0c

R
��

��
, as 

evident from Fig. 4.

Fig. 5 Reference R, differential D, and hip H coordinate 
frames 

Fig. 6 Side (left figure) and top views of wheel 1

TABLE 1- D-H PARAMETERS FOR THE ARAS

Frame dh� dhd
dha dh�

D 0 k1 k2 -90
H1 �� �� 190 k3 k4 0
H2 �� �� 290 -k3 k4 0
H3 �� �� 390 -k3 k4 0
H4 �� �� 490 k3 k4 0
S1 901 �� 0 0 90
S2 902 �� 0 0 90
S3 903 �� 0 0 90
S4 904 �� 0 0 90
A1 1� 0 0 0
A2 2� 0 0 0
A3 3� 0 0 0
A4 4� 0 0 0

Next we form wheel i axle to steering velocity propagation 
as
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.  The next in the chain is 

the hip frame, and we can write
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frame,  and rover reference frame velocities are obtained 
using (1)-(2) and Table 1.
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Substituting recursively (5) through (8) into (9)  we obtain an 

equation of the form (3) where  	 
Tciiiii ����
 ����� � .
Due to space limitation, the Jacobian matrices iJ and their 
elements are not given here but can be found in our technical 
report [9].  The elements of iJ are trigonometric functions 
of the joint variables iii ,, ��� and ci� .

5.  Simulation and Animation Results
In this section we present the results of balance control for 
the ARAS introduced in Section II.A..  The full Jacobian 
equation is not given here due to space limitations but is 
provided in [9].  For the ARAS, the vector �� in (5) is

& 'Tccrrrr uzy (����� ��������� � (11)

where  rr z,y �� and rr ,�� �� are the unknown rover velocities 

and attitude angles rates and & 'T21 ��� ��� � is the actuated 
hip rate vector.  Note that cu� contains only the wheel rolling 
rates ix� and side slip rate iy� , and wheels are assumed to be 

in contact with the terrain so that 0zi �� . In addition, c(�

consist of only wheel turn slip rates and tilt rate, with other 
components are removed due to the particular geometry of 
the rover.  Finally; c�� is set to zero as contact angle rates are 
very noisy and their estimation is prone to large errors. Thus 
�� is a 123� vector and A is a 232423n6 ��� matrix. 
Note that in general some rows of A are linearly dependent 
and thus 24)A(rank � . The vector of the known quantities 
in (5) is 

& 'Tddxq �� ���� � (12)

where dx� and d�� are the desired (specified) rover forward 
velocity and heading (yaw) rate, respectively, and 

& 'T4321 ����� ����� � is the steering angle rates vector. 
Note that since the axes of steering and wheel turn slip are 
coincident in this rover, the steering angles are 
indistinguishable from turn slip. In this case, a geometric 
approach is used to determine the steering angle rates ��
using the desired forward velocity dx� and d�� , and thus  ��
is a known quantity.   Thus the dimension of the known 
vector q is 16 � , and B has the dimension 624� .

We have developed a simulation and animation 
environment using Matlab/Simulink.  The overall scheme is 
was described in Section 2. Fig 7 and Fig. 8 show the 
simulation environment where various quantities such as 
rover position and orientation, and various joint angle values 
are shown during the traversal.  Various views of the rover 
can been observed. 

Fig. 8 Side and front views

Fig. 7 The simulation environment
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We study the behavior of the rover for three terrains.  The 
rover speed is set at s/cm1 to ease the conversion between 
distance and time on the graphs.

Case 1:  Inclined Terrain
The terrain and the trace of the rover wheels are shown in 

Fig. 9. The terrain is flat but has a 45 degree slope which 
could result in tipover without actuated suspension.  The hip 
angles start at their nominal values, e.g. 

9022 21 �� �� degrees.  The hip joint angles as given in 
Fig. 10 shows that the right joint has decreased to raise the 
right side but the left angle is increased to lower the left side.  
This has almost leveled the rover as is evident by the rover 
roll angle shown in Fig, 11 where the initial roll angle of 
about 38 degrees has been reduced to about 13 degrees. 

Case 2:  Wavy and Bumpy Terrain
The terrain shown in Fig. 12 consists of a bump which is 

wavy (sinusoidal) under the left wheels and smooth under the 
right wheels.   The hip joint angles are depicted in Fig. 13.  It 
is interesting to note that the right and left hip joint values 
also go through sinusoidal type changes but in the opposite 
directions to maintain a level and balanced rover body.  The 
rocker also shows sinusoidal behavior. The rover roll and
pitch angles are seen in Fig. 14.  The rover roll exhibits small
changes due to the hip adjustments, whereas the rover pitch 
goes through relatively large variations due to the traversing 
up and then down the wavy bump.

Fig. 9 Inclined terrain and traces of rover wheels

Fig. 10 Hip joint angle trajectories

Fig. 11 Rover body roll and pitch angle profiles

Fig. 12 Wavy and bumpy terrain

Fig. 13 Hip joint angle trajectories

Fig. 14 Rover roll and pitch trajectories
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Case 3:  Inclined Ditch and Bump Terrain
In this case, the terrain has a slope of 45 degrees with a 

bump under the left side wheels and a ditch under the right
side wheels as shown in Fig.  15.  The hip angles are 
adjusted accordingly to balance the rover as shown in Fig.  
16.  The rover exhibits a maximum roll angle of about 16 
degrees as seen from Fig. 17; much smaller than the 45 
degree terrain slope.

Fig. 15 Inclined ditch and bump terrain

Fig. 16 Hip joint angle trajectories

Fig. 17 Rover roll and pitch trajectories

6. Conclusions
A methodology is presented for the kinematics modeling and 
control of articulated rovers for achieving rover balance 
when traversing rough and sloppy terrain.  The main feature 
of the work is the formulation of rover kinematics which uses 
simple velocity propagation starting from wheel-terrain 
contact and going through various joints and linkages to 
finally reach the rover reference frame.  This formulation 
makes the modeling and computer implementation very 
efficient through simple repeated function calls.  Rover 
balance control is achieved through a pseudo-inverse method 
which optimizes balance criterion.  Simulation and animation 
package using Matlab have been developed that show the 
motion of the rover over rough terrain. 
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Design of Multithreaded Simulation Software through 
UML for a Fully Automated Robotic Parking Structure  
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Abstract - This paper presents UML-based design and 
development of simulation software for a multi-story car 
parking structure that is fully automated.  The software is 
conceived to simulate parking demand including morning and 
evening rush hours at the center of a metropolitan city, 
movement of cars loaded onto robotic autonomous carts 
between floors, scheduling of elevators, and path planning for 
carts to and from their parking spots across a floor.  There 
are two distinct software modules.  One module models the 
parking demand around the clock by generating parking 
requests through statistical modeling, movement of carts and 
elevators in compliance with the laws of physics, and 
breakdowns of carts.  The second module models the 
assignment, planning, scheduling and optimization algorithms 
for robotic carts and elevators to minimize the average 
customer waiting times. 

Keywords: UML, simulation software design, multithreaded, 
automated robotic parking structure, path planning, 
scheduling, optimization 

1 Introduction 
  The space utilization rate of conventional parking 
structures with driving lanes is low and inefficient [5]. For 
busy urban areas where real estate space is at premium, the 
utilization rate issue with the conventional parking structures 
is of high prominence. Approaches to increase the space 
utilization rate are of current interest. Automated robotic 
parking structures with no driving lanes offer a promising 
option to explore along this venue. Automated robotic parking 
structures do not need dedicated driving lanes like 
conventional parking structures, as they are equipped with 
robotic mechanisms to facilitate fully automated storage and 
retrieval for vehicle parking. However, an automated and 
multi-storied parking structure needs sophisticated space 
assignment, path planning, and scheduling and optimization 
algorithms to manage storage and retrieval processes 
effectively and efficiently. Simulation is a very effective tool 
to test and evaluate such complex planning and scheduling 
algorithms for automated parking structures. In this paper, we 
describe a real time simulation model based on unified 
modeling language in order to test and evaluate intelligent 
assignment, path planning and resource scheduling algorithms 
developed for chess-type [1][2][3][4] (or puzzle type) multi-
story, robotic, and fully automated parking structures.  

2 Multi-story parking structure 
 A chess type parking structure may have multiple floors, 
where each floor is considered as a rectangular area shown in 
Figure.1. There are no roadways or driving lanes in 
comparison to a traditional parking structure. On each floor, 
the parking space is represented as a 2-D grid based 
rectangular layout. Parking spaces (aka spots or cells) are 
allocated for a variety of uses on a given floor: such an 
allocation scheme is illustrated for the ground floor in Figure 
1.  Upper floors will have only the storage cells, blank cells, 
elevator space and load/unload bays. 
� Storage Cell: these are parking spots for vehicles.   
� Blank Cell: on a given floor, a number of parking cells must 

always be left empty to facilitate movement of vehicles in 
transit across a floor for either storage or retrieval.   

� Elevators: each elevator occupies space for two adjacent 
spots.  

� Load/Unload Bay: each elevator has a particular 
loading/unloading area next to it and each loading area 
occupies one parking spot.  

� Delivery Bay:  there is a dedicated spot in the middle of any 
one of the outermost columns or rows of the ground (or 
entry) floor of the parking structure in order to accept 
customers’ vehicles for parking.  Customers who want to 
park their cars leave their vehicle in the “Delivery Bay”.  

� Pickup Bay: the spots along the outermost row or columns 
of the ground floor layout are reserved as “Pickup Bay”. A 
vehicle that is being retrieved from its parking location to 
be delivered to its driver arrives at one of these bays for 
pickup.  

 Elevator cells are distributed in the center portion of the 
layout. “Delivery Bay” and “Pickup Bay” cells are situated on 
the ground (or entry) floor only. These cells are usually 
located on any one of the outermost columns or rows, which 
are considered entry/exit points for the parking structure. The 
number of elevators is derived from the bound developed in 
[2] by modeling customer arriving as waiting line model [6] 
and depends on the number of floors, average customer 
arriving rate as dictated by the demand, the speed of elevators, 
and the speed of robotic carts that transport the vehicles.   
 Each rectangular parking cell may have tracks or roller beds 
mounted on it to facilitate entry/exit from any of the four 
sides.  Robotic carts with or without vehicles loaded on them 
can move along the tracks or the vehicles can be moved on the 
roller beds from one cart to another in neighboring cells. 
“Customer(s)” make both “Storage Request(s)” and “Retrieval 
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Request(s)” in order to store or park their vehicles and later 
collect or pick up their vehicles, respectively.  The request to 
store or park a vehicle inside the parking lot is called “Storage 
Request” and the request to collect or pick up a previously 
stored vehicle from the parking lot is called “Retrieval 
Request”. The autonomous process of parking a vehicle inside 
the parking lot after customer leaves the vehicle at a “Delivery 
Bay” is called “Storage Process”. This process includes 
moving of the vehicle from the “Delivery Bay” to a dedicated 
“Storage Cell”. If dedicated “Storage Cell” is located in a 
floor other than the entry or the ground floor, the process also 
includes the use of an elevator in order to move between 
floors. The autonomous process of retrieving a “Stored 
Vehicle” from its “Storage Cell” and delivering to the “Pickup 
Bay” is called “Retrieval Process”. If dedicated “Storage 
Cell” is located in a floor other than the entry or ground floor, 
the process also includes the use of an elevator in order to 
move between floors. During the “Morning Rush Hour”, most 
of the “Customer(s)” arrive with “Storage Request(s)” and 
leave their vehicles at “Delivery Bays” of the ground (or 
entry) floor. Consequently, the “Storage Process” is 
completed autonomously with the help of a suit of space 
assignment, path planning [1] and elevator scheduling [2] 
algorithms. Similarly, during an evening rush hour most of the 
“Customer(s)” issue “Retrieval Request(s)” and wait at an 
“Pickup Bay” of the ground (or entry) floor for successful 
completion of “Retrieval Process”. The “Retrieval Process” is 
also completed autonomously with the help of a suit of path 
planning [1] and elevator scheduling [2] algorithms. 
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 Figure 1. 10×20 ground floor layout for a multi-story automated 
parking structure  

 In order to assess the performance of the overall parking 
management system that employs assignment, path planning 
and resource scheduling algorithms, we strived to model the 
simulation environment to resemble as closely as possible a 
real life scenario. We modeled the arrival of “Customer(s)”, 
generation of “Storage Request(s)” and “Retrieval 
Request(s)”, according to a Poisson distribution and employed 
the queuing theory. The activities regarding “Storage 
Process(s)” and “Retrieval Process(s)” are modeled such that 
these processes for each active request can run simultaneously 
through concurrent threads. The processes regarding the 

movement of robotic carts and the elevators can also run 
simultaneously again by means of concurrent threads.   
Movement of robotic carts and elevators are modeled in 
compliance with the laws of physics under certain 
assumptions. 
 
3 Modular simulation architecture 
The overall functionality of simulation is modeled through 
five major activity modules, which are (a) Automated Parking 
Lot, (b) Automated Storage Controller, (c) Automated 
Retrieval Controller, (d) Elevator Controller, and (e) Elevator 
Scheduler as presented in Figure 2. Separate actors within 
dedicated threads can execute the activities of each of these 
five modules simultaneously. A database module named 
Central Database stores all of the global variables.  These 
global variables are shared among all activity modules. 
Activity modules on individual threads can communicate with 
each other and exchange messages through the global 
variables (Busy-wait synchronization) in the Central 
Database.  We model the communication among concurrent 
modules (such as between “Elevator Controller” and 
“Automated Storage/Retrieval Controller”) using busy-wait 
synchronization technique [7]. The busy-wait synchronization, 
presented in Figure 3, is implemented using global data 
structures in the “Central Database” module.    
 
3.1 Automated parking lot module 
 The simulation starts with the activities of this module 
through the main thread of the multi-threaded simulation 
environment. At the very beginning of this module, one 
parallel thread is created to execute the activities of “Elevator 
Scheduler” module. After that, another parallel thread is 
created for each elevator to execute the activities of associated 
“Elevator Controller” modules. Finally throughout the 24-hour 
daylong overall simulation time frame, which includes two 
hours for the “Morning Rush Hour” plus another two hours for 
the “Evening Rush Hour”, “Storage Request(s)” and 
“Retrieval Request(s)” are generated continuously at specific 
time intervals. The number of total requests generated for each 
time interval is simulated through a Poisson distribution [11], 
which provides a specific value for the average number of 
vehicles (or customers) arriving per hour. These requests are 
then divided into two groups of requests, namely “Storage 
Request(s)” and “Retrieval Request(s)”, according to the 
specific rush hour period model.  During the morning rush 
hour, which lasts for two hours starting at 6:30 am and ending 
at 8:30 am, 95% of requests are for storage and 5% are for 
retrieval. On the other hand, for the evening rush hour, 95% of 
requests are for retrieval, and 5% of requests are for storage. 
Figures 4 and 5 presents the activities during the initial phases 
of the simulation as performed by the Automated Parking Lot 
module. 
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Figure 2.  Simulation architecture use-case diagram 

Figure 3.  Busy-wait synchronization diagram for Elevator Controller and Automated Storage/Retrieval Controllers 
 
The activities described in this paragraph are repeated 
sequentially for every “Storage Request” generated in each 
time interval. First a unique “Storage ID” (a positive integer 
value) is assigned for the request. This is a unique identifier 
for the vehicle associated with this request throughout the rest 
of the simulation period. After that an elevator request 
containing starting cell location, which is the “Delivery Bay” 
cell on entry floor, destination cell location, which is assigned 
through a storage management strategy as described in [1], 
request arrival time, and a unique “Storage ID” of the request 
is created. This elevator request is added to a global list 
variable in the Central Database named Elevator Request List 
if the destination cell for the request is other than the entry (or 

ground) floor. Then the “Storage ID” of the request is inserted 
into a global list variable, Start Queue, in the Central 
Database. Start Queue contains the “Storage ID(s)” of the 
“Storage Request(s)” waiting to enter the parking structure or 
lot sorted by the ascending order of their arrival time. Finally, 
a parallel thread is created for each “Storage Request” to 
execute the activities of “Automated Storage Controller” 
module which takes care of the rest of the storage process for 
this “Storage Request”.  Figure 6 presents the activity diagram 
representing, in part, the steps described in this paragraph. 
 The activities described in this paragraph are 
implemented in order for every “Retrieval Request” generated 
during each time interval of the simulation. Identifying the 
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vehicle to be retrieved next is realized through a uniform 
random distribution: a “Storage ID” from the Stored Cell List, 
a global list variable in the Central Database, is selected 
randomly (uniform distribution) and associated with the 

retrieval request being generated. This list variable stores the 
“Storage ID(s)” of every vehicle stored successfully in the 
parking structure. 
 

 
  Figure 4.  Part 1 of 2 - partial activity diagram for Automated Parking Lot 
 

 
  Figure 5.  Part 2 of 2 - partial activity diagram for Automated Parking Lot 
 
 
Finally, a parallel thread is created for each “Retrieval 
Request” to execute the activities of “Automated Retrieval 
Controller” module, which takes care of the rest of the 
retrieval process for this “Retrieval Request”.  Figure 7 
presents the activity diagram representing, in part, the steps 
described in this paragraph. 

3.2 Automated Storage Controller Module 
 The functionality required to serve a “Storage Request” 
including moving the vehicle all the way from the starting 
location (Delivery Bay) on the entry (or ground) floor to the 
“Storage Cell” on the destination floor is implemented in the 
“Automated Storage Controller” module. This module also 
implements and employs a suite of path planning algorithms, 
namely the D* Lite and uniform cost search, to move a 
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vehicle across the floor.  For each “Storage Request” a 
separate thread is created to execute the activities of this 
module independently and simultaneously with all other 
threads in the simulation environment.  
 The activities of this module start with checking if an 
elevator is assigned for this storage request ID by the 
“Elevator Scheduler” module. Elevator assignment status is 
checked continuously until the “Elevator Scheduler” makes an 
assignment. After an elevator assignment, the status of Start 

Queue is checked continuously until “Storage ID” of the 
request comes up as the first or front element of the list. As 
soon as the “Storage ID” of a request is determined to be the 
first or front element of the list, it is removed from the list and 
the vehicle corresponding to the request is moved to the 
“Delivery Bay” of the parking lot. Then the vehicle is moved 
from the “Delivery Bay” to the assigned elevator’s 
“Load/Unload Bay” using a set of path planning algorithms 

 
  Figure 6.  State machine diagram for Automated Storage/Retrieval Controller: vehicle cart moving towards elevators 
 

 
              Figure 7.  State machine diagram for Automated Storage/Retrieval Controller: vehicle cart moving from elevators 
 
which include the D* Lite and uniform cost search. After 
reaching the elevator’s “Load/Unload Bay”, the elevator flag 
status of the assigned elevator is continuously checked until 
the flag status is found to be true (“Elevator Controller” 
change the elevator flag to true when it successfully reaches 
the pickup floor and ready to pick up). This means assigned 
elevator is ready to pick up and it is safe to load the vehicle 
into the assigned elevator. After successful loading operation, 
the flag status is changed to false by “Automated Storage 
Controller” module. The elevator flag status is again changed 
to true by the “Elevator Controller” when the elevator is done 
with the transportation of a vehicle from the pickup floor 
(ground floor) to the destination floor (storage floor). Upon 

arrival at the destination floor, the vehicle is unloaded from 
the elevator to the elevator “Load/Unload Bay” and the 
elevator flag status is again changed to false by “Automated 
Storage Controller” module.  Finally, the vehicle is moved 
from the elevator’s “Load/Unload Bay” to the destination cell 
for storage, aka “Storage Cell”, using the set of path planning 
algorithms. 
3.3 Automated retrieval controller module 
 The activities required to serve a “Retrieval Request” 
including moving the vehicle from its “Storage Cell” on a 
given floor (starting floor of retrieval request) to the “Pickup 
Bay” on the entry (or ground) floor (destination floor of 

14 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'16  |

ISBN: 1-60132-443-X, CSREA Press ©



retrieval request) are executed by the “Automated Retrieval 
Controller” module. For each “Retrieval Request” a separate 
thread is created which executes the activities entailed by this 
module.  The initial activity is checking the current location 
(Storage Cell) of the retrieval vehicle through its “Storage 
ID”.  Next, the “Storage Cell” of the vehicle is locked so that 
no other threads can lock and move the vehicle for another 
purpose. After that, an elevator request containing the starting 
cell location which is where the vehicle is parked, the 
destination cell location (which is one of the “Pickup Bays” 
on the entry (or ground) floor), the time of retrieval request 
and the unique “Storage ID” of the request is created. This 
elevator request is added into a global list variable Elevator 
Request List in the Central Database if the starting cell for the 
request is located on a floor other than the entry (or ground) 
floor.  
 Elevator assignment status is checked continuously until 
the “Elevator Scheduler” module makes an assignment. After 
an elevator assignment is found, the vehicle is moved from the 
“Storage Cell” to that elevator’s “Load/Unload Bay” using the 
path planning algorithms. After reaching the elevator 
“Load/Unload Bay”, the elevator flag status of the assigned 
elevator is continuously checked until the flag status is found 
to be true (“Elevator Controller” change the elevator flag to 
true when it successfully reaches the pickup floor and ready to 
pick up). This means the assigned elevator is ready to pick up 
and the vehicle is safe to load into the elevator. After a 
successful loading operation, the flag status is changed to 
false by “Automated Retrieval Controller” module and again 
continuously checking the status of it until the flag status is 
found true again. The elevator flag status is again changed to 
true by the “Elevator Controller” when the elevator is done 
with the transportation of vehicle from pickup floor (Stored 
Floor) to destination floor (ground floor). Now, the vehicle is 
unloaded from the elevator to its “Load/Unload Bay” and the 
elevator flag status is changed to false by “Automated 
Retrieval Controller” module.  Finally, the vehicle is moved 
from destination floor’s elevator “Load/Unload Bay” to the 
designated “Pickup Bay” using the path planning algorithms.    

3.4 Elevator controller module 
 This module, presented in Figure 8, executes the 
activities of the elevators that transport vehicles from one 
floor to another floor within the multi-storied parking lot. For 
each elevators a separate thread is launched to control the 
activities of an associated elevator independently and 
simultaneously with all other threads in the simulation. 
Initially at the start of the simulation, all elevators are 
positioned at the ground floor and ready to transport vehicles 
to their destinations. This module periodically checks the data 
structure Elevator Assignment List to obtain the assigned 
elevator requests for an associated elevator. The assigned 
requests are served sequentially one after another. To serve a 
request, the elevator is moved to the starting floor for the 
request, and the flag status of the elevator is set to true.  Then 
the Elevator Controller Module continuously checks the flag 

status until it is becomes false which indicates that the 
associated vehicles was loaded into the elevator. The flag 
status is set to false by the “Automated Storage Controller” or 
“Automated Retrieval Controller” once the vehicle is inside 
the elevator. The elevator then transports the vehicle from the 
pickup floor to the destination floor. After successful 
transportation of vehicle, the flag status of the elevator is set 
to true by the Elevator Controller Module which then 
continually monitors the flag status until it becomes false. The 
flag status is set to false by the “Automated Storage 
Controller” or “Automated Retrieval Controller” indicating 
that the associated vehicle is unloaded successfully from the 
elevator. This completes the task associated with the assigned 
request and the elevator request is removed from the Elevator 
Assignment List. 

3.5 Elevator scheduler module 
 This module implements the functionality for the Hybrid 
Nested Partitions Genetic Algorithm (HNPGA) scheduling 
algorithm, which is encapsulated within a separate concurrent 
thread.  The main role of this module is assigning an available 
elevator for all the elevator requests according to the HNPGA 
scheduling algorithm [2].  Other activities of this module 
contain periodical scanning of the Elevator Request List to 
obtain the pending elevator requests by the active “Storage 
Request(s)” and “Retrieval Request(s)”. On every scan, the 
pending elevator requests are fulfilled or scheduled and 
inserted into the Elevator Assignment List with proper 
elevator assignment information. Next, all assigned (or 
scheduled) elevator requests are removed from the Elevator 
Request List.  

3.6 Models for processes and physics 
 We modeled the rush (or busy) hour period based on the 
parking demand patterns of highly commercialized urban 
metropolitan cities. There are two different rush hour time 
periods: “Morning Rush Hour” is from 6:30 AM to 8:30 AM 
in the morning and “Evening Rush Hour” is in the late 
afternoon from 4 PM to 6 PM. During “Morning Rush Hour” 
period, most of the vehicles are being stored and only a small 
number of them are being retrieved. The parking demand 
generator will distribute the total number of requests 
generated for each time interval (using Poisson distribution 
[11]) with the following probabilities: 95% are for storage, 
and 5% are for retrieval. This period is terminated once 95% 
of the parking lot capacity, excluding the blank cells, is 
occupied. During the “Evening Rush Hour” period, the 
demand profile is just the opposite when compared to the 
“Morning Rush Hour” period in that 95% of all the requests 
are for retrieval while 5% of them are for storage.  During this 
period, the number of parked vehicles on the floor will 
steadily decrease. Once the capacity utilization reduces to 5% 
of the total, again excluding the blank cells, this period is 
considered as over. The demand for parking outside these two 
rush hour time periods reduced to 50% of rush (or busy) hour 
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period demand whereas half of them is storage and other half 
is retrieval requests. 
 Mechanical roller beds are mounted with carts on each 
cell across the entire floor. Vehicles to be parked are 
positioned on mechanical roller beds, which are moved from 
one cell to another by the sliding mechanisms placed onto the 
surface of the parking area and built into the parking cell 
design.  Each parking cell has guide-and-travel rails on which 
the mechanical roller bed mounted vehicle slides along one of 
the four directions, namely forward (north), backward (south), 

leftward (west) and rightward (east). We modeled the 
movement speed of vehicles from one cell to one of the 
neighbor cell (among available four cells) is about 1 m/sec 
[10]. 
 We assume that elevators will reach maximum velocity 
of max,EV  starting from zero initial velocity with constant 

acceleration Ea , after they travel a distance of EE aV 22
max, . 

Similarly, an elevator needs to travel the same

 
        Figure 8.  State machine diagram for Elevator Controller 
 
distance to make a complete stop starting with the maximum 
velocity and down to zero velocity with constant deceleration 
of Ea� . There are two scenarios for the elevator travel, 
depending on the travel distance between the starting and the 
destination floors. If the distance between the starting and the 
destination floors is greater than EE aV 22

max, , an elevator 
travels with constant acceleration until reaching its maximum 
velocity permitted by its design. After that, it travels with 
constant velocity and starts decreasing its velocity at the point 
where the distance from the destination is EE aV 22

max, .  
Hence, there are three states of motion and they are speeding 
up, traveling at constant velocity and slowing down. On the 
other hand, if the distance between the starting  and the 
destination floors is less than  EE aV 22

max, , an elevator goes 
halfway with constant acceleration and after that (before 
reaching its maximum speed) slows down with constant 
deceleration to a complete stop at the destination floor.  There 
are two travel modes as speedup and slowdown. In our 
modeling, we used industry standard value for elevator model 
specifications: max,EV =1400 ft/min, Ea =5 ft/sec2, lift capacity 
= 3500 lb [8], and height between floors = 8.8 ft [9]. 

4 Conclusions 
This paper presented design and development of a highly 
complex simulation framework for a fully automated robotic 
multi story parking structure.  We used unified modeling 
language (UML) to model a real-life and real time simulation 
scenario and successfully implemented the simulation software 
using the multi-threaded Java programming language. Unified 

modeling language proved to be a very effective tool to model 
and implement complex real time simulation software 
successfully.  
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Abstract 
A real-time simulator is an essential means for 

swiftly designing and verifying embedded time-sensitive 
and/or real-time applications especially in automotive 
and transportation. A cost-effective real-time simulator 
platform for research in automotive electronics has been 
developed and performed both hardware-/software-in-
the-loop (HIL/SIL) simulations of an automated collision 
prevention (ACoP) system. The multi-core real-time 
simulator platform was developed for intuitively and 
swiftly managing different complexity levels and design 
scales while satisfying real-time constrains with 
sufficient accuracy of the parallel HIL simulation of 
models and/or hardware components. The real-time 
simulator platform was evaluated with the ACoP system 
integrated to the C/VHDL models of the electric vehicle. 
We evaluated the HIL simulation with 50 μs real-time 
clock resolutions. The HIL simulation achieved 2.5x 
faster acceleration and deceleration of engine (i.e., 
motor) than the SIL simulation while maintaining 0.3% 
of the HIL simulation difference of the speed overshoot 
and undershoot compared with an ideal Simulink 
simulation. 

I. Introduction 
Contemporary transportation systems, such as 

automobiles and locomotives, are necessary to employ 
embedded electronics and computing systems for 
satisfying the rapidly increasing complexity and 
accuracy of demanding requirements. In addition, 
research and engineering society has been challenged to 
convey such swiftly evolving transportation systems 
under the tight time-to-market pressure. Real-time 
simulation-based prototyping is one of the proven 
solutions for embedded system developers in automotive 
industry. Therefore, a real-time simulator with hardware-
in-the-loop (HIL) simulation [1, 2, 3] capability must  
address the seamless integration of various complex 
subsystems and the accurate real-time simulation 
capability with existing and developing hardware and 
software modules while continuously supporting 
developers with an intuitive but precise design 
refinement and effective evaluation.  

Various sensors have been employed for electronics 
and computing parts of automotive and transportation 
[4]. Cameras are popular for visual identification of the 

objects surrounding a vehicle. The GPS systems installed 
in a vehicle are aimed for navigating and positioning 
purposes. In particular, an automobile is one of the high 
potential candidates for applying Internet-of-Things 
(IoTs), which gather various forms of information from 
numerous types of sensors via wireless communication 
and process the information on embedded or application 
specific processing engines [5].   

Efficient and perceptive HIL simulations are 
generally require swift integration, flexible extension, 
input/output configuration, precise execution, and 
systematic verification. Since the HIL simulation permits 
models of a part of the system to be simulated in real 
time with the actual hardware of the remainder of the 
system, developers can promptly evaluate hardware and 
software subsystems of the electric vehicles (EVs), 
including a control strategy, various I/O interfaces, 
different signaling, and signal conditioning. Application-
specific real-time simulators, therefore, were developed 
for different applications, including electric control units 
in EVs [6], fuel cells in hybrid EVs [7], and electric and 
hydraulic systems in avionics [8].  

As the demand for real-time simulators increases in 
industry, significant growth in the number of RT-Sims 
has been evident during the last decade in academia [9]. 
Unlike industry, academic version of real-time 
simulators [10, 11] are expected to embrace specific 
features including meaningful and relevant experience 
without being limited by laboratory equipment, user-
friendly interfaces with increasing sophistication, the 
flexibility for continuous expansion, and preferred cost-
effectiveness. We have developed a cost-effective 
academic real-time simulator (RT-Sim) with the HIL 
capability in order to successfully utilize the RT-Sim in 
academia, especially for different disciplines including 
Embedded Systems, and Communications [12]. In 
particular, the developed RT-Sim with the HIL 
simulation is beneficial to successfully perform 
automotive electronics research including an automated 
collision prevention (ACoP) system, which comprises of 
the hardware and software subsystems of a wireless 
sensor system (WiSS). Section 2 describes the 
architecture and operation of the ACoP. Section 3 
expresses evaluation of the ACoP integrated to an EV 
model via a flexible wireless interface module for the 
rapid HIL simulations. The evaluation results and 
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Figure 1. A Block Diagram of the Wireless Sensor 
System (WiSS) integrated for a Hardware-in-the-loop 
(HIL) Real-time Simulation  
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Figure 2. The WiSS Design and Operational Procedures 
for the HIL Real-time Simulations  

analysis of the WiSS on the EV are also described in 
Section 3. Section 4 depicts the conclusions.  

II. Architecture and Operation of  a HIL Real-
time Simulation for Wireless Sensor System 
(WiSS) 

Figure 1 illustrates a block diagram of the WiSS 
integrated for the HIL real-time simulation architecture 
and operation. The WiSS consists of a sensor module 
and a sensor signal processing and wireless 
communication module. The presented WiSS was 
implemented with ultrasonic sensors [13] for detecting 
and measuring objects, an Arduino board [14] for 
processing sensor signals, and transmitting information 
to and receiving it from the flexible wireless interface 
module consisting of a wireless integrated field-
programmable gate array (FPGA) [15] for the accurate 
and swift HIL simulations.  In order to establish a cost-
effective wireless communication network, a pair of 
Xbee modules [16] is employed between the WiSS and 
the flexible wireless interface module. 

As seen in Figure 1, the flexible wireless interface 
module is integrated to RT-Sim via PCI [17] with wires 
and to the sensor signal processing and communication 
module without wires. The HIL simulation with WiSS is 
an extended form of the HIL real-time simulation. A 
traditional HIL simulation can be found between the EV 
models running in the RT-Sim and a time-critical 
subsystem implemented in FPGA running on the 
interface module. The interface module encompasses a 
cost-effective wireless capability in order to provide a 
viable means for extending various sensor systems 
without further physical hardware modification of the 
current FPGA-based interface module for the presented 
HIL simulation. Packets of information generated by the 
sensor signal processing module are delivered through 
the wireless channels established between the sensor 
signal processing module and the interface module. 

III. Design of An Automated Collision 
Prevention (ACoP) system with WiSS 

The presented WiSS is designed for researching an 
ACoP system of an EV. The ACoP is an emergency 
driving assistant system that can provide a safety means 
for drivers and passengers in the EV under 
uncontrollable and/or sudden disrupted situations on the 
road. The ACoP system can automatically detect 
distance of any objects surrounding the vehicle. In 
addition, the ACoP system is capable of generating a 
warning alarm for the driver as well as possibly taking 
control over the EV to avoid collision between the EV 
and any other objects including other vehicles, 
unmovable objects, such as trees, street lights, and so on, 
as well as pedestrians. Therefore, the ACoP system can 
not only slow down and stop the EV, but also change the 
direction of the EV in order to prevent any collisions. 

The ACoP system can consist of a hardware and 
software subsystems including the proposed WiSS. The 
WiSS is to detect objects and measure the distance to the 
objects. A hardware subsystem of the WiSS consists of 
(1) an ultra-sonic sensor and driving system, (2) a pair of 
wireless communication system (i.e., Xbee 2.4 GHz), (3) 
an interface control logic written in VHDL programmed 
to the FPGA module. A software subsystem includes 
Arduino script for operating the ultra-sonic sensor 
driving system. After the hardware and software 
partitioning and implementation of the subsystems, the 
WiSS was integrated and verified for exercising a top-
down verification method and for rapid prototyping of 
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Figure 3. A WiSS Evaluation Setup for the HIL Real-
time Simulations; (a) a console for user interface, (b) the 
RT-Sim developed, (c) the FPGA-based wireless 
interface module for HIL simulations, and (d) a 
prototype of the WiSS 

the WiSS with the HIL real-time simulations. In order to 
expedite the HIL simulations, a series of the verification 
scenarios was developed and applied for developing a 
comprehensive ACoP algorithm that dynamically 
reflects various information on road size, road condition, 
driving direction, driving speed limit, and other 
information including weather and temperature via 
several expanded sensor and processing systems as a part 
of an IoT in future enhancement.  

Figure 2 illustrates the WiSS design and operational 
procedure for the HIL simulation performed. The 
complete Simulink closed-loop EV model was designed. 
The EV consists of subsystems for sensing speed of EV 
and charging level of the battery, a control unit for 
controlling speed and torque of the DC motor, a battery 
for supplying DC power, and a DC motor for driving. 
The EV specifications includes a 25 horsepower, four 
quadrant operation wound DC motor, which is designed 
to execute in discrete time with a sampling rate of 1 
micro-second. The speed control unit determines the 
speed of the armature. Inputs of the speed control unit 
are the desired speed in RPM, and the armature speed in 
RPM. Outputs of the speed control unit are the speed 
changes and armature currents. The speed control unit 
controls the armature current and prevents the current 
from surpassing the rated armature current.  

The speed control unit receives the armature current, 
armature speed, speed change, and change in armature 
current, and generates the PWM pulses to set the 
armature voltage to the desired voltage in order to 
achieve the desired armature speed. The speed control 
unit also generates the control values for determining the 
PWM pulses. The DC Motor is powered by a 30 volt 
battery with a linear load torque. The DC Motor 
comprises a DC-DC converter connected to the PWM 
pulses to provide the desired armature voltage. I/Os of 
the motor are the torque load, PWM pulses, and battery 
voltage as the inputs and the armature current, armature 
speed, armature voltage, and the field voltage as the 
outputs. 

The sensor module employs a ping ultra-sonic 
distance sensor to detect and measure the distance 
between the EV and any objects. The accuracy of the 
sensor employed is to measure the distance within 3 
meters, which is about 3.3 yards. In addition, the sensor 
module is sufficiently durable for the outdoor usage. 
Since the sensor needs to interface to a microcontroller 
for further processing of the sensor outputs, an 
ATmega328 installed on an Arduino Uno, which is one 
the most popular for motor controlling applications, was 
selected. Analog and digital I/Os of the Arduino 
development board are used to integrate a cost-effective 
wireless device, such as an XBee S2 module. Therefore, 
a sensor signal captured and transmitted from the sensor 
module is processed by the microcontroller, which is 
also integrated to the wireless device.  

The XBee device with its adapter offers an intuitive 
means of integration to the microcontroller in the 
Arduino Uno. The XBee device operating with 2.4 GHz 
clock establishes a wireless communication channel 
capable of interconnecting within 120 meters (i.e., 400 
feet). A serial communication channel is established by 
the XBee devices between the WiSS and the FPGA-
based interface module, which is attached to the RT-Sim 
for performing HIL simulations. A wireless 
communication HDL model was developed and 
programmed to the FPGA (i.e., Xilinx Spartan 3E). The 
inputs and outputs of the XBee devices are 
interconnected to I/Os of the FPGA. 

IV. Evaluation of the ACoP System via the HIL 
Real-time Simulations 

 Figure 3 illustrates an overview of the HIL 
simulation setup for the WiSS. The RT-Sim we 
developed consists of three primary modules—(a) a 
console for user interface, (b) the RT-Sim for HIL 
simulations, and (c) an FPGA-based hardware interface 
module with wire/wireless connections for extended HIL 
simulations for WiSS. In particular, the FPGA-based 
hardware interface module with wireless capability 
provides additional flexibility to expand parallel and 
distributed HIL simulations without sacrificing a number 
of threads running in the RT-Sim. The WiSS consisting 
of the sensor and wireless signal processing modules is 
shown in Figure 3 (d). 

A series of the WiSS evaluations has been 
developed based on the EV running on a highway. In 
order to develop the practical evaluation scenarios, we 
need to determine a few thresholds for identifying 
normal, warning, and extreme situations. According to 

(a) 

(c) 

(a) 
(b) 

(c) 

(d) 
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Figure 4. An Electric Vehicle Speed Controlling Flows 
based on a series of the evaluation scenarios for the 
WiSS

 
Figure 5. The WiSS HIL Simulation Results for Various 
Evaluation Scenarios; 250K samples are measured during 
the 5 second HIL simulation 

the federal highway administration, the width of a 
freeway road is 3.6 meters [18]. An average width (i.e., 
approximately 1.6 meters) of vehicles is used for our 
evaluations. The first warning threshold was determined 
by the distance between a vehicle and the EV equipped 
with the WiSS approaching the side or rear-end of the 
vehicle or vice versa. The distance identified for the 
warning is 80 cm. The other distances, such as the 
second warning and the extreme situation, are set in 
every 10 cm range. We assumed the EV can be driven 
faster than another vehicle can and the EV speed is 70 
mph, which means the vehicle runs approximately 31.29 
meters per second. 

Figure 4 illustrates the different zones identified for 
the evaluations. In order to control the speed of the 
motor engine of the EV, four different acceleration and 
deceleration PWM pulse sequences are used as seen in 
Figure 4. Since the speed control depends on the initial 
speed, the primary PWM pulse sequences are 
accordingly modified. In addition, the PWM pulses are 
adjusted by receiving the feedback information 
transferred from the speed control unit running on the 
RT-Sim.  

The HIL simulation period is 50 μs. The EV’s 
maximum acceleration and deceleration cycles are 
measured as 3600 HIL simulation cycles. Thus, an 
acceleration of the motor engine can be completed 
within 180 ms. For instance, the EV driven in 70 mph 
moves 31.29 meter per second. The EV can move 0.156 
centimeter per HIL simulation cycle, which is 50 μs. The 

sensor module was tested alone for evaluating accuracy 
of the distance measured. We obtain less than 2.89% 
error within 1 centimeter. For instance, about 3 distances 
measured over the same 100 distances were different by 
more than 1 centimeter. Therefore, our HIL simulation is 
sufficient in accuracy of the simulation.  

In addition, the processed sensor data take a 
maximum of 5,355 μs for 100 cm and a minimum of 
3,630 μs for 50 cm. We monitored packets delivered to 
the FPGA via XBee devices is an average of 100 bytes 
per packet. The XBee’s data rate is 250 Kbps. Therefore, 
the wireless communication latency is 3,200 μs. We 
calibrated the maximum and minimum latencies of the 
sensor signals as 8,555 μs and 6,830 μs, respectively. 
Since there is another XBee wireless communication 
latency on the FPGA-based interface module, a range of 
the latencies of the WiSS is between 11,755 μs and 
10,030 μs According to the signal latencies measured, 
the WiSS HIL simulations run between 200 and 235 HIL 
simulation cycles per  sensor signal received from the 
sensor. Consequently, more than 200 requests from 
similar sensors can be processed concurrently by the 
presented RT-Sim with HIL simulations. 

Figure 5 illustrates the WiSS HIL simulation results 
captured by the RT-Sim. An object was moved from the 
WiSS installed on the EV to measure the various 
distances. The measured distances reflect the sensor 
signals transmitted by the sensor module. The reactions 
of the EV are shown as three curves in Figure 5. The 
green curve represents actual speed (RPM) of the motor 
engine, the red curve shows tracking speed of the motor, 
and the blue curve illustrates final speed of the motor 
given at zero. The X-axis is the number of RPM samples 
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Figure 6. Engine (Motor) Acceleration HIL Simulation 
Results of an AEV Speed Controller: SIL vs Simulink (a) 
normal acceleration; (b) increased acceleration; & HIL vs 
Simulink (c) normal acceleration; (d) increased 
acceleration; and (e) ACoP HIL simulation. 

(a) (b) (c) (d) 

(e) 

collected during the 5-second HIL simulation. Total 
250K samples were acquired. The Y-axis is the speed of 
the motor engine. The speeds (RPMs) were varied from 
60 to 300 RPMs.  The initial RPMs started at zero. 

V. HIL real-time Simulations of the ACoP 
System with an Autonomous Electric 
Vehicle (AEV) Prototype 

The ACoP system is implemented as an autonomous 
driving platform that is capable of performing wireless 
communication and data processing via a data 
processing and interface module for the HIL real-time 
simulations. The platform includes a four-wheel 
autonomous driving miniature vehicle assembled with a 
distance detector, a detection-angle controller, a motor 
driving module, and a wireless transmitter. Each of the 
sub-systems cooperates with each other under a 
microcontroller. The data processing and interface 
module consists of a wireless receiver and a processing 
terminal. The processing terminal handles graphical data 
and signal processing. All of the sub-systems in the 
platform are integrated to the real-time simulator. 

The proposed platform operates autonomously while 
interacting with the real-time simulator via the wireless 
communication channel established between the 
platform and the real-time simulator via an FPGA-based 
HIL interface module. While the self-driving platform is 
moving on the testing ground, the distance detector scans 
the surrounding road-blocks and transfers the real-time 
driving circumstance to the DPI module. Then, it 
converts the data being collected to legible information 
and displays the information on the console monitor 
connected to the real-time simulator. At the same time, 
the light indicator on the FPGA-based HIL interface 
module blinks in accordance with specified rules to 
indicate successful data communication. The proposed 
concept of the platform-based HIL real-time simulation 
is to provide a viable and flexible means for swiftly 
designing and verifying important algorithms and 
components of the future automobiles in academic 
laboratories and design facilities. 

The real-time simulation platform shown in Figure 1 
has been evaluated for the HIL simulations with the 
ACoP system wirelessly connected to the FPGA module 
integrated to the two 14-bit output ADCs with 1.5 MHz 
sampling rate and 8 analog outputs (i.e., +/- 12 Volts), 3 
digital outputs, 4 digital inputs (5 Volts), and a 12-bit 
resolution DAC with 6 analog outputs in the RTS via the 
voltage conversion units for various signaling standards 
including LVTTL, LVCMOS2/18, and TTL in the HIL 
module.  

Three key models of an electrical vehicle—(1) DC 
motor with a battery, (2) current controller, and (3) speed 
controller—are designed as Simulink models, which are 
converted by the s-functions configured in RTS. In 
particular, the current controller model was modified for 

the HIL simulation before distributing the executable 
codes of the associated models to three threads. The 
0.625 MHz PWM signals are generated by a PWM 
generator implemented in the FPGA module.  

The ACoP generates information on the objects 
detected and distances to the objects, processes the 
information with an Arduino board, and transmits the 
information via a 2.4 GHz operating Xbee adapter. The 
information is then received by another Xbee adapter 
installed to the FPGA module and passed to the ACoP 
algorithm implemented in HDL as an HW model for 
further processing with other HW models including the 
PWM generator. 

As seen in Figure 6, the results of the Simulink, SIL 
real-time simulation, and HIL real-time simulation 
confirm that the RTS accurately simulated both of the 
HW/SW models. The simulation results are the reference 
speed and engine speed. The results, with a reference 
speed of 300 RPM, illustrate that the motor is able to 
achieve the desired speed within 0.3 seconds with a 10 
RPM overshoot. These results are used as the baseline 
for the SIL and HIL evaluation of the real-time 
simulation. The overshoots measured in Simulink versus 
SIL and HIL simulations are 311 versus 312 and 205.8 
versus 206.4. The percentage differences are 0.32% with 
SIL and 0.29% with HIL simulation. We discovered that 
the beginning of the SIL/HIL simulation between the 
virtual I/O and models are not synchronized in that the 
real-time simulation results are different within 0.1% of 
the Simulink simulation results. The results, however, 
still prove the accuracy of the real-time simulation. On 
the other hand, the acceleration times measured via the 
HIL and SIL simulation are more than 2.5 times 
different. Thus, the HIL real-time simulation proves to 
meet real-time constrains. Figure 4 (e) illustrates the 
engine speed control results of the ACoP HIL 
simulation. According to the distances detected from the 
objects, the engine (motor) speed decreased when the 
distance was within a warning zone and stopped when 
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the distance crossed into the threshold of the collision 
but the driver did not reduce nor stop the vehicle. 

The results of determining the access time of the 
virtual I/Os via the shared memory, PCI card, and PCI 
ADC in the RTS module were measured. An average of 
0.1486 μs was for access data from/to the shared 
memory. The PCI access time measured was an average 
of 1.7889 μs, due to the bus used to access the PCI. The 
accessing ADC was identified as a critical path with an 
average of 13.2093 μs delay, which limits the faster 
model execution for the HIL simulation. The resolution 
of the real-time clock on the RTS is set to 10 μs. Since 
the most reliable time to consistently operate at the same 
timing interval was identified as 50 μs, the HIL 
execution on the RTS operates at a 50 μs for the real-
time HIL simulation evaluation.  

VI. Conclusions 
A real-time simulation platform for automotive 

electronics is introduced for rapid and intuitive 
management, accurate simulation, and cost-efficient 
real-time environment for research and education. The 
real-time simulation platform is capable of executing 
both SIL and HIL simulations with sufficient accuracy in 
terms of real-time constrains and model operations. In 
addition, the real-time simulation provides a means to 
integrate existing design tools, such as Matlab/Simulink 
and FPGA-based platform to user developed HW/SW 
model configuration expansion, and simulation result 
management. A WiSS is presented as an extended 
hardware/software system for the hardware-in-the loop 
simulations of an autonomous electrical vehicle with the 
real-time simulator developed. In order to enhance the 
expandability of the HIL simulations, the FPGA-based 
interface module was upgraded with wireless 
connectivity. According to the analysis of the WiSS HIL 
simulations, up to 200 sensor systems can be 
simultaneously supported by the presented HIL 
simulation environment. The WiSS was successfully 
developed as a preliminary version of the ACoP system. 
A version of the ACoP system is successfully evaluated 
by utilizing external HW module wirelessly interfaced to 
the real-time simulation platform. In particular, the 
proposed real-time simulation efficiently schedules, 
distributes, interfaces, and simulates underlying SW and 
HW models and prototypes. Furthermore, the real-time 
simulation offers various wireless connections to users’ 
hardware prototypes via a standardized wireless module. 
The presented real-time simulation platform evaluated 
the accurate (<0.3% error) HIL simulation and 2.5x 
faster operations with 50 μs real-time clock resolutions. 
The HIL simulation achieved 2.5x faster acceleration 

and deceleration of engine (i.e., motor) than the SIL 
simulation while maintaining the HIL simulation 
difference of the speed overshoot and undershoot 
compared with the Simulink simulations. 
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Abstract  
 
Since the introduction of real process oriented simulation it 
has been educated in two different ways. For students in 
informatics and mathematics it is educated in a strict formal 
way based on things like paradigms and finite state machines. 
For students that don’t need to become professional 
programmers but do have to understand the principles of 
simulation it is mostly educated in an informal intuitive way 
when not learned by off-the-shelf click-and-play packages. 
Starting from a general programming platform, the major 
problem in educating simulation is the explanation of 
simultaneity and synchronization. This paper describes a 
recently developed method, by which students experience 
these problems themselves and –as far as the first results can 
show- master the techniques to solve synchronization 
problems. The method is based on roleplaying agents.    
 
Keywords: simulation, process interaction, education, 
agent-based 
 

1 Introduction 
 
Many years of experience in educating simulation led us to the 

conclusion that the main problem is to let students understand 

how to describe unambiguously the “behavior of a system”,  in 

a time-based manner. Most discrete simulation  literature [e.g. 

1,2] starts from a notion of a change in the state of a system 

defining this notion as an “event”. The ‘event’ however 

appears to be too abstract to understand completely and it 

leads to complex implementations of a system’s behavior.  

 

The real difficulty in understanding behavior is to realize that 

we implicitly take some “events” for granted, while they are 

essential for the synchronization of processing activities.  

“Doing nothing” is also a type of activity. This paper explains 

an agent-based role-play approach that improves the 

understanding and leads in a natural way to the process-

oriented approach for describing the behavior of discrete 

systems. 

 

2. Events vs. Processes 
 
In [3] the construction of a “Tool for Object oriented 

Modelling And Simulation” (TOMAS) has been presented. It 

is implemented as a toolbox in the general programming 

platform Delphi®, so the complete functionality of Delphi® 

can be used too. Using Delphi® is not essential, but Delphi® 

is based on Pascal and this offers many advantages for 

students that are not supposed to become experienced 

programmers. Delphi® offers all possibilities and flexibility of 

a general programming language, so there will be no 

restrictions other than the creativity of the student or 

researcher. The way of modelling, closely matches the 

qualitative modelling as defined in the Delft Systems 

Approach (DSA) [4,5]. It differs widely from the approaches 

used in well-known packages. DSA uses as its main modelling 

element the concept of a “function” that expresses why a 

particular process is executed and what its contribution is to 

the environment. By this the modeller takes the necessary 

distance from what he experiences, in order to make a general 

model for the situation under investigation. Within this notion 

of function, a process is described from the company’s 

viewpoint (as a repetitive series of activities of a department 

/group/person/machine that handles orders, materials, or even 

resources). Many packages use the viewpoint of the customer 

or the flowing element itself (a visitor’s view). The visitor and 

company views are really different; for example, Zeigler et al. 

[6] call it the “flow oriented” vs. “real process oriented”  

approach. The latter approach is characterized by the fact that 

the sequence in which program statements are executed, 

differs from the written sequence.  

 

An example is shown in table 1 for two elements A and B (the 

arrows show the order in which statements are executed). 

Already in the nineteen seventies a first implementation of the 

real process approach was constructed by Sierenberg and De 

Gans [7],called PROSIM.  At that time the lectures about 

simulation with PROSIM didn’t explain how to choose 

elements and corresponding processes. The lectures appealed 

to the common sense of the students, , which worked very well 

for some of the students, but left others in confusion. 
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Process of CompA   

Begin             

 CompB.Start(Now) 

 Wait 

               

              

 While CompB.Color = Green 

 Standby           

               

    

 Finish 

End         

Process of CompB 

Begin 

 

 

  Work(5) 

  Color�Green 

  CompA.Resume(Now) 

  … 

  Other things 
  … 

  Color�Red 

  Finish 

End 

 

Table 1. Real Process Oriented Approach 

 

The problem appeared to be twofold: 

 

1. What is the selection criterion to choose elements? 

2. How to describe and communicate the behaviour of the 

elements? 

The first question has been answered in an earlier contribution 

[8], where it was found that recognizing the functions that 

need to be fulfilled, led to the elements fulfilling them.  Here 

we will focus on the second question.  

 

3. Behavior 
 

A first short description will highlight the role of the elements 

in the model. Throughout this paper the example of an 

automated container terminal’s import processes will be 

followed. Ships arrive from deep-sea at a berth of a container 

terminal. A number of containers should be unloaded, 

transported to a stacking area and stored there. 

 

The (physical) elements in the model are Ships, Quay cranes, 

AGV’s (Automated Guided Vehicles), ASC’s (Automated 

Stacking Cranes), Stack and Containers.  

Fig.1. artist impression of Automated Container Terminal 

 

 

The role of each element is: 

 

Ship    : arrives with containers at berth 

Quay crane : unloads containers from ship 

AGV    : transports containers from Quay crane to ASC 

ASC     : stores containers into stack 

Stack    : keeps containers in storage 

 

 

Actually this is already a complete behavior description of the 

import processes, but there is no synchronization at all yet. 

Providing facilities to synchronize the different processes is 

the core problem of  describing the behavior in order to 

construct a model like the one in the figure below. 

   

 
 

Fig.2. Screenshot of a model of container import processes [9] 

 

We used to progress interactively with the students by 

expanding step by step the descriptions above. If we restrict 

the description to the synchronization between Quay cranes, 

AGV’s and ASC’s it could look like the table below. 

 

 

Firstly it should be made clear that all equipment (or 

resources) repeat their actions during the whole simulation 

run, so its process description starts with “Repeat”.  

 

A Quay crane starts with unloading a container from a ship 

and needs a first synchronization with AGV activities; an 

AGV should be simply there to take over the container. Here 

we use a queue (QcQ) for this purpose, and let the Quay crane 

wait until there is at least one AGV in the queue. Queues are 

standard available in simulation packages, and one can use 

them for many purposes, here it is used for synchronization. 

Elements that have been placed in a queue should be removed 

from it too, so the quay crane removes the agv in front from 

the queue and puts a container on it. After that it signals the 

Agv by “Resume” to continue its independent part of the 
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process: driving to an ASC. At the ASC, the processes are 

synchronized in an analogous way.  

 

 

Table 2. Informal process descriptions 

 

The “Process Description Language (PDL)” as presented in 

the table above, is being used to communicate on the behavior 

of the model. It is very useful both in teaching environments 

and practical design projects for the verification of the model.  

The big advantage of PDL is its simplicity and clarity, without 

the need of a special syntax and constructions that would be 

imposed by programming environments, I case we would try 

to describe the model’s behavior immediately in some 

programming language or package. 

 

We used to describe situations in this way interactively with 

the students, but noticed they had difficulties to reproduce it 

for other situations. The majority managed to define the 

elements correctly, but not all students were capable of 

reproducing this way of thinking on behavior in other 

situations. Many students stranded in an attempt to re-invent 

the basic provisions already available in the simulation 

toolbox. We apparently have to prevent that students consider 

the technical needs of a simulation environment as 

“modeling”; Instead they should focus on the synchronization 

needs of a modeling situation with the tools available.   

 

We decided to adopt the agent based approach of 

programming and to replace each element with its 

corresponding agent, a straightforward conversion. An agent is 

the natural owner of a process and differs in nothing with a 

general simulation element. 

 

 

4 Synchronization 
 

Synchronization can be achieved in many different ways. First 

of all one could use a general type of semaphore that turns 

green or red to show “continue” or “stop”. The disadvantage 

of this general approach is the loss of readability / 

understandability of the model.  

We prefer to use the already available facilities of any 

simulation platform: attributes of elements and/or queues. 

If the model contains an element “Fence” with a Boolean 

attribute Closed, one could easily make another element 

waiting for the Fence until it is open, by specifying ”Wait 

while Fence.Closed = True” in its process description. It 

makes the use of semaphores very clear and natural in the 

descriptions. Even more powerful is the use of queues for 

synchronization. Many situations can be covered by one single 

queue status; it can be empty, it can be full, it can contain or 

just not contain one specific element. Depending on this status 

it is easy to stop or continue a process when one (or more) of 

these conditions is met. 

 

We used to explain synchronization in this way, it seems 

trivial however when someone else is telling you how to 

implement it. Real difficulties arise when students have to 

construct it themselves. 

  

In order to get the synchronization points clear, each student is 

assigned an agent of the model and together they should 

proceed in time as a system, a team of cooperating agents.  

 

Each active time-consuming statement is assumed to take 5 

seconds. In our example it concerns the statements Drive, and 

Put/Lift Container. Passive time-consuming statements should 

be solved with synchronization; it concerns the Wait 

statements in this case of which the time duration is unknown 

beforehand and depends on actions of other agents. 

 

At the start of the role-play, each student is asked what his/her 

first action will be. The first question for each student should 

be: “Where am I?” Immediately followed by “ What is my 

state?”. Most of the students start mentioning actions, but 

forget these questions. They already assume implicitly that 

everybody knows where they are and in what state. This 

should be made explicit however, because it determines the 

starting point of the processes of other agents. It is also very 

important to decide on the starting state, because the behavior 

of most agents is repetitive and it should be easy to start the 

process in any way from this state. We assume an AGV is 

empty and starts waiting at the Quay crane by entering the 

QcQ.  

 

When it is inside the QcQ, an AGV can only proceed after it 

has received a container from the quay crane. The Quay crane 

is the only one who determines this moment, so the only thing 

an AGV has to do is waiting; it doesn’t have to stay looking 

(actively) until a container has been placed, it will get a signal 

from the Quay crane. The AGV agent waits until the Quay 

Quay crane Repeat 

… 
Wait While QcQ is empty 

Remove first AGV from QcQ 

Put Container on AGV 

Resume AGV 

… 
AGV Repeat 

Enter QcQ 

Wait 
Drive to ASC 

Enter ASCQ 

Wait 
Drive to Quay crane 

ASC Repeat 

… 
Wait While ASCQ is empty 

Remove first AGV from ASCQ 

Lift Container from AGV 

Resume AGV 

… 
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crane agent tells it may continue. This is different from 

actively waiting like the Quay crane agent does. This agent 

waits until an AGV arrives in the QcQ, and after any “event” 

the agent should check this condition. It is very illustrative for  

the student to be asked by the lecturer every time to check this 

condition. 

 

Now other students should start their process. The Quay crane 

will wait for a ship; after arrival it will start unloading 

container by container. When it has unloaded one container it 

will wait until an AGV arrives. If it is already there then it will 

put the container on the AGV, remove the AGV from AGVQ 

and wake up the waiting AGV by “Resume”. The AGV-agent 

can proceed now. The lecturer may interrupt the agents of 

resources now and explain that Quay crane and AGV were 

synchronized by using a queue QcQ. Many times it happens 

that the agent Quay crane already proceeds without signaling 

the AGV etc. 

 

 

5  Sequencing the processes of agents 
 

Now both Quay crane and AGV proceed with their actions 

simultaneously (Quay crane unloading another container, 

AGV driving to ASC). The lecturer is keeping track of the 

time, and gives turn to the student that has a first activity. To 

make the picture complete one could pay attention to the fact 

that the teacher actually performs the role of “sequence 

mechanism”. 

The sequencing mechanism takes care of all state transitions 

and progress of time. During time an agent can be in one of 

three states: 

1.  Suspended or sleeping state. No moment in time has 

been defined for the agent to take action. It actually 

“sleeps” or plays the role of data element. 

2.  Scheduled state. A moment in time or a condition has 

been defined on which the agent should start or 

resume its actions. 

 

 

Fig. 3 Agent-states and transitions 

 

3.  Active state. The agent is actively executing actions 

(statements) until it tells the clock to proceed. The 

agent itself becomes scheduled or suspended then. 

   

The question mark in the figure above shows that there is a 

mystery guest that changes states from “Scheduled” to  

“Active”. This mystery guest is the core of the simulation 

toolbox that operates according the real process oriented 

approach. 

 

The lecturer should explain which of the transitions is being 

used at any moment when another agent becomes active. 

He/she could also illustrate what happens if two agents 

become Active at exactly the same moment. It will then be 

immediately clear that there is no real simultaneity, because 

only one processor is available for executing the statements of 

the active agent; only one agent can be active at any time. 

Both ways of synchronization, attributes (e.g. fence closed) 

and queues (e.g. QcQ is empty) are sensitive for the order of 

activation by the simulation toolbox.  

 

 

6 Conclusions and recommendations 
 

In most cases simulation of logistic systems is explained from 

the viewpoint of an observer who has to construct the model. 

He is supposed to have the necessary knowledge of the system 

and describes the system in terms of events, activities and/or 

processes.  

The real process-interaction approach is a method that can 

represent the real system and its dynamics in a very natural 

way. To teach students to apply this method we used agent 

based role playing in which students are asked to identify 

themselves with or, in other words, to step into the shoes of 

the various elements in the system and to live their lives 

(process) as a function of time. In this approach difficult issues 

like element interactions and synchronisation appear in a clear 

natural way. This leads to more insight of the operation of the 

real system and a more deeply understanding of the simulation 

model. 

 

We recently started to use this approach in practice. A first 

course has been completed with this type of role-playing and 

the results seem to be promising. The students seem to 

understand the synchronization of simulation modeling better 

and used queues and attributes of agents in a natural way when 

developing their own models. Roleplaying works very 

explanatory. 

 

Now we will apply this method also in our research projects 

with industrial partners in order to construct and verify 

simulation models of design situations, and clearly focus and 

decide on problematic synchronization cases.   

 

Fig. 3 Agent-states and transitions 

Fig. 3 Agent-states and transitions 

Suspended 

Active 

Scheduled 

Proceed(T) 
Proceed(Cond) 

Proceed 

Finish 

Start(T) / Resume(T) 

Create Destroy 

? 
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Abstract - In order to analyze the interaction of fluids in a 
Peirce-Smith copper converter, the multiphase flow (air-slag-
matte) is numerically explored in this work. The interaction of 
the matte, slag and air is studied by means of Computational 
Fluid Dynamics simulations. Jet velocities ranging from 1 to 
100 m/s, which involve the bubbling and open jet regimes, 
were considered in the 2-D transient numerical simulations. A 
non-linear influence of the jet velocity on the matte velocity, is 
observed. Increasing jet velocity yields higher matte average 
velocity, however, beyond certain jet velocity further 
increments in this variable causes low matte velocity. 

Keywords: Computational fluid dynamics, copper converter, 
multiphase flow, numerical simulation, Peirce-Smith 
converter. 

 

1 Introduction 
  Nowadays, around 90% of the blister copper is produced by 
means of Peirce-Smith converter (PSC) using air to oxidize 
sulfur and reduce copper. Silica flux is added through the 
converter mouth to form a slag which collects matte impurities 
[1]. This device consists in a long horizontal cylindrical 
reactor where air is injected into a molten copper matte 
through submerged tuyeres [2]. 
 Fluid flow in PSC is intentionally turbulent given that a high 
momentum transfer is required to obtain high chemical 
reaction rates and heat transfer. Many works have been 
reported regarding fluid flow in PSC. Some early works [3-4] 
report physical experiments to elucidate the bubbling to jetting 
flow regimes, and the effects of high pressure injection in 
copper converters. In [2] the influence of bath depth and 
tuyere submergence depth on the formation of standing waves 
in PSC is studied by means of water modeling. In the last 
decades, numerical simulations have been carried out to study 
the fluid mechanics in PSC. For example, in [5] the isothermal 
flow field in a PSC is obtained, and the numerical results are 
corroborated with ¼ scale water model. These authors report 
that large air bubbles increase the turbulence in the copper 
matte. 
 Recently, the fluid dynamics in a copper converter by means 
of physical and Computational Fluid Dynamics (CFD) 
modeling is studied [6-7]. In these works the bubbling and 
jetting flow regimes is analyzed by means of a dimensionless 
Froude number. The authors report the natural oscillation 

frequency of the bath surface as a function of the bath and 
tuyere submergence depths. 
 In this work the multiphase flow (air-slag-matte) in a PSC is 
numerically studied varying the injection velocity from 1 to 
100 m/s, considering constant the matte and slag initial depths. 
CFD software is employed to solve the transient 2D Navier-
Stokes equations, the mass conservation equation, the K-� 
turbulence model. 
 

2 Mathematical Model 
 In a PSC, the isothermal momentum and mass conservation 
for the involved fluids (air, molten slag and molten matte) is 
represented through of the Navier-Stokes and the mass 
balance (continuity) equations [8]. The classical K-� 
turbulence model is employed to simulate the turbulence [9]. 
Besides, a model is needed represent the multiphase flow in 
the PSC. The Volume of Fluid (VOF) [10] is employed for 
this, and its derivation comes from the assumption that two or 
more phases are not interpenetrating. In the VOF model is 
assumed that in each control volume the volume fractions of 
all phases sum to unity. The interface between the phases is 
obtained by solving the continuity equation for each phase. 
Finally, the Pressure Implicit with Split Operator (PISO) 
algorithm is employed in the computer simulations for the 
pressure-velocity coupling [11]. 
 
 

3 Numerical Solution 
 The conservation equations, together with the turbulence 
and VOF models, are solved employing the Computational 
Fluid Dynamics technique [11-12]. These equations are 
discretized using the 2D computational mesh shown in Fig. 1.  
The mesh contains 12 026 trilateral cells. 

 
Fig. 1. The Peirce-Smith converter and the computational 

mesh employed. 
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 The diameter of the considered PSC is 4 m, the nozzle 
diameter for air injection is 0.05 m, and the diameter of the 
converter mouth for off-gas exit is 0.5 m. The properties of the 
involved fluids are shown in Table 1. The considered inlet 
velocities of air are 1, 5, 10, 25, 50 and 100 m/s, in order to 
cover from the bubbling to the jetting regime [13].  
 To assure numerical stability, time steps employed for the 
integration of the balance equations are as follows: 0.001 s for 
air velocities of 1 and 5 m/s, and 0.0001 s for air velocities of 
10, 25, 50 and 100 m/s. Besides, given that the process 
dynamics depends on the air injection velocity, the integration 
times were as follows: 10 s for velocities of 1, 5 and 10 m/s; 5 
s for a velocity of 25 m/s, and 2 s for air injection velocities of 
50 and 100 m/s. 
 
Table 1. Physical properties of the converter fluids [1, 11]. 

Property Air Slag Matte 
Density, 
kg/m3 

1.225 2500 5200 

Viscosity, 
kg/(m.s) 

1.7894x10-5 0.1 0.004 

 
 
4 Results and Comments 
 In Fig. 2 are shown the molten matte distribution inside the 
PSC as function of the air injection velocities. The magnitude 
of matte agitation increases as the air injection velocity is 
increased. Fig. 2a show that for an air injection velocity of 1 
m/s, an almost quiet flow in the matte is obtained, and the air 
goes upwards parallel to the lower left cylindrical wall of the 
converter. This situation is undesirable given that the matte 
agitation, and hence the heat transport and the chemical 
refining reactions are extremely low. As the air injection 
velocity is increased, the free surface of the matte becomes 
broken and the phenomenon of drop formation arises. In Fig. 
2f, corresponding to an air injection velocity of 100 m/s, the 
matte flow is fully turbulent and the formed drops ascend 
beyond the geometrical center of the converter. If the injection 
velocity surpasses 100 m/s, the risk of spitting appears. 
 

 
 

Fig. 2. Matte distribution inside of the copper converter as 
function of the considered air injection velocities. (a) 1, (b) 5, 

(c) 10, (d) 25, (e) 50 and (f) 100 m/s. 
 
 Fig. 3 depicts the slag distribution corresponding to the 
computer simulations of Fig. 2. For a low velocity of air 
injection of 1 m/s, Fig. 3a, the slag appears as an almost 
homogeneous layer floating quietly above the molten matte. 
Poor contact between the slag and the matte is appreciated, 
and given that the slag collects the matte chemical impurities, 
this is an undesirable state. As the air injection velocities are 
increased, the stirring and drop formation of slag is more 
evident, and from operational point of view, this conditions is 
favorable since the chemical reactions and heat transfer are 
enhanced. 
 

 
 

Fig. 3. Slag distribution inside of the copper converter as 
function of the air injection velocities. (a) 1, (b) 5, (c) 10, (d) 

25, (e) 50 and (f) 100 m/s. 
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 In [13, 14] it is reported that the bubbling to jetting 
transition is well measured by the Kutateladze dimensionless 
number (Ku). This number includes the basic forces that 
determine the above transition: air inertial forces, bubble 
buoyancy forces, molten matte gravity forces, and tension 
forces. The Kutateladze number is defined as [14] 
 

( )( ) 25.0
gl

g

g

U
Ku

ρρσ

ρ

−
=  

 
where U is the orifice gas velocity, �g is the gas density, �l is 
the liquid density, � is the liquid surface tension (1.2 N/m), 
and g is the gravity force. Table 2 shows the Kutateladze 
number corresponding to the considered air injection 
velocities. In accordance to [13], for a similar PSC, the 
transition from bubbling to jetting regime occurs for air 
injection velocities from 50 m/s, i.e. Ku � 3.4832. 

 
Table 2. Kutateladze numbers for the considered air 
injection velocities. 

Air injection velocity, m/s Kutateladze number 
1 0.0704 
5 0. 3483 

10 0.7037 
50 3.4832 

100 6.9664 
 
 

5 Conclusions 
 The multiphase flow and the air-slag-matte interaction 

was studied in a Peirce-Smith copper converter Computational 
Fluid Dynamics simulations. Based on the numerical results, it 
can be concluded that an air injection velocity of 1 m/s  causes 
non-significant stirring of the copper matte. If the jet injection 
velocity is raised, significant stirring of the matte and slag 
observed. The Kutateladze dimensionless number are 
calculated for the considered air injection velocities, 
suggesting that above 50 m/s the bubbling regime mutates to 
jetting regime. 
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Abstract – A power management system (PMS) has been an 
important part in a ship integrated control system. To evaluate 
a PMS for a liquefied natural gas carrier (LNGC), this study 
proposes a real-time hardware-in-the-loop simulation (HILS), 
which is composed of major component models such as 
turbine generator, diesel generator, governor, circuit breaker, 
and 3-phase loads on MATLAB/Simulink. In addition, a 
human machine interface (HMI) based on cloud system, real-
control console, and main switchboard (MSBD) are 
constructed in order to develop an efficient control and a 
similar real environment in an LNGC PMS. More specifically, 
a comparative study on the performance evaluation of PMS 
functions is conducted using three test cases for sharing 
electric power to consumers in an LNGC. The result shows 
that the proposed system has a high verification capability for 
the operating function and failure handling evaluation as a 
PMS HILS. 

Keywords: Cloud System, HIL (Hardware-in-the-loop), SIL 
(Software-in-the-loop), PMS (Power Management System), 
LNGC (Liquefied Natural Gas Carrier) 

 

1 Introduction 
With the increasing risk in building liquefied natural gas 

(LNG) vessels, pre-simulation with various scenarios is 
needed for system integration as well as safe operation. In 
particular, a power management system (PMS) in a liquefied 
natural gas carrier (LNGC) is an important part, which 
operates in tight integration with power control systems to 
achieve the desired performance and safety. A PMS can 
control system frequency and voltage as well as the generated 
real and reactive power [1]. In addition, it usually has a 
function to prevent breakdown of power generation and power 
consumption. Failure in the PMS will affect safety and lead to 
downtime, and may even cause accidents. For these reasons, 
electrical power management systems have been studied [2
3].  

To evaluate the performance of a PMS, there are existing 
methods such as direct on-site verification and software-based 
simulation. Among these methods, the direct verification 
technique evaluates the function of a PMS directly by using 
analog/digital simulator on real condition. However, it has 
high physical cost and is risky. On the other hand, results of 
software-based simulations strongly rely on the model 
accuracy of power system components, and pure hardware 
testing lacks flexibility on establishing a complex power 
system [4].  

To solve these problems, hardware-in-the-loop (HIL) 
simulation is released to enhance the quality of hardware 
testing. This system reduces the cost of verifying problems 
such as system malfunction, incorrect calculated configuration 
parameters, and system errors according to rules and 
regulations. HIL simulation can provide performance testing, 
verification, evaluation, development, and diagnosis of 
electronic equipment solutions [5]. However, domestic 
shipbuilding companies, which initiate PMS requests to 
international PMS evaluation agency, pay a high cost because 
the said companies and the institute of marine equipment 
research cannot verify it by themselves [6]. 

To address this problem, this study develops a localized real-
time HIL system for marine equipment to evaluate the PMS 
controller in an LNGC. For operating the HILS, the major 
components of the LNGC are modeled using 
MATLAB/Simulink. The power supply model consists of two 
turbine generators, a diesel generator, and governor. The 
power consumer model is composed of side thrusters, cargo 
pumps, ballast water pumps, and lumped loads, which are 
mostly consumed in an LNGC.  

These models are operated in NI PXI by using LabVIEW 
programming to simplify the complexity of HILS. Unlike 
existing simulators, the proposed methodology can also utilize 
a control console (CC) and a main switchboard (MSBD) 
onboard to model a real-ship environment. A method for 
communicating CC and MSBD is then developed based on the 
OPC server/client technology through Ethernet 
communication. To achieve a convenient monitoring system, 
cloud-based monitoring is implemented on HILS. Furthermore, 
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this system uses load sharing test cases for evaluating PMS 
functions with the proposed HIL test bed. 

The rest of the paper is organized as follows. Section 2 
includes the necessary background information about PMS 
roles in an LNGC and the standard SIL/HIL system. Section 3 
introduces our proposed configuration of PMS HIL 
framework. Section 4 presents the experimental results, and 
the conclusions are provided in Section 5.   

 
2 Background Information 

2.1 Power Management System in LNGC 
The term “power management system” was used before to 

describe procedures for the automatic starting and stopping of 
electrical generators to meet actual load requirements. 
However, it is now applied to a very wide range of control 
systems, even including what really are “energy management 
systems” [7]. 

A PMS in an LNGC is a programmable logic controller for 
high voltage (HV) and low voltage (LV) switchboards, 
generators, and prime mover control. The system operates the 
normal functions necessary to manage the diesel and turbine 
generators in order to balance power generation and power 
consumption. The PMS is interfaced with HV main 
switchboards, HV main cargo switchboards, and LV 
switchboards through hardwire (digital inputs or outputs and 
analog inputs) or Ethernet cable. 

 
2.2 HIL (Hardware-in-the-loop) 

 Hardware-in-the-loop (HIL) simulation is a technique that is 
used for developing and testing complex real-time embedded 
systems. HIL simulation provides an effective platform by 
adding the complexity of the plant under control to the test 
platform. The complexity of the plant under control is 
included in the test and development by adding a 
mathematical representation of all related dynamic systems [8]. 
In particular, HIL simulation has high expandability to apply 
to embedded systems in vehicles, aircrafts, vessels, and 
on/offshore plants. 

 
Figure 1. HILS Structure for Ship Management System 

In shipbuilding and on/offshore plant fields, HILS is used for 
drilling operation control, power generation/distribution, and 
dynamic positioning. Marine Cybernetics provides services 
about SILS/HILS solutions in marine engineering since 2002. 
This service can reduce the enormous cost under a number of 
incidents caused by partial and complete blackout.  

Figure 1 shows the HIL simulation structure for ship 
management system. HILS consists of human machine 
interface (HMI), process control network, data acquisition & 
control, plant equipment simulation, and simulation control 
part. Generally, HIL simulation that applies various fields has 
to develop equipment simulation and simulation control.  

 
3 Configuration of PMS HIL Testing Bed 

3.1 Simulation Model 
The proposed power simulation model consists of a power 

supply and power consumer to operate two turbine generators, 
diesel generators, bow thrusters, cargo pumps, ballast pumps, 
and lumped loads in the LNGC. The specifications of the 
diesel and turbine generators are described in Table 1. In 
addition, the specific information of the power consumer is 
listed in Table 2.  

Table 1. Specification of Diesel and Turbine Generator 

 Diesel and Turbine Generator 
Max Power 3.45 MW 
Voltage 6,600 V 
Frequency 60 Hz 

Table 2. Specification of Power Consumer 

 Max Power 
(kW) 

Voltage 
(V) 

Frequency 
(Hz) 

Bow Thruster 1,800 6,600 60 
Cargo Pump 530 6,600 60 
Ballast Pump 330 6,600 60 
Lumped Load 1,000 440 60 
 

Figure 2 presents the overall circuit of the power plant 
simulation models by using MATLAB/Simulink. These 
models are implemented by SimPowerSys libraries, which 
provide power model library for easy modeling.  

 
Figure 2. Overall Circuit of Power Supply and Power 
Consumer on MATLAB/Simulink 
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3.2 PMS HIL Interface 
In this study, a control console (CC) and main switchboard 

(MSBD) are utilized in order to make a similar environment in 
the LNGC. The control console is installed in the main engine 
control unit of the ship, alarm monitoring device, and other 
control equipment, checking for her defects and malfunctions. 
For easy monitoring and simulation, the layout of the panel 
surface is sectioned into four separate groups such as power 
supply, power consumer, marine environment, and server parts. 
In this study, the marine environment part is not mentioned. 

 

Table 3. Hardwire Converting Table 

 Simulation 
Model (PXI) MSBD 

Voltage 0~8,000 V 4~20 mA 
Frequency 55~65 Hz 4~20 mA 
Power 0~4,500 kW 4~20 mA 
Current 0~380 A 4~20 mA 

 
Main switchboards are not only recognized as useful means 

of power source protection but also highlighted as central 
means for controlling power. The existing MSBD is 
commonly used for protection and switching of transformers, 
motors, generators, capacitors, buses, distribution feeder lines, 
and in general, for protection of any high and low voltage 
power circuit. For application in the power plant model and 
interfacing with PXI and CC, the MSBD is manufactured on 
operating current values (4–20 mA). The analog condition 
values of the simulation model are converted to fixed current 
values through hardwire in Table 3.  

Under this process, the proposed system scales the output 
currents in PXI, which can simulate real-analog signals in the 
LNGC. In addition, this study deploys the PMS HIL simulator 
for similar LNGC environments in Figure 3. Analog signals 
are connected by hardwire while the server PC, National 
Instrument PXI, and Allen Bradley programmable logic 
controller (PLC) communicate through digital signals by OPC 
client/server technique on LabVIEW. OPC server provides 
minimum scan time of 50 μs, which satisfies the PMS 
communication time of 100 μs. 
 

3.3 Human Machine Interface (HMI) 
The implemented HMI of the PMS HIL simulator consists of 

two monitoring sections (condition monitoring and analysis 
monitoring) based on HTML5. This system mainly uses the 
HTML5 technology with web chart application, in which ASP 
and Javascript are used to build the web chart pages, and 
AJAX is utilized to reduce a page reloading time. 
 

 
Figure 4. Condition Monitoring of PMS HIL Simulator 

Figure 3. Overall Configuration of  
PMS HILS Test Bed 
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The first section is condition monitoring, which includes 
output values (circuit breaker condition, power, current, and 
voltage by power supply and consumer) shown in Figure 4. 
The HMI is connected to the programmable power equipment 
models in PXI with two types of signal: double type signal and 
Boolean signal. Double type signals are output values of the 
power supply and power consumer, and circuit breaker 
condition values are presented as Boolean type signals. 
Communication is achieved using Modbus TCP under a speed 
of 100 μs.  
 

 
Figure 5. Analytical Monitoring of PMS HIL Simulator 

 
The other section is analytical monitoring, which can analyze 

circuit condition values using the speed control function 
according to test cases. In Figure 5, this web page can evaluate 
a specific condition at current or previous time, unlike in real-
time environment where a user cannot identify the time passed 
windows. In addition, if we need a detailed analysis when an 
unexpected occurrence and sudden situation are generated, it 
easily finds the specific condition and situation. 
  
4 Experimental Results 

To evaluate the PMS, an actual test is carried out under the 
PMS HIL simulation environment. The proposed HIL 
simulator is verified with the functional specification of the 
PMS. The performance verification between the power 
generator control and the PMS is to be confirmed through load 
sharing test, governor test, and parallel running test. Among 
these test cases, load sharing is the fundamental and most 
critical part for evaluating the entire functionality of the PMS. 
Therefore, this study performs a load sharing test as the main 
function of the PMS. Load sharing is classified into symmetric, 
asymmetric, and fixed load sharing.  
 

4.1 Symmetric Load Sharing 
In symmetric load sharing mode, the loads of generators 

running in parallel have to be equal within a small dead band 
(±3%) of rated power. As shown in Table 4, the experimental 
results present a similar condition, which generates total 
power (5775 kW).  

Table 4. Result of Symmetric Load Sharing 

Item Conditions Result 

Symmetric 
load 
sharing 

- Power Consumer: 
 5,775 kW 
- TG1: 1,925 kW 
- TG2: 1,925 kW 
- DG: 1,925 kW 
- Dead band: 
 ±3% of rated power 

- Power Consumer:  
5,775 kW 
- TG1: 1,931 kW 
- TG2: 1,931 kW 
- DG: 1,913 kW 
 

Satisfied 
 

4.2 Asymmetric load sharing 
Asymmetric load sharing mode evaluates the operating 

functions of three generators; the selected generator (master) 
is loaded to 80% while the other generators (slave) will share 
the load. In this study, test conditions are selected as follows: 
Three generators are operated as TG1 (master), TG2 (off), DG 
(slave), and the total load is 4729 kW, including a side 
thruster (1,800 kW), three cargo pumps (each 530 kW), a 
ballast pump (330 kW), and a ship lumped load (1,000 kW).  

If TG1 is changed in order to supply the remaining power to 
consumers in asymmetric load sharing mode, DG will be also 
changed automatically to master. If a non-slave generator 
takes heavy load (90%) or light load (20%), a master 
generator will increase/decrease its power respectively, to 
prevent overload or reverse power on the non-selected 
generator. Figure 6 demonstrates the same results that Table 5 
provides in the PMS under asymmetric load sharing test 
condition. 
 

Table 5. Result of Asymmetric Load Sharing (TG1 or TG2) 

Item Conditions Result 

Asymmetric 
load sharing 

- Power Consumer:  
4,720 kW  
- TG1:2,760 kW (80%) 
- TG2: OFF 
- DG: 1,960 kW 
- Dead band:  
±3% of rated power 

- Power Consumer:  
4,746 kW 
- TG1: 2,754 kW 
- TG2: OFF 
- DG: 1,992 kW 
 

Satisfied 
 

 
Figure 6. Result of Asymmetric Load Sharing in PMS 
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4.3 Fixed load sharing 
To maintain the load sharing function of the selected 

generator, it is possible to choose a generator in steady load. 
This mode cannot be selected when the generator is in standby 
mode or when it is only one generator online. If a non-selected 
generator takes heavy load (90%) or light load (20%), a 
selected generator will increase/decrease its power 
respectively to protect the dangerous situation when the non-
selected generator is faced with overload or reverse power 
condition. 

The test condition is similar to asymmetric load sharing when 
the percentage of TG1’s total power is set to 70%. Figure 7 
demonstrates the same results that Table 6 provides in the 
PMS under fixed load sharing test condition. 
  

Table 6. Result of Fixed Load Sharing (TG1 or TG2) 

Item Conditions Result 

Fixed load 
sharing 

- Power Consumer: 
 4,720 kW 
- TG1: 2,415 kW (70%) 
- TG2: OFF 
- DG: 2,304 kW 
- Dead band : ±3% 

- Power Consumer: 
4,735 kW  
- TG1: 2,426 kW 
- TG2: OFF 
- DG: 2,309 kW 

Satisfied 
 

 
Figure 7. Result of Fixed Load Sharing in PMS 

 
5 Conclusions 

HIL is an important solution to evaluate a PMS for an LNGC, 
and it is one of the most well-known evaluation techniques 
that is used in various fields. However, domestic shipbuilding 
companies and the institute of marine equipment research 
cannot evaluate PMS HIL by themselves. To address this issue, 
this study proposed a PMS HIL simulator, which is configured 
with power supply/consumer models, CC, MSBD, and HMI. 
The proposed HIL simulation platform used real-equipment 
data in marine industry in order to make a similar LNGC 
environment.  

In addition, this study utilized load sharing test cases of a 
PMS. Comparative testing results indicate that the proposed 
system shows a great potential for symmetric, asymmetric, and 

fixed load sharing. To make it more useful, various PMS test 
cases will be evaluated under the proposed PMS HIL 
simulator. In addition, further system developments will still 
be required for ship automation from PMS control as well as 
energy management system in future works. 
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Abstract – Globally, the population aging is causing 
increasing healthcare expenditure. It has been commonly 
recognized, that preventive actions that activate aging people 
to exercise more is the key to reduce the demand for health 
care. Our objective was to explore the possibilities of 
exergaming simulator as means of elderly activation and 
promoting physical activity. This paper presents the pilot 
study carried out in Funaoka, Japan, to explore the 
possibilities and usability of the exergaming simulator in 
activating Japanese elderly people in their physical and 
cognitive capabilities. 

Keywords: Exergaming, interactive, aging population, senior 
activation, simulator 
 

1� Introduction 
 Nearly all countries in the world are facing the 
phenomenon of population aging. According to the United 
Nations, the number of older persons (aged 60 years or over) 
is expected to more than double globally, from 841 million 
people in 2013 to more than 2 billion in 2050 [1]. The aging 
of the population is associated with higher health expenditure 
as elderly people are more likely to demand more health care 
than do younger adults. Japan, which is the most aged country 
in the world, spends about $3,120 per capita on health [1]. It 
has been commonly recognized, that preventive actions that 
activate aging people to exercise more is the key to reduce the 
demand for health care. This has motivated companies and 
research organizations to develop new products and services 
that activate physical and cognitive skills, and aim having a 
positive effect on the health and wellbeing of people. 

 New technologies and applications for health and 
wellbeing are introduced to markets in an increasing speed. 
Among others, exergaming is rapidly growing market sector. 
According to Oh and Yang, the most common definition of 
exergames is “video games that require physical activity in 
order to play” [2]. In this article, we define exergaming as 
playing a video game solution which inspires and motivates 
people to exercising by taking advantage of different 
technologies.  

 With the increasing fight against obesity, inactivity and 
increasing healthcare expenditure, as well as the trend of 

seeking for healthy lifestyle, the exergaming market is likely 
to expand quickly and create new markets. The market 
volume of serious gaming, in which exergaming plays a 
notable role, is estimated to be $4,8 billion up to $12 billion, 
and the markets are expected to have annual growth of 15% 
up to year 2017 [3]. Augmented and virtual reality, and the 
interaction enabled by these technologies, may well be the 
next revolutionary feature in fitness and wellness products and 
services. Since 2013, partly as a response to the prospects of 
future demands, we have been developing an interactive 
multipurpose simulator for exergaming. 

 The aim of the development was to provide motivating 
and inspiring content for people who exercise with cardio 
devices. Video films have been integrated with e.g., exercise 
bikes and treadmills, which are likely to make training more 
appealing than cardio training without the video scenes. 
However, most of the available solutions lack one widely 
appreciated feature, interaction. In addition, most of the 
available solutions are linked to a certain device. Our 
objective was to create a multipurpose solution that could be 
easily integrated with versatile cardio and rehabilitation 
equipment as well as be suitable for different target groups. 

 In this paper we will first discuss the existing research 
on exergaming. Next we will present the software and 
hardware of our exergaming solution. We have created 
different content and exercises for different target groups and 
integrated the software with various equipment such as 
treadmill, exercise bike, cross cycle, and restorator bike. With 
different screen solutions, varying from virtual reality goggles 
or one small screen to three wall projection cave, sounds of 
nature, and motion control with Kinect controller, we have 
been able to provide immersive and interactive exercising, 
rehabilitation or physical activation experiences to people of 
all ages. We have been exploring the utilization and usability 
of the exergaming simulator for different uses, such as gym 
training, senior activation, stroke rehabilitation, exercise 
testing and exergaming for children. We will briefly present 
the pilot cases that we carried out within the development 
process to explore the suitability of our solution for different 
target groups, and present more thoroughly the pilot case in 
which we explored the possibilities of our exergaming 
simulator for senior activation. 
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2   Research on exergaming 
 Several research groups, individual researchers and 
laboratories have concentrated on the scientific study, 
development, and/or testing of exergaming products in order 
to examine possible benefits of the use of the exergame 
devices. Yet, the experimental research on exergaming is 
rather limited. The research has concentrated, for example, on 
possible physical and psychological benefits of exergames for 
different ages (e.g., children, seniors) [4][5][6] and for 
different target groups (e.g., inactive children, rehabilitation 
groups) [7]. Also the use of virtual environments in exercising 
has been studied [8]. The results indicate generally that 
exergames have positive psychological and physical impact to 
the studied groups. The studies have shown, for example, an 
increase in the exercise motivation [9], physical activity [7] 
and energy expenditure while playing exergames [6][10] as 
well as improvement of the balance [5], mood and attention 
after playing [11]. However, also some studies exist with no 
clear evidence of the benefits [12], but no harmful effects 
have been reported. 

3 Description of the interactive 
multipurpose exergaming simulator 
 Our exergaming simulator is based on Unity game 
engine. The software includes various virtual environments 
with a free run option in which the user can explore the area 
freely, or use several routes of different lengths and difficulty 
levels. The first available virtual environments included 
Finnish forest and city environments, a tropical island and 
mountain scenery, but recently several new virtual 
environments have been added to the software. The software 
also includes variety of exercising modes, such as jogging, 
biking, orienteering and adventure. Gaming plays a major role 
in all exercising modes. For example, it is possible to 
challenge a friend in an adventure game or in future, 
participate in competitions in which several people are 
participating via Internet. Also in fitness testing the users may 
challenge themselves or their friends by competing against 
avatar characters based on their previous exercise results. The 
different exercising and rehabilitation devices are integrated 
with the software with a small in-house developed device 
called Athene Communication Device (ACD). The ACD 
enables the connection between the cardio device and 
exergaming software in a way that the speed in the virtual 
environment corresponds with the speed of the cardio device. 
With Kinect motion controller, the users use gestures to 
control the direction in which the virtual environment moves 
(Figure 1).  

 
Figure 1. The exergaming simulator�

4 Pilot cases 
 The exergaming simulator has been piloted for various 
target groups and purposes during its development in 2013-
2014. First, the exergaming simulator was piloted in July 
2013 as an orienteering simulator during the World 
Orienteering Championships in Vuokatti, Finland. The second 
pilot case was carried out in Health Club Hukka, Oulu, 
Finland for gym users, following by a pilot case in which the 
exergaming simulator was explored for exercise test use in 
Vuokatti Olympic Training Centre in Finland. The fourth pilot 
case was targeted to kids and youngsters while the 
exergaming simulator was tested in Angry Birds Vuokatti 
activity park in Finland. These pilot cases are presented in our 
previous article [13]. Finally, the exergaming simulator was 
piloted for stroke patient rehabilitation and senior activation 
purposes. In this paper, we concentrate on the pilot case in 
which we explored the possibilities and usability of the 
exergaming simulator for senior activation in Japan. The pilot 
study was made in collaboration with University of Sendai. 

5 Methods 
 The aim of this pilot study was to explore the 
possibilities and usability of the exergaming simulator in 
activating Japanese elderly people in their physical 
capabilities. The experiment was carried out at Sendai 
University in Funaoka, Japan in September 2014. Subjects’ 
task was to explore the virtual city and play Collecting 
Bananas game. Some of the subjects also carried out an extra 
task, which included wandering in a virtual Finnish forest 
environment. The exergaming set up included OxyCycle 3 
restorator bike for arms and legs, the legs-option was used in 
this study (Figure 2); PC and the exergaming software; 
Athene Communication Device (ACD) card to integrate the 
restorator bike with the exergaming software; video projector 
and screen; and Microsoft Kinect motion controller. 
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Figure 2. OxyCycle 3 rehabilitation device 

 Twelve (12) Japanese elderly people participated in the 
study (8 females and 4 males). The average age of subjects 
was 75.4 years, the youngest being 64 years and the oldest 87 
years. The subjects were divided into two groups. Group 1 
consisted of subjects (n=5) who either lived or visited 
regularly in the elderly people day care center and were 
provided with relatively good facilities and possibilities for 
daily exercising and rehabilitation. Group 2 (n=7) consisted of 
people who were living in a Tsunami shelter, in where they 
had rather limited space and limited possibilities to do 
exercising.  

 Three of the subjects had played computer games, 
mobile games (mobile phone or tablet) and/or games with 
game consoles (e.g. Nintendo, PlayStation) before (one 
reported “I have tried a couple of times”, one reported “I play 
several times per month” and one reported “I play every 
week”). Two of the subjects had experienced virtual 
environments before. Four of the subjects had tried a 
restorator bike before.  

 None of the subjects reported having any illnesses or 
other constraints that prevent his/her physical activity nor any 
illnesses or other constraints that prevent using the restorator 
bike in the testing. A health check was carried out before the 
test (incl. blood pressure and questionnaire). After the health 
check, the exergaming simulator equipment and tasks were 
introduced to subjects.  

 The first task (Task 1) was designed to get the subjects 
familiarized with the exergaming simulator. The task was to 
navigate in the virtual City of Kajaani, where the route 
selection was made in the crossroads. The choice of the route 
was tracked with Kinect motion controller which recognized 
the body gestures. The left turn was caused by raising left 
hand and right turn by raising right hand. If the subject did not 
raise either hand, the route continued straight forward. The 
task lasted no more than three (3) minutes.  

 The second task (Task 2) was to collect as many bananas 
as possible within 2.5 minutes (Figure 3). Different routes 
were made in the virtual city of Kajaani. In each route, there 

was a certain amount of bananas in the middle of the street to 
be collected by going through them. Each banana was worth 
of one point and only a limited number of routes could be 
chosen. Depending on the route choices and the speed, it was 
possible to collect more or less points. The game stopped 
automatically when the time limit was reached or if the 
subject reached the last point in the virtual map. Each subject 
had three trials, thus it was possible to memorize whether the 
route selections in the previous trials were good or not.  After 
each trial in this task, the number of collected bananas was 
shown on the result screen. The distance, max speed, time, 
collected points and average pace (minutes/kilometers) of the 
subjects were measured in each trial to see if there are some 
changes in these values between the trials. 

 

Figure 3. The task 2 included "Collecting Bananas game", in 
which the subjects were instructed to collect as many bananas 
as possible in 2.5 minutes. 

 After finishing the first two task, the subjects were 
interviewed about their experiment. The interviewer asked 
subjects’ subjective evaluations of the usability of the system 
and how fun did the subjects consider different features. The 
subjects were also asked for development ideas; what kind of 
features would they wish to see in this kind of exergaming 
simulator. 

  After the interview, the Group 1 (N=5) was offered the 
bonus task in order to get feedback of other kind of exercise. 
The bonus task included a Finnish forest route (Figure 4) in 
which the task was just to wander in the forest where the birds 
were singing. The route was so called restricted route, where 
it was not possible to choose the direction but the character 
followed the route automatically. This exercise lasted for 3 
minutes. 
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Figure 4. The Finnish forest scene (Virtual Vuokatti) 

6   Results 
 The aim of task 1 was to get the subjects familiar with 
the exergaming simulator. For some subjects there were some 
difficulties to change the direction in the crossroads, but in 
most of the cases the subjects did not encounter any 
difficulties performing the choice of direction. After 
performing task 1, all the subjects knew how to use the 
exergaming simulator and were ready to move to task 2. The 
task of exploring the virtual city was considered fun by the 
subjects. The grade for task 1 was 4.4 points (“Exploring the 
virtual city was fun”; on scale 1-5, where 1 = totally disagree, 
5 = totally agree; N=12). 

 In task 2 (Collecting Bananas game), remarkable change 
of speed between trials was noticed (Figure 4). All of the 
subjects raised their speed during the three trials. Also the 
number of collected points increased along new trials. The 
average of collected points of all subjects was 13.7 points in 
trial 1 and 16.3 points in trial 3. Thus, the average increase in 
collected points was 2.6 points (19% increase in collected 
points). The average distance of all subjects in trial 1 was 550 
meters and in trial 3 the average distance was 610 meters. 
Thus, the increase in distance was in average 60 meters (11% 
increase in the distance). This can be well seen in the decrease 
in pace between the trials. The Figure 5 shows the changes in 
the pace (seconds/kilometers) from trial 1 to trial 3. The 
smallest change was three seconds per kilometer decrease in 
pace whereas the biggest change was with one subject, who 
did the last trial with 2 minutes 24 seconds per kilometer 
faster pace than the first trial. The average change in the pace 
was 43 seconds/km. The decrease in pace could be related to 
subjects’ better understanding how to move and change the 
direction (learning effect); the increase in the encourage to use 
device, but also in the competitive instinct that aroused in 
some subjects.  

 The task 2, Collecting Bananas game, was considered 
fun by the subjects. The overall grade for Collecting Bananas 
game was 4.6 points (“It was fun to collect the bananas”; on 
scale 1-5, where 1 = totally disagree, 5 = totally agree; N=12). 

Figure 5. In Task 2, the decrease in the pace (s/km) varied 
between trials 1 and 3 from three seconds/km to 2 minutes 
and 24 seconds/km, and the average decrease in pace was 43 
seconds/km; N=12.      

 Finally, the overall grade for wandering in Finnish forest 
environment (Task 3) was 5.0 points (“It was nice to move in 
the virtual forest”; on scale 1-5, where 1 = totally disagree, 5 
= totally agree; N=5). None of the participants reported 
simulator sickness symptoms during or after experiments. 

7   Conclusions  
 The Japanese seniors who participated in this experiment 
were in general in relatively good physical shape. They found 
the exergaming simulator as a motivating and appealing 
means to do physically activating exercises. However, in 
order to make better conclusions of usability and benefits of 
the exergaming simulator for elderly people, more research is 
needed. It would be interesting to add biometric 
measurements in the study protocol, such as heart rate 
monitoring, recording of muscular activity and tracking the 
eye movements. These biometric measurements could give a 
deeper insight for instance to user experience as well as 
physical and mental workload. It would also be very 
interesting to explore the differences between e.g., Japanese 
and Finnish cultures in the use of exergaming for seniors. 

 Subjects commented that they would wish to see e.g., 
flowers in the virtual environments. Many of the subjects 
mentioned in the interview, that seeing moving objects (e.g., 
cars, walking people, birds, squirrels and other animals) in the 
virtual environment would be nice. Exercising with the 
exergaming simulator and virtual environments was generally 
considered fun and motivating, and most of the subjects stated 
they would like to use this kind of exercising environment 
also in the future. 
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ABSTRACT

Visualising the complex emergent spatial structure of large-scale

agent-based models is a challenge that is only partially ad-

dressed by 3D rendering. We explore the use of 3D printing

technology to construct physical artifacts from lattice-oriented

models such as the Kawasaki and Potts models in 3D. We de-

scribe the problems of support structure, resolution and over-

hangs in constructing physical 3D print models, and describe our

work using additive manufacturing technologies including both

both Filament Fabrication and Powder-Bed Fabrication. We ex-

perimented with cut away approaches to reveal the complex in-

ternal structure of the emergent model configurations and we

describe our techniques for generating 3D printable artifacts for

models of this nature. We found that powder bed technology

enabled quite crisp coloured model components, and present

some photographic examples of printed complex model system

configurations, showing results of quenching and annealing in

stochastic lattice simulations.

KEY WORDS
3d-print; additive manufacture; modelling; simulation; agent-

based model; simulations; lattice models.

1 Introduction
Simulating complex systems such as agent-based models can

yield great insights into emergent behaviour, and this is en-

hanced if whole model systems can be visualised to identify

spatial structures. Visualising models with graphical rendering

technology is a powerful and now well established approach,

with virtual reality technologies becoming commodity priced

and accessible to wider user groups.

However, being able to examine a physical artifact can also

provide significant and different insights into emergent spatial

structures and growth properties [35]. In this article we report

on experiments with a range of 3D printers and associated tech-

nologies to make physical 3D printed constructs from some sim-

ulation models such as Kawasaki diffusion model [24] on a lat-

tice and multi species Potts [31] model variants [15, 21] of it.

3D printing technology [19, 34] has developed considerably in

Figure 1: Kawasaki Model rendered in 3D right and photograph

of 3d-printed solid model using colour inkjet powder bed fabri-

cation (left).

recent years [3] and as well as the industrially-priced devices,

there are also a range of desktop and consumer priced 3D print-

ers available [8]. It is therefore now much more feasible for

researchers to aspire to making representations of their models.

We have used both low priced filament extrusion 3D printers as

well as more sophisticated devices such as a layered powder bed

printer [27]. We describe the relative advantages of both, partic-

ularly in the context of detailed spatial structures as can be seen

in models such as that shown in Figure 1.

The Kawasaki model is essentially a lattice gas model [30] and is

typically studied on a lattice of cells, where each cell is occupied

by a different species of atom in for example an alloy [5]. The

model is quenched from an initially random pattern and complex

striated spatial structures grow during the thermal annealing of

the model, following what is known as spinodal decomposition

[2, 4, 12, 25].

Although the Kawasaki model “agents” are very simple ones,

and their microscopic behaviour of diffusing around the system

is largely governed by thermodynamics, this class of model is a

good foundation for more sophisticated agent-based models. We

experimented with visualising multiple species using 3D printed

artifacts as a first step. Colour or embossing of the individ-

ual cells in the 3D printed artifact offers potential for making

constructs that show off various microscopic properties of such

models.

The key area of interest to us for making 3D printed artifacts of
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models is being able to gain insights into the clusters, compo-

nents [16] and spatial structures, and for 3D models this primar-

ily involves seeing inside the complex 3D shapes and structures

that arise from the models.

In addition to colouring the model cells therefore, we have ex-

perimented with omitting some species and leaving them repre-

sented as vacancies - either real vacancies or just a visual rep-

resentation of a particular species. The photographs of model

artifacts we have generated show how this approach lets one see

inside models that one can hold in one’s hand, and examine at

length in a way that is still difficult to do with graphical render-

ings or even with virtual reality technologies.

Computer aided design software packages [32] are also widely

available both as proprietary packages but as as open community

software packages that can help generate designs for 3D print-

ing. However, our own use of 3D printers is with models that

are not generated by design packages, but which are generated

by our own software, semi-automatically from out data from our

simulations [10].

The key challenge in printing complex simulation models with

various physical length scales present is understanding the ge-

ometry and physicality of what is possible, given the way that

3D printers work, building up material gradually in sliced layers

- and which must be supported and stable during the manufactur-

ing process. We discuss temporary support structural issues [26]

and the contributions that different 3D printer approaches can

offer to this problem.

We also explore various ways of cutting away parts of the model

itself to enable seeing inside the 3D physically printed structures

and describe the algorithms and software we have developed to

support this, taking data from the lattice cells generated from

the simulation code, through to a realisable 3D printable artifact.

Missing parts of the model can exacerbate the support structure

problem however, and we analyse the tradeoffs that result from

the different approaches.

Figure 1 shows a comparison between a Kawasaki model config-

uration grown in our simulation system, and rendered using 3D

graphics (above) and photographed as a 3d-printed solid using

inkjet powder bed fabrication (below). The figure shows the key

challenge in “seeing inside” the complex emergent structure.

Our article is structured as follows: In Section 2 we give some

background to models such as the Kawasaki exchange model,

the Potts model ,and the way we use these as representative of

more complex Agent-Based models. We give some technical

background on 3D printers in Section 3 and in particular de-

scribe the filament extrusion and powder bed technologies we

used for the work reported in this present article.

We describe our techniques for making appropriately format-

ted information for driving the printers in Section 4 and present

some selected photographic results in Section 5 where we also

discuss the relative advantages and disadvantages of the vari-

ous 3D print technologies and model cut-away approaches. We

offer some conclusions and areas for further research and devel-

opment in Section 6.

2 Lattice Agent-Based Growth Models
Agent-Based Models of interest to us are often simulated on a

mesh or lattice, with each cell occupied by a particular agent

or species of agent. Generally agents interact with the spatially

localised neighbours and the Kawasaki model and its variants

provide a good starting point for agent-based models involving

spatial movement or rearrangement. Similar models include the

Potts variant of Kawasaki (involving an arbitrary number of dif-

ferent agent species, and other systems including: cellular au-

tomata like the two state Game of Life model [9], or three-state

variant such as the Game of Death [17]. Similar models in-

clude simulations of: health systems including disease propa-

gation [14]; predator-prey systems [18]; social segregation sys-

tems [13]; materials propagation in gas and oil wells [11].

The Kawasaki model has been described in depth elsewhere, but

for completeness we give a brief summary of its properties for

3D print-ability. We consider a spatial (cubic) mesh of length L
so that the N = L3 sites are all occupied by one of Q different

states of agent. The simple Kawasaki model has Q = 2 and we

typically represent these two states as material or vacancy in the

3D printed artifacts.

The model is initialised with a random mixture of the agent

species, and since the diffusion model has not a direct physi-

cal energy equation to drive it, a stochastic model [29] is used

to provide an effective dynamics scheme that drives the model

through a quench to a finite temperature followed by an anneal-

ing process at that temperature. In practice, the algorithm in-

volves:

• pick a random neighbouring pair of cells;

• compute energy consequences of swapping them;

• Boltzmann probability determines probability of the swap;

• repeat, above.

The pair-wise site swaps emulate an atomic diffusion process

very effectively and drives the model from an initial random

mixture to a phase separated structure where like species have

congregated together [22].

In this present article, we do not study wide temperature vari-

ations in this present paper by simple fix on models that have

been quenched to half of the characteristic critical temperature

of the Kawasaki model. This means we obtain steady growth

and large scale complex spinodal structures that are challenging

to visualise and understand.

3 3D Print Technologies
There are a range of different 3D print technologies now avail-

able including filament extrusion; resin photopolymerisation;

powder-based binder jetting; material jetting; and laser sinter-

ing. We focused on just two for the work reported in this present

paper - filament based extrusion and powder bed ink binder jet-

ting.
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Figure 2: Ultimaker Go Filament-based portable printer show-

ing the horizontal axes of extrusion head movement and the

raise-able blue build plate.

The Ultimaker shown in Figure 2 is one of many widely avail-

able filament extrusion based 3D-printers. This heats and de-

posits melted filament that is most commonly made from either

the starch based polylactic acid (PLA) or acrylonitrile butadiene

styrene (ABS) plastic. It layers melted filament into a heated

glass build plate upon which the model is formed and fans on

either side of the the heated print heads cool and set the fila-

ment. Filament printers are good for prototyping work and they

are cheap to run but the materials used are relatively brittle and

in the case of PLA, due to the starch based nature of the mate-

rial, over time it can decompose in the air [28]. The Ultimaker

devices we used can only print one colour or sort of material at

a time. While they can make cheap prototypes of the structure,

it is difficult to introduce any realisation of multiple species of

our models.

Figure 3: 3D Systems ProJet 660 Powder Bed Printer; Remov-

ing excess powder from printed Kawasaki model cube.

The 3D Systems ProJet 660 seen in Figure 3 uses a gypsum

based powder with polymer binding agent as a printing medium,

and it spreads a thin layer of this powder across its print bed and

then binds it with jetted ink. Layers are built up as it the low-

ers the print bed and repeats. When the print is complete the

printer then heats up the entire print area drying out the powder

and the printed model, which remains quite structurally weak

and which can easily crumble without cautious handling. The

model is transferred to the cleaning section where excess pow-

der is blown off of the model (Figure 3 - right), and which is

subsequently submerged in a cyan-acrylate based setting sub-

stance. This reacts exothermically and cures the polymer bind-

ing agent producing a robust model that can be readily handled

safely. The printer uses standard print heads and due to the set-

ting of the powder being done by a fluid the device is able to

print models in high resolution and full colour.

All of the 3D-print platforms require data to be fed to them in a

particular format, and we discuss this as part of the process of

practical model generation.

4 Cellular Model Data Generation
A crucial aspect of facilitating the 3D model artifacts is to in-

terface the simulation code and its data formats with the STL

format files used to drive the 3d-printers [20].

Figure 4: Geometric Support Issues: cantilever or hollow shapes

require physical support during print material deposition al-

though temporary support material (shown as red hatched) could

be added. The structure is actually being made with horizontal

layers or material, and 45 degree slopes are generally feasible,

but not appropriate for our models.

Figure 4 illustrates the geometric support issues that are key to

being able to feasibly manufacture a particular structure using

the various 3D print technologies.

The interface language specifications [23, 33] for modern 3D-

printers have evolved over several decades, the most common

format is the STereoLithography or Spatial Tessellation Lan-

guage or STL [6]. This was developed from commercial for-

mats [1] but have similar properties to 3D computer aided de-

sign files and with the widespread exchange of graphical object

files for games characters and other digital assets, these formats

have converged in recent years to a relatively open de facto stan-

dard [7]. STL files are used by 3d-printers [7] such as the Ul-

timaker and Form1 to describe the models being loaded on to

them. The printer itself generally cannot read STL files directly,

and instead the file is first loaded into a slicer program such as

Cura. This software will translate the file into something that

the printer can read and use telling it how to move the print head

this format depends on the brand of printer, the most common

is gcode. We describe our model data formats and software to

convert them to STL in [20].
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Figure 5: Cube constructs using mono-colour PLA filament and with support structure partially cut away.

5 Selected Results
The first of the Kawasaki models that we attempted to print was

that of a simple two state Kawasaki system. The first attempt

was done on an “Ultimaker 2 Extended” model and this can be

seen in Figure 5, the only way that the print could handle print-

ing the model as with the addition of considerable PLA support

structure. This caused problems as it was very difficult to re-

move all of this structure due to the complexity of the model and

the cavernous nature of it, it would not be possible to get into the

model to remove this support structure with any practical tools.

Figure 6 shows our attempts at making hollowed out boxes. This

uses less material, and is quite rapid on the filament printer - al-

though it can only show one colour at present. We are investigat-

ing using an embossing of physical texturing approach to make

bas relief surfaces that convey the different species on a filament

print. The powder bed manufactured hollow boxes are feasible,

although we had to experiment with different box thicknesses in

terms of ABM cells, to avoid the physical box structure being

too fragile. This approach of making two half-boxes should be

useful for making a sequence of solid cube models for illustrat-

ing the time evolution, but is not useful for our central goal of

seeing inside the physical 3D structures.

To circumvent the support structure problems, we used the pow-

der based 3D printer (ProJet 660) because of the nature of the

supporting structure being that of unbounded gypsum based

powder it mean the the removal of the support structure was

very easy only requiring the use of a air gun even in the compli-

cated cavernous like internal structure of the Kawasaki model.

It should also be noted that when the supporting structure was

removed unlike with the filament models, caused no damaged

to the look of the model. An example of the Kawasaki model

print on the Projet 660 is shown in Figure 7 and as can be seen,

the model has numerous overhangs and a highly complicated

internal structure - which is of course the central challenge for

visualisation and physical realisation.

The filament style printers were only capable of represent bi-

state models with the 2 state being filled or empty. This meant

that model with the need to represent more data states would not

be possible on these particular printer. But the project 660 with

it capability to print in full colour with the use of standard com-

mercially available print heads could realise much more com-

plex models and example of this can be seen in Figure 8 which

show a three state Kawasaki model with the state being that of

green, red, and empty. This allow for a much wider range of

these complex physical structure to be realised and with the ad-

dition of its very easy to remove support structure it even allows

for very minimal damage to the model itself.

One highly valuable approach with 3D visualised agent-based

models is the ability to look inside of the model at the inter-

nal structure, due to the opaque nature of the model being ren-

dered this requires the application of slicing to octant removal

the allow for these otherwise unseen aspects of the model the be

brought to the light of day and be analysed effectively, giving

a much more complete understand one the model its self. This

means that in order to avoid the the obfuscation of such aspects

of the simulation model when realising the model into a 3D print

it is important to be able to print off these slices example of this

can be seen in Figure 9 shows both of these figure show the same

4 state Kawasaki model sliced in different ways allowing for the

interaction that have occurred inside of the model to be seen.

Figure 10 shows another approach we developed for seeing in-

side the structure. We remove a whole octant of the cube, so

that a cross sectional slide can be inspected, with exposure all

the way to the core centre of the simulated model system. This

also shows two-dimensional cross-sections through the model,

which can of course also be generated as free standing slices.

One solution to the excess supporting structure that we thought

of was to slice the model into one cube thick sheets that would

allow fore then to be printed off of the printing with and over-

hangs at all and example of this type of sheet can be seen in

figure Figure 11 (left). When doing this we encountered a prob-

lem when the sheet grew to a considerable size, that be that as

that model would print the corners of it would become detached

from the heated glassed build plate and would begin to curl up-

wards, meaning that they would not be able to be attached to one
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Figure 6: Various hollowed out half box cube constructions of single or four cells in thickness. From left: using powder 1 cell thick

and 4 thick and using yellow PLA, 1 thick.

Figure 7: white-q2-sand

another once printed. Figure 11 (right) shows some free stand-

ing slices through the model, with just 4 layers of cells rendered.

Note that in this particular print, no ink was used to colour the

normally hidden faces, so white gypsum powder is exposed on

one side.

6 Conclusion
We have described how we manufactured physical manifesta-

tions of the Kawasaki diffusion model using various 3D printing

technologies and approaches to see inside the complex emergent

structure of the model. Filament based extrusion printers are

cheap and adequate for structural prototyping but at the time of

writing can not yet effectively print in different colours with in

Figure 8: 3-Species Kawasaki model on 323 lattice with vacancy

species removed as cavities allowing see-through into the inter-

nal structure.

a complex print model, and tend to require the addition of con-

siderable material support structures to make a complex model

into a feasible print.

Removing excess support material post-print is a difficult task

and typically leads to damage of the near fractal physical struc-

ture of some models. Powder-bed 3D print technology with self

support from the powder itself is a more feasible approach for

complex models with the excess dry powder being relatively

simple to blow out of the model’s complex interior. There are

still limitations on the relative weight the uncured model can

self support when removing excess powder.

We have shown how using vacancies, hollowed cores; diagonal
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Figure 9: Diagonal Cut-away Views of 4-state model showing

interior structure of spinodal interfaces.

Figure 10: Octant Cut-away View of 4 state model with un-

printed vacancies used for the fourth species.

Figure 11: Sheet approach - manufactured by filament extrusion

and 1 model layer thick (left) and with powder bed and 4 layer

thickness (right).

and octant cut-aways and sheet slicing all give different insights

into the interior structure of these 3D models, as well as reducing

the amount of physical material used. . We have used simple but

inefficient construction techniques that do not economise on the

printed materials used for our simulation model artifacts. This

is adequate for one-off print runs of scientific models, but there

are a number of techniques to make better use of the printer ca-

pacity. Managing the cost effectiveness and practical logistics

of manufacturing these sort of models is an important area for

further research.

The colour capability of the powder bed ink jetted printer opens

up considerable possibilities for multi state models with differ-

ent species. We found that the powder printed models with in-

ternal vacancies used for one of the model species was an ade-

quate approach, giving good insights into the complex interior

structure of the spinodals formed by the Kawasaki model under

annealing.

We believe this approach could be usefully deployed for other

and more complex agent-based simulation models. Identify-

ing isolated cluster components of agents and removing them or

printing them separately is likely to be useful however to simply

the print process and avoid damage to partially cured models.

There is scope for investigation of other 3D manufacturing tech-

niques for making physical artifact realisations. Laser cutting

of layered material such as cardboard or wood and plastic and

resin printing using photo-polymerisation techniques may also

lend themselves well to making models of this sort.

In summary, 3D printing offers a different experience to graph-

ical rendering of complex agent based models. 3D printed ar-

tifacts are enduring, can be handled, and viewed from different

angles, as well as offering a much more tactile experience, per-

haps giving different insights into complex structure formation.

We envisage various educational and model demonstration uses

for the printed cluster or artifacts from such simulation models.

We believe 3d-printing complements 3D graphical rendering for

such model visualisation, and that commodity priced 3d-printers

will have a significant role to play in analysing such models of

complex systems.
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Abstract - Industrial virtual reality (IVR) facilitates the 
development and operation of factories and plants by 
enhancing communication among all the stakeholders 
involved and providing a visualization combining the 
different planning data with simulation data generated 
during development or real-time data acquired during 
operation. The major benefit derived from combining these 
heterogeneous data sources is the capability to evaluate 
and review a complete system’s performance and 
consistency. Experience gained in numerous industry 
projects indicates that the acceptance and practicability of 
this technology is largely contingent on the labor required 
to procure, preprocess and synchronize data as well as the 
maintainability of the IVR models. This paper describes the 
workflows and methodologies used to integrate industrial 
data in interactive IVR semi-automatically to plan, review 
and operate factory systems and to train executives, 
technicians and workers. 

Keywords: virtual reality, assembly simulation, Industry 
4.0, digital factory 

1 Introduction 
Visualization is an indispensable tool for the 

validation of simulation models and the presentation of 
simulation results [1]. Simulation models of assembly 
operations based on manufacturing specifications 
frequently have a high level of detail (LOD) in response to 
the increased variety of models and complexity of assembly 
systems. Currently widespread and often schematic 2D 
visualizations are no longer able to meet these heightened 
demands. 

One option is to use 3D visualizations based on 
industrial virtual reality (IVR) incorporating existing 3D 
assembly layouts, 3D product models, and process flows 
generated from simulation models. Rather than simulating 
assembly in detail for ease of product assembly, the goal 
here is to visualize the simulations at the stations in 
conjunction with a realistic representation of the stations, 
the stage of assembly of products including the components 
and tools to be provided, and assemblers’ changes of 
location. This form of visualization permits a good 
evaluation of the simulated sequences, which goes beyond 

established standard 2D visualizations. 3D visualizations of 
assembly operations can be generated automatically by 
integrating the generated simulation data with the existing 
3D data of layouts and products. 

This paper sets forth the benefits of 3D visualizations 
of simulated assembly operations and presents a 
methodology for generating 3D visualizations of simulated 
systems and operations. It includes a discussion of the 
requirements imposed on the data provided, particularly 
interoperability. Prototype systems implemented at a 
manufacturer’s facilities are presented. It concludes with a 
look at future development studies. 

2 Industrial Virtual Reality (IVR) 
Dynamic visualization of simulated operations is a 

typical format for representing discrete simulations. 
Usually, the representation changes over time. Given its 
benefits, many commercial simulation software systems 
include dynamic visualization of results. 2D layouts were 
still used for presentation in the early days of development. 
Once 3D geometric models of simulated systems became 
available, simulation results were also visualized in so-
called 4D systems, the fourth dimension being the 
component of time. 

Virtual reality is the representation and simultaneous 
perception of interactive virtual environments. The artificial 
environments are generated by computers in real time while 
allowing for physical properties. Virtual reality systems are 
used in many domains, e.g. flight simulation, building 
design and urban planning. Virtual realities generally 
require a higher level of immersion, i.e. the boundaries 
between the real and the virtual are blurred in the user’s 
perception (imagination). In particular, self-contained 
stereoscopic projection systems or head mounted displays 
produce such a state. 

Immersion only plays a secondary role in industrial 
virtual reality (IVR) applications. Instead, the focus is on 
interactivity and real-time compatibility, interoperability 
and dynamics of the integrated data, and the realistic 
representation of the objects and their properties, which are 
invisible in reality. 
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Virtual factories are industrial collaborative 
environments intended to represent a factory in virtual 
reality [2]. The underlying IVR model links existing partial 
models or model components of virtual factories [3], each 
of which reproduces parts of industrial reality. Among 
others, these include the factory, product, process and 
simulation models. The use of IVR is intended to increase 
the knowledge users acquire from interactive analysis of 
interconnected model components and their changes over 
time and from additional information generated by 
interacting model components. 

Interactive, functional 3D visualizations expedite 
industrial planning significantly. Delivering universally 
understandable representations of complex issues, IVR is 
used in virtual manufacturing as a tool for interdepartmental 
collaboration and communication, e.g. in industrial product 
development and process engineering [4]. This entails 
linking heterogeneous data sets from different planning and 
simulation systems and integrating them in a single IVR 
model. 

At present, IVR models are frequently not used until 
the final third of industrial planning since required raw data 
is unavailable in a suitable form beforehand, interfaces are 
inadequate or generation and updating are too time-
consuming. IVR models can be used after planning, e.g. for 
marketing, documentation or training, and can additionally 
be used and upgraded during operative planning or later 
replanning. Moreover, IVR models combined with 
simulation models can be turned into cyber-physical 
systems. 

The acceptance of IVR models is heavily linked to the 
time and money required to acquire data and to generate, 
maintain and synchronize models, thus making it essential 
to use automatic or semi-automatic methods of generation 
and, generally, to revert to existing data sets and to integrate 
them in maintenance as well [5]. 

3 Related Work 
This paper concentrates on two major aspects of IVR 

models, specifically efficient modeling and use cases. 
Efficient modeling requires being able to link 
heterogeneous model data automatically. Every component 
of an IVR model is an abstraction of a real or hypothetical 
system and has its own perspective within the modeled 
system. When IVR models are created, data from every 
component included has to be integrated. Every model 
component has its own proprietary specification. Standard 
exchange formats can be used to link or render any 
component interoperable. Integration is frequently easier 
when all of the data come from system software 
components, e.g. Siemens PLM, but this is not an option for 
IVR models that consist of diverse components. Standard 
open or proprietary interfaces have to be used instead. 
Reliable standards for model components from CAD 
systems are already state-of-the-art. The situation is more 
difficult for simulation components. 

The simulation community addressed this problem by 
developing Core Manufacturing Simulation Data (CMSD), 
a data interface standardized for simulation applications and 
other software systems [6]. The Simulation Data Exchange 
(SDX) interface has the same goal. 

Szalay [7] also describes the need to visualize 
simulation results, which support decision making or verify 
repudiate hypotheses, quickly and easily. Eilers et al. [8] 
determine that, when extending the functions of IVR 
models, it is expedient and possible for visualizations of 
simulated systems to represent data and simulation results 
in real time as well as information that would be easily 
visible and evaluable in the real system. 

Dynamic IVR models are used in industry as, among 
others, collaborative planning support systems in different 
stages of the factory life cycle [4], as virtual laboratories [7] 
and as platforms for decision making [9] and training [10]. 

4 Advantages of IVR Models for 
Assembly Simulation 
An assembly simulation model generally consists of 

the objects of station, work-in-process, worker, assembled 
product, required components and tools, and the times to 
complete assembly. Typical results of such simulation 
models are throughput per unit of time and allocated times 
at the individual stations.  

2D visualization is supported by simulation systems 
employed in factory simulation such as Plant Simulation, 
Simio and FlexSim. 2D visualizations, which have been 
being used effectively for years to display material flows 
and to detect bottlenecks, are very well suited for early 
stages of factory planning. 

In later stages of planning with higher levels of detail 
and availability of greater quantities of data, shortcomings 
of simulation models and 2D visualization manifest 
themselves in the domain of assembly in particular. For 
instance, workers’ changes in location to and from racks 
storing required components may not be represented in the 
visualization. 

IVR models of simulated assembly workflows are 
used in factory planning for extended validation of 
integrated simulation models, scalable presentation, 
interdepartmental process improvement, and evaluation of 
aspects of planning, something which could otherwise only 
be done by completely linking and dynamizing the different 
static base models. 

4.1 Extended Validation of Simulation Models 

Necessary operations including the technological 
sequence at a station are assigned in the simulation model 
to the product being assembled according to the process 
specification. These operations have to be executed by the 
worker and, what is more, the respective conditions for 
execution, e.g. availability of a component, a module or a 
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tool, are known. These operations are frequently aggregated 
into one work package in assembly simulation models and 
the individual conditions for the execution of the operations 
are combined into one condition for the execution of the 
work package. This simplification is permissible in order to 
achieve the classic objectives of assembly simulation and 
shortens the execution time of the simulation model. 

Systematically controlled elimination of such 
aggregation and the transfer of the specific operations to an 
IVR model significantly improve the representation of the 
stage of assembly based on operations. This visualization of 
operations including changes made on the assembled 
product facilitates extended validation of simulated 
assembly procedures, particularly when a wide range of 
models is assembled. Correct mapping of operations in the 
simulation model is crucial to the correctness and 
acceptance of the results. 

4.2 Presentation and Process Improvement 

3D visualization with IVR models is very important 
for presenting the results of planning [11]. The views 
generated by IVR not only provide a “real” image of the 
planned (virtual) environment but also allow the 
introduction of additional information that cannot be found 
in a “real” environment. This may include dashboards and 
scoreboards that display throughputs, tags on assembly 
objects with object information, and color coding of 
overloaded units. A collective analysis of the virtual 
environment by several parties is conducive to identifying 
process improvements. Modifications of the virtual layout 
are made interactively and incorporated quickly once the 
simulation has been restarted. 

Depending on their complexity and the visualization 
methods used, IVR models impose medium to very high 
requirements on the hardware used for visualization. Care 
must be taken with the complexity and rendering 
technology to ensure that the IVR models generated for 
visualization are scalable and thus usable on lower 
performance computer systems or mobile systems with 
limited resources. 

The scalability of the visualization system used is an 
important foundation of IVR. On the one hand, 3D 
visualizations can be displayed in special display facilities 
equipped with efficient, usually distributed visualization 
and simulation hardware, e.g. a CAVE, a Powerwall or a 
360° projection system such as the Elbe Dom in Magdeburg 
[12]. 

On the other hand, presentations may be accessible on 
site, e.g. in a real factory. Tablet computers can be used, 
which, depending on their performance, either generate 
images directly or stream them from a server by remote 
rendering. The advantage of onsite analysis outweighs such 
hardware’s incapability to create deep immersion. 

4.3 Evaluation by Linking Different Data Models 

IVR models use dynamic pathfinding to determine, 
evaluate and compare the distances covered by workers 
during a simulated assembly operation with the 
specifications from process planning. Different product 
series and models require different operations and thus also 
different paths taken by workers during assembly. 
Information on the location of racks, required components 
and assembled objects is used to determine path distances. 
Physiological indicators of work are derived from these 
cumulative values. The path analysis in Figure 1 reveals the 
benefits of linking different data models in an IVR model. 

 
Figure 1: Path analysis in an IVR model 

Integrated use of 3D geometries of manufacturing 
equipment and the product and their linkage with process 
flows facilitate this analysis of collisions between dynamic 
and static entities. Depending on the IVR model’s level of 
detail, different product models and configurations and 
different stages of production can be analyzed in the context 
of every pertinent manufacturing environment. Figure 2 
shows the visualization of a collision check in an IVR 
model. 

 
Figure 2: Collision check in an IVR model 

5 Components of IVR Models 
The components of an IVR model are the factory, the 

product, the process and the simulation model. Every model 
has its own view of the modeled production system. The 
factory model specifies a factory’s architecture and the 
systems and equipment inside. The product model 
reproduces the geometry of the manufactured product. Both 
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of these model components are static and are typically 
created using standard CAD systems and can be exported 
into IVR models in good quality by means of common 
exchange formats. The process model specifies the time 
sequence of operations and the conditions needed to 
manufacture a product. The simulation models generate an 
instance for the modeled sequences of other components. 
Simulation models control and affect the changes in model 
entities and their properties over time. 

In industrial settings, the data needed to create IVR 
models are typically specified in different software systems. 
Since the software used is heterogeneous and interfaces are 
thus lacking, inadequate or proprietary, the integration of 
data from components frequently entails manual labor. 

The integration and fusion of heterogeneous data 
necessitates linking the properties of a single physical entity 
over and above all data sets. Linking different data sources 
is complex since ubiquitous, unique identifiers frequently 
do not exist and appropriate mapping and data mining 
strategies have to be applied. 

Only a subset of the potential raw data is available, 
depending on the state of planning of the simulated system,. 
Nevertheless, dynamic IVR models of factory systems with 
maximum detail have to be generated each time. A 
multitude of widely different data on the product and 
production process is produced during the different stages 
of the product and factory life cycle. These planning data 
are typically compiled by different units and stored and 
managed with the aid of internal IT infrastructures. 

Although the data needed for IVR models are usually 
available digitally in IT systems and could be used as the 
basis for further and combined analyses or directly for the 
visualization and discussion of important issues, they are 
frequently not used directly as input for simulation analyses 
or visualizations in downstream phases of planning. Typical 
reasons for this are problems with access, interfaces or 
integration that result in substantial additional manual labor 
to generate and maintain IVR models. 

This makes it necessary throughout the factory 
planning process to identify the combinations of available 
data sets relevant to planners and to provide automated 
systems and workflows that generate and progressively 
detail IVR models. Relevant data must be extracted and 
linked automatically in order to be able, for instance, to 
project simulation results seamlessly in a factory setting and 
evaluate them integrally. 

6 Component Integration 
The Fraunhofer IFF in Magdeburg developed the 

framework Review3D to create heterogeneous IVR models. 
One goal while developing Review3D was to integrate 
heterogeneous components with proprietary and standard 
interfaces. Import functions of Review3D import data on 
components. The integration of individual data models is 
highly automated since this task is very complex and in 

order to minimize or eliminate manual creation of IVR 
models and thus save time and money. 

Combining simple geometries with simulation results 
is often sufficient for non-detailed animations of processes 
simulated in early stages of planning. Since neither the 
simulation model nor the geometry data contains the 
necessary information, the generation of detailed IVR 
models of manual or automated assembly operations 
additionally requires the data models already described. The 
simulation model is often not detailed enough to include the 
assembly of individual parts or the required tools, for 
instance. Conversely, the product model does not contain 
any information on linking part geometries and individual 
procedures. 

Imported process specifications are used to close these 
information gaps and link simulation results with product 
and manufacturing equipment geometries. Information from 
the factory model additionally delivers the requisite 
position data on places referenced in the simulation model, 
e.g. stations, storage facilities and racks. Figure 3 presents 
an overview of links between IVR model components. 

 
Figure 3: Simplified overview of links between IVR model 

components  

Data needed to create a dynamic IVR model, which is 
still lacking after the available data sources have been 
imported, usually has to be generated automatically from 
the data on hand. These could include trajectories of 
dynamic entities and kinematics of virtual humans and 
robots as well as realistic descriptions of material or 
lighting. 

Objects that change location in IVR models, e.g. 
products, manufacturing equipment and workers, move on 
object paths. These individual paths are combined into a 
static or dynamic network. Static networks are generated 
from available data sources such as CAx systems and 
simulation models or created manually. These networks do 
not change during simulation or visualization. Since every 
path in a static network is defined before visualization, such 
networks are not suitable for varying layouts and process 
specifications. 

Dynamic networks employ methods of automatic 
pathfinding to identify paths [13]. Figure 4 presents an 
example of a generated navigation mesh [14] for dynamic 
pathfinding at an assembly station. The higher 
computational complexity and the real-time demands of 
IVR models make it essential, however, to strike a balance 
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between detailing and efficiency. Particularly in multi-
layered environments [15], automatic pathfinding requires 
contextual information in addition to the classic factory 
layout in order to identify floors, stairwells, elevators, 
obstacles and the like clearly [16]. 

 
Figure 4: Navigation mesh generated for dynamic 

pathfinding (top: original factory layout of an assembly 
station, bottom left: detected obstacles, bottom right: 

navigation mesh) 

Workers’ operations can either be captured 
empirically with motion capturing systems or modeled with 
software tools. Atomic components of typical manual 
workflows and motion sequences are stored in libraries and 
combined into complex animations as needed. The stored 
motions can range from simple runs to complex assembly 
animations. Realistic animations of human models require a 
skeleton specified with bones, transformations and 
weightings at different times [17]. Skinning methods, e.g. 
dual quaternion blending [18], are employed to create such 
dynamic geometry models. 

Figure 5 presents an example of an IVR model of an 
assembly line, which was generated automatically from raw 
data. 

 
Figure 5: IVR model of an assembly line 

7 Prototype Implementation 
IVR models of work and production systems must be 

capable of integrating the vast quantities of heterogeneous 
data produced during planning and operation. Data on 
geometries, processes and simulation results are the most 
important. Prototype implementation of 3D visualization of 
heterogeneous data in IVR models is presented below with 
an example from the automotive industry. 

7.1 Factory and Product Models 

Geometry data predominantly come from CAD 
systems and are imported into IVR models using common 
exchange formats. Normally, they specify the geometry and 
hierarchical structure of products, work and production 
systems, machinery and plants, and the factory’s 
architecture. Once the data has been imported into the IVR 
model, other steps are needed to generate high performance 
and visually representative visualizations from them. 

Realism is an important goal of IVR models. 
Visualizations of objects created with CAD systems 
frequently lack any relation to their real appearance. Colors 
are predominantly used in CAD systems to code 
information on certain properties or a specific object’s 
relationships. These artificial materials can be replaced by 
realistic representations by semi-automatically assigning 
colors, textures or enhanced shader materials from a 
material and resource database to reflective, anisotropic, 
variable or liquid objects. Specific criteria, designations or 
meta elements are used to categorize materials 
automatically [19]. Figure 6 presents a factory model before 
and after preprocessing. 

 
Figure 6: Factory model before and after preprocessing 

Since they are generated during product development 
and factory planning and imported from the pertinent CAD 
systems, the geometries and hierarchies of products and the 
factory layout are normally very detailed. The conversion of 
native CAD geometries consisting of BREP (description of 
objects by their surfaces) or NURBS (non-uniform rational 
B-spline) definitions additionally produces very complex, 
polygonal geometries. Demands for interactivity and real-
time compatibility make it essential to reduce geometric 
and hierarchical complexity [20]. 

Methods based on certain error metrics or complexity 
parameters can be used to simplify geometry [21]. Such 
algorithms can be applied semi-automatically by basing 
their parameterization on particular object information, e.g. 
size, location, designation, meta information and type. 
Additional techniques such as level of detail generation and 
hidden surface removal can also be applied automatically 
when preprocessing data. 

Reducing complexity and optimizing the object 
hierarchy is particularly important for temporary dynamic 
objects since they are often instantiated several times. For 
instance, fifty product instances with different geometries 
required by the variety of models and different stages of 
assembly have to be represented on an assembly line 
simultaneously. 
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The quality of the illumination model displayed by 
IVR models is extremely important not only for realism but 
also as the basis for the analysis of the illumination in 
factory buildings and at workstations. Unlike classic 
methods of illumination, global illumination incorporates 
the interactions of rays of light with different surfaces in a 
virtual scene [22]. Whereas a few light sources suffice for 
local illumination, global illumination requires a real light 
setup, which can either be specified manually or imported 
from the planning systems automatically [23]. Figure 7 
presents a detail of an IVR model with classic and global 
illumination. 

 
Figure 7: IVR model with classic illumination (left) and 

global illumination (right) 

7.2 Process Models 

Process models represent the process specifications 
from computer-aided process planning (CAPP). Among 
other things, these specifications include information on 
process times, pertinent components and modules, required 
tools and manufacturing equipment, workers and robots 
involved, associated stations or cells, and group and model 
relationships. They may also include written descriptions of 
steps of manual work. Individual operations are uniquely 
referenceable. The data sets needed are normally stored in 
relational database management systems and can be 
exchanged using database interfaces or database queries 
exported as tables. 

7.3 Simulation Models 

Simulation model data and results from simulation 
runs provide the basis for the dynamics in IVR models. 
When supported by both the simulation and the IVR 
software system, standard formats such as SDX or CMSD 
can be used to exchange simulation data and results, but 
specialized proprietary exchange formats are usually used 
to do this. The simulation data can come from distributed, 
online and offline simulations. 

Discrete event simulations normally export a 
chronologically sorted specification of every event that 
occurs during the simulation run. Such a trace is an 
important data source for the visualization of dynamic 
assembly operations. 

7.4 Case Study 

The methods and workflows described have been 
tested and refined in different projects. A pilot project with 
Deere & Company serves to elucidate the approach. The 
objective of the project was to create a prototype IVR 
model of an existing agricultural machinery assembly line, 

solely using existing (planning) data and automating as 
many procedures as possible. The project partner delivered 
raw data consisting of 3D CAD data of the factory and the 
product, tabulated process data and the simulation model. 

The integration steps were performed automatically 
and required a minimum of manual revision, e.g. whenever 
identifiers could not be used consistently with the different 
systems. The workflow described has been incorporated in 
an assistance system that integrates the aforementioned data 
and can be used in situations with similar data to generate 
other IVR models automatically. 

8 Summary and Outlook 
This paper discussed the visualization of simulated 

assembly systems in industrial virtual reality with little 
labor in parallel with industrial planning. The main focus 
was placed on the analysis of potential data sources aside 
from those already covered by commercial VR applications 
and on the development of semi-automatic workflows and 
techniques that are crucial to the effortless integration of 
different kinds of planning data. The approaches described 
in this article have been tested successfully in multiple pilot 
scenarios for production and manufacturing applications. 
The lack of suitable standard exchange interfaces remains 
the major challenge and needs to be addressed by future 
research projects. 

On the one hand, ongoing research studies are further 
refining the IVR model by integrating detailed assembly 
process animations from ergonomics and process modeling 
tools as well as the requisite tools, resources and means of 
conveyance. 

On the other hand, there is a need to develop virtual 
environment display systems that deliver suitable 
visualizations, allow intuitive interaction with IVR models 
and are particularly suited for and meet the demands of 
collaboration, interconnectivity, computing capacity, 
interactivity and immersion. The Fraunhofer IFF is 
therefore currently developing a large-scale, multi-user 
virtual environment display system that consists of a 
cylindrical and hemispherical screen (6.5 m in height and 
16 m in diameter), two dozen high resolution stereoscopic 
projectors, a high-performance rendering cluster and 
interfaces for a number of different interaction devices. 
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Abstract— Overlapping clusters of data points in a multi-
dimensional space may be difficult to visualize. We intro-
duce the visualization "conflict" graph, representing overlaps
between pairs of clusters in the visualization space. To
clearly differentiate clusters from each other, we separate
the set of clusters into a limited number of partitions, each
containing no overlapping clusters. We show that, with some
assumptions, minimizing the number of partitions is NP-
complete. We apply vertex-coloring heuristics to partition the
visualization space graph, resulting in multiple visualization
views, each without overlapping clusters. Our approach is
broadly applicable, allowing different methods for different
visualizations (scatterplot, RadViz, parallel coordinates . . .),
clustering quality assessment, conflict detection and graph
coloring methods. We illustrate it for clusters of real and
artificial data in scatterplots, with two different clustering
quality metrics, two conflict detection methods, and two
graph coloring heuristics.

Keywords: Visualization, Clustering, Graph Theory

1. Introduction
1.1 Problem Statement, Motivation, Approach

Clustering multi-dimensional data may reveal significant
relationships. These clusters, especially when occurring in
high dimensional data, may be difficult to visualize due
to overlaps. For example, clusters may become merged in
a lower dimensional visualization space, leading to diffi-
culty in distinguishing one cluster from another. Figure 1
illustrates a problematic 3-D data set containing 15 elon-
gated clusters. Scatterplots (and variants) are one of the
most common visual encoding techniques for dimensionality
reduction [1]. There are numerous methods for generating
a useful scatterplot from high-dimensional clustered data.
However, none guarantee that clusters in the original data
space will not overlap in the visualization space. This
motivated our multiple view approach.

We introduce the visualization "conflict" graph, which rep-
resents overlaps between pairs of clusters. This can help a vi-
sualization analyst explore overlapping relationships among
clusters. To clearly differentiate clusters from each other,
the set of clusters can be separated in the visualization space
into a limited number of partitions, each without overlapping
clusters. We show that, with some assumptions, minimizing
the number of partitions (views) is NP-complete, so we apply

D0

D1

D2

Figure 1: [2] Artificial data set, 3 dimensions, 15 clusters
each containing 256 points (elongated data set 8, Section 3.1)

vertex-coloring heuristics to partition the graph. While some
existing methods have similar goals, our approach is unique
since it guarantees no overlap of clusters within the same
view and limits the number of views using strong graph-
theoretic heuristics. Moreover, our approach works with
different methods for visualization (scatterplot, RadViz, par-
allel coordinates . . .), clustering quality assessment, conflict
detection and graph coloring methods. We illustrate it for
clusters of real and artificial data, where all the visualization
views of a given data set use the same 2-D scatterplot
projection, with two different quality metrics, two conflict
detection methods, and two graph coloring heuristics.

1.2 Related Work
1.2.1 Clustering

a) Cluster Formation: Clustering of data points may reveal
significant interactions between various attributes of the data.
Given a set of n points in R

d , (d attributes), clustering
separates the points into a set of k distinct clusters: C =

{C1,C2, . . . ,Ck}, where |Ci|= ni and ∑
k
i=1 ni = n. We assume

that our input data is already clustered, so here we briefly
mention a few of the approaches from the rich clustering
literature and refer the reader to the comprehensive clus-
tering overviews by Jain [3][4] and the categorization and
discussion of clustering issues by Estivill-Castro [5]. The
popular k-means partitional algorithm seeks to minimize
a squared error function [6][4]. Other approaches include
incremental [7], randomized [6], graph-based [8], hierarchi-
cal [6], constructing cluster boundaries [9], and identifying
irregularly shaped clusters [10].
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b) Clustering Quality: Clusters are subjective and many
automatic measures assess the “quality” of a cluster-
ing [11][12]. In this paper, clustering quality acts as a "sanity
check" for our approach as we place overlapping clusters
into separate views. Since indices can also suggest how
intrinsically difficult a data set is, we want indices that work
in both the data and visualization spaces. (Visualization-
dependent quality is discussed in Section 1.2.1(c).) To illus-
trate our approach we use real and artificial data. Clusters
in our artificial data tend to be convex, dense, and pairwise
separable by a hyper-plane. The Dunn index [12] is effective
at measuring dense and well-separated clusters. A high Dunn
index indicates good clustering. The Davies-Bouldin index
extension [12] uses the scatter within each cluster. A good
(low) Davies-Bouldin value is associated with lower cluster
scatter and higher cluster centroid distances.

c) Cluster Visualization: The visualization literature con-
tains a wide variety of approaches for visualizing multi-
dimensional data that may be classified or clustered (e.g.
scatterplots [13], Radviz [14], parallel coordinates [15]).
Methods exist to select a particular visualization, such as
Projection Pursuit [16] and xGOBI [17]. We illustrate our
conflict graph-based approach using 2-D scatterplots [13]
with orthographic projection. As stated above, scatterplots
(and variants) are a common visual encoding technique for
dimensionality reduction [1]. Figure 2 shows an orthogonal
scatterplot of the data from Figure 1 in two dimensions.

D2

D0

Figure 2: [2] Scatterplot for data set in Figure 1 projected
orthographically onto the D0D2 plane

Of particular interest are methods for selecting scatterplot
projections that preserve clustering structure well, especially
those validated by users. Successful methods address chal-
lenges inherent in the usage of high-dimensional data and
scatterplots [18][19][20]. Tatu et al. [18] describe a method
to limit the number of “interesting” lower dimensional
visualizations. Two cluster evaluation metrics for scatterplots
are discussed: 1) the pixel-based Class Density Measure
(CDM) and 2) the Histogram Density Measure (HDM).
Sips et al. [21] select a pair of axes for a scatterplot of
classified data using a Class Consistency Measure (CCM).
Two CCM methods are: 1) Centroid Distance, leading to

Distance Consistency, and 2) Distribution Consistency. Tatu
et al. [22] describe visual quality metrics and their relation to
human perception. They study CDM and HDM from [18], as
well as CCM from [21]. For a small user study, they report
that the best measure for the UCI wine data set [23] is 2-
D HDM, followed by CCM. Sedlmair, Tatu and Tory [1]
discuss several dimensional reduction techniques (including
t-SNE [20] and PCA) in addition to Distance and Distri-
bution Consistency [21] and the 2-D form of HDM [18].
These, together with an extensive user study, result in a
comprehensive taxonomy of visual cluster separation factors.

1.2.2 Multiple Visualization Views. The IEEE conference
on Coordinated and Multiple Views in Exploratory Visual-
ization (CMV) addresses many aspects of multiple views.
Roberts [24] captures some of this state-of-the-art in 2007.
Earlier work by Baldonado, et al. [25] offers guidelines for
when multiple views of a data set are appropriate. Selecting
different subsets of attributes for different views is discussed.
In contrast, our partitioning process creates partitions that
each have the same attributes but different clusters. Two
other guidelines from [25], in opposing directions, are also
relevant for our work: decomposition and parsimony. We
strive for balance: decompose data to place overlapping
clusters in separate views, and reduce the number of views
via graph coloring methods.

1.2.3 Conflict Graph. We create a conflict graph for
our clusters, where each vertex represents a cluster and an
edge connects two vertices if their clusters "overlap" (see
Section 2.2). Conflict graphs are not new, but have been
used in a different way in existing literature. For example,
the computation of a convex hull in R

3 described by de Berg
uses bipartite conflict graphs [26].

1.2.4 Graph Coloring. We color the aforementioned
conflict graph to place conflicting (overlapping) clusters
into different "conflict-free" partitions. Coloring a graph
using the minimum number of colors [27] is applicable.
The chromatic number χ(G) of a graph G is the minimum
number of colors required. The associated decision prob-
lem is NP-complete [27]. Clusters corresponding with like
colored vertices do not conflict and may be in the same
partition. Because finding χ(G) is NP-complete, heuristics
are often used to color a graph, such as MAXIMAL-
DEGREE-COLORING [28] (colors the highest degree, cur-
rently uncolored, vertex with the lowest allowable color), and
COLORING-BACKTRACKING [29] (backtracks to attempt
to color the graph with fewer colors).

Upper and lower bounds on χ(G) that we use are:

• Given a degree sequence < deg v1,deg v2, . . . ,deg vn >
for a graph G = (V,E), vi ∈V , and deg vi ≤ deg vi+1

for all i from 1 to n − 1, we have χ(G) ≤ 1 +

maxi min{deg vi, i−1} [28].
• χ(G)≥ω(G), where ω(G) is the clique number for G,
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the maximum size of a set of pairwise adjacent vertices
of G [30]. (Finding ω(G) is also NP-complete [27].)

1.3 Overview
Section 2 describes our flexible visualization framework

for generating multiple conflict-free views; within each view
no clusters overlap and each cluster appears in exactly
one view. It allows choice of visualization type (not just
scatterplots), clustering quality indices, conflict detection,
and graph coloring methods. We illustrate our approach for
clusters of artificial data and real UCI machine learning
repository data [23], where clustering quality is assessed
using the two indices from Section 1.2.1(b). All our views of
a data set use the same 2-D scatterplot projection. We present
two conflict detection methods applicable in a visualization
space. We apply the framework, with these two conflict
detection methods and the two graph coloring heuristics from
Section 1.2.4. Heuristics are appropriate because, even for
our two simple conflict detection methods with a simplified
distance measure, we show that producing a minimal number
of conflict-free partitions for clustered data is NP-complete.
Section 3 presents our results for scatterplots.

An earlier version of this work appeared in [2]. Here our
conflict detection methods from [2] are generalized beyond
the 2-D context. Adjustments are made to the NP-hardness
proof. An additional UCI data set (wine) is included. A
2-D scatterplot for this data set, judged to be "good" by
Sips et al. [21] (with Distance Consistency measure), is a
starting point for wine data in our framework. This guar-
antees conflict-free views, demonstrating a possible synergy
between scatterplot selection and our framework. Section 4
draws conclusions and suggests avenues for future work.

2. Methodology
Section 2.1 describes our framework for partitioning data

into multiple conflict-free visualization views. Section 2.2
defines our conflict graph. Section 2.3 presents two conflict
detection methods. We use heuristics to color our conflict
graph since we establish the intractability of a version of
the conflict-free partitioning problem in Section 2.4.

2.1 Visualization Framework (adapted from [2])

Figure 3 shows our framework for creating multiple
conflict-free views of clustered data. Shading indicates
visualization-dependent steps. Clustered input data is first
normalized so that each dimensional value is in the range
[0,1]. Next, a visualization method is chosen. Conflict detec-
tion is then performed (Section 2.3) to create a conflict graph
(Section 2.2). A threshold value τ , reflecting the amount of
overlap between 2 clusters, is used to decide whether or not
the clusters will have an edge in the conflict graph.

The estimate of χ , the chromatic number (Section 1.2.4)
of the conflict graph, gives an estimate of the number of
partitions required. We calculate an upper bound for this

estimate, using the degree sequence for the graph [28]
(Section 1.2.4). If it exceeds a user’s threshold (different
from τ), then a further transformation of the data may be
needed, or visualization selection might need to be done
again (e.g. choose a different scatterplot projection). The
conflict graph is colored, putting overlapping clusters into
separate partitions, each with the same data attributes. The
graph can be visualized and then τ may be adjusted if
desired. The Partition Data Set box uses the color class
information (the dashed line) to separate data for the various
views, using any applicable visualization parameters.

The 2-D orthographic scatterplot is one example of a
visualization that may be used within our framework, and
we illustrate our process using scatterplots in Section 3. This
same process may be applied to other visualizations, such as
radial visualizations and parallel coordinates (see Section 4).
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Figure 3: Framework for Multiple Conflict-Free Views

2.2 Conflict Graph ([2])
A conflict graph, G = (V,E), is defined as an ordered

pair of two sets. The non-empty set V is the vertex set
and the (potentially empty) edge set E consists of sets of
unordered pairs of distinct elements of V . Our vertex set V
has k vertices, one for each cluster. E has an edge {i, j} for
each pair of distinct clusters Ci and Cj that may overlap.
Clusters that “may” overlap are considered to be in conflict
(see two conflict detection methods in Section 2.3). An edge
is added to the conflict graph for each such pair of clusters.
Each potential conflict is given a non-negative weight. At the
time the graph is colored, only edges with a weight greater
than threshold τ are considered to exist. An example of a
conflict graph is in Figure 6 for the data from Figure 1.

2.3 Conflict Detection (generalized from [2])

Our two methods are chosen because they scale well
in higher dimensions and are efficient to compute (linear
in time). When we refer to clusters here, we assume that
we are working in the visualization space. Distance may
be calculated using one of several distance measures (L1

(Manhattan), L2 (Euclidean), L∞). In both methods, an edge
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between between clusters Ci and Cj will be in the conflict
graph if the weight 0 ≤ wi j ≤ 1 (defined below) > τ .

2.3.1 Bounding Box Method. In our first conflict detection
method two clusters Ci and Cj conflict if their bounding
boxes intersect. An example of this is in Figure 4 (left)
for a 2-D scatterplot. Here the bounding boxes for the
cyan and magenta clusters do intersect. Here we define
the weight, wi j, as 0 if the bounding boxes of Ci and Cj

do not intersect; otherwise wi j is the ratio of the volume
of the overlap between the two bounding boxes over the
minimum of the volume of Ci’s bounding box and the
volume of Cj’s bounding box. For 2-D, bounding boxes are
axis-aligned rectangles. Bounding boxes appear to work well
for elongated clusters (see Sections 3.1 and 3.2).

D2

D0

D2

D0

Figure 4: [2] D0D2 Scatterplot with centroids (orange),
bounding box conflict detection (left), and centroid-radius
conflict detection (right) for each cluster in Figure 2

2.3.2 Centroid-Radius Method. Another method is our
centroid-radius approach, which yields a shape centered at
the centroid of the cluster. For 2-D with L1 distance this
constructs a diamond shaped region (square rotated by 45
degrees). For 2-D with L2 distance, we obtain a circular
region. For 2-D with L∞ distance, we have an axis-aligned
square. The centroid-radius (r′i) of cluster Ci is defined as
the maximal distance between the cluster’s centroid b′i, and
all points in the cluster. We consider two clusters Ci and
Cj, with centroids b′i and b′j, are not in conflict if r′i + r′j <

Di j, where Di j =

∥
∥
∥b′ib

′
j

∥
∥
∥. We therefore define the weight,

wi j, as 0 if r′i + r′j < Di j, and ((r′i + r′j)/Di j)−1 otherwise.
Figure 4 (right) is a projection of a 3-dimensional, 15-cluster
data set onto the D0D2 plane. Here we see that a conflict
between the cyan and magenta clusters has been detected,
using L2 distance. We also see a “false positive” conflict
between the blue and cyan clusters. This conflict detection
method appears to be more appropriate for globularly shaped
clusters (see Sections 3.1 and 3.2).

2.4 Partition Data Set (adapted from [2])

Given a conflict graph for a data set, we then apply a
graph coloring method to the conflict graph. Based on the
coloring results we partition the data set so that within each

partition all of the elements correspond to vertices of the
same color. The number of partitions (visualization views) is
therefore the number of colors in the colored graph. Even for
simple conflict detection methods like those in Section 2.3,
but with a polynomial-time distance measure such as L1 or
L∞ (avoiding irrational numbers), conflict-free partitioning
is NP-complete, as we show below. In such cases, graph
coloring heuristics are appropriate (Section 1.2.4).

Lemma 2.1: Separating the clusters into the minimal
number of conflict-free partitions is in NP when polynomial-
time cluster overlap detection is used.

Proof: Posed as a decision question: “Does there exist
a partitioning of the clusters into at most n sets such that
the clusters do not overlap within any of the sets?”. Given
a family of sets, it may be verified to include all of the
clusters in their union in polynomial time. Within each set,
we assume that it may be verified in polynomial time that
all of the clusters are pair-wise without overlap. With this
caveat a proposed solution to the partitioning problem can
be verified in polynomial time.

Lemma 2.2: Partitioning the clusters into the minimal
number of conflict-free partitions is NP-hard for our bound-
ing box and centroid-radius conflict detection methods, using
L1 or L∞ distance.

Proof: A polynomial time reduction from the well-
known NP-complete graph chromatic number problem (see
Section 1.2.4) [27] is shown below. Given an undirected
graph G = (V,E), where |V | = d, construct a data set
in d-dimensional space as follows: For each vertex vi,
a reference point (not part of the cluster) is defined as
(0, . . . ,0,1,0, . . . ,0), where all components except the i th

component are zero. A cluster of data points is constructed
by placing a point ± 3

8 from the reference point in all d
dimensions. For each vertex v j, j > i, that is adjacent to
vi, 7 additional points are placed along the line segment
connecting the reference points for cluster Ci and cluster Cj.
These 7 points are members of cluster Ci and are 1

8 , 2
8 , . . . , 7

8
of the way along the line segment connecting the reference
points of Ci and Cj. Let p denote the point of Ci closest to
Cj. Using bounding box conflict detection and either L1 or
L∞ distance, p is on an edge of Ci’s bounding box, and is
inside the bounding box of Cj, causing Ci to conflict with
Cj. Using centroid-radius conflict detection and either L1 or
L∞ distance, Ci also conflicts with Cj. For example, in 2-D
with L1 distance, r′i + r′ j > Di j, yielding conflict. By this
construction, clusters Ci and Cj conflict if, and only if, there
was an edge adjacent to vertices vi and v j. This polynomial
time reduction places our problem in the class NP-hard.

The two possible arrangements for a graph of order
(cardinality of the vertex set) 2 are shown in Figure 5. The
left shows the two clusters created if the two vertices are
not adjacent (in the graph E2). The right image shows the
cluster constructed when the two vertices are adjacent (in
the graph P2). In each image, the reference points are shown
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as open circles. Each division of the grid is 1
16 of a unit.

(0,1)

(1,0)

(0,1)

(1,0)

Figure 5: [2] Clusters created for E2, right for P2.

Following immediately from Lemmas 2.1 and 2.2:
Theorem 2.1: Partitioning the clusters into the minimal

number of conflict-free partitions is NP-complete for our
bounding box and centroid-radius conflict detection meth-
ods, using L1 or L∞ distance.

3. Results
3.1 Data Sets

Our 23 data sets’ dimensionality varies from 3 to 13.
Sixteen of our 23 data sets were generated artificially by
adding points normally distributed about either: 1) a central
point to form 8 globularly shaped data sets ([31][2]) with
8 to 12 dimensions, 5 to 8 clusters, and 600 to 106 points
(to illustrate scalability), or 2) a line segment to form 8
elongated data sets [2]. The artificial clusters tend to be con-
vex and pairwise separable by a hyper-plane. Additionally,
7 data sets were selected from the UCI Machine Learning
Repository [23] and are summarized in Table 1.

3.2 Partitioning Results
In our experiments 2-D scatterplots were generated us-

ing orthographic projection with D0D2 axes. As expected,
clustering quality in the unpartitioned visualization space is
almost always at most as good as that of the data space,
and separating overlapping clusters in the visualization space
into multiple views almost never negatively affects quality.
The two graph coloring heuristics are sufficient, in all but
one of our test cases, to optimally partition the clusters into
multiple views without additional transformations and/or
visualization selection. Below we summarize results for our
artificial data sets; for more detail see [2]. We do give
detailed results here for the UCI data sets (Tables 1, 2).

For the elongated data sets with bounding box conflict
detection method, experiments were performed using τ =

0.1,0.01 and 0.001 [2]. The value 0.01 was selected since the
other values produced either (subjectively) too many or too
few visualizations. Since minwi j ≤ τ ≤ maxwi j (where i, j
range over the cluster indices), it may be useful to try several
values for τ within this interval to produce an acceptable

number of visualizations. Figure 4 shows centroids and
bounding boxes for the 15 clusters for elongated data set
8 (from Figures 1 and 2). Note that several of the bounding
boxes have a slight overlap. Using τ = 0.01, we obtain the
conflict graph in Figure 6. Figure 7 shows the 4 resulting
views that show all clusters without overlap. The conflict
graph contains a 4-clique: {brown, magenta, cyan, lime}.
Since there are no cliques of size greater than 4, the lower
bound on χ of 4 matches the number of views and therefore
the number of views here is optimal. For all of our elongated
data sets the number of views is optimal. The partitioning
process shows an improvement in both cluster quality indices
for all data sets. Very low Dunn index values are consistent
with cluster overlap in the visualization space. Each of these
data sets required at least two views.

black

red

blue

cyan
magenta

brown

orange

lime

olive

violet

teal

purple
pink

green

orangered

Figure 6: [2] Conflict graph for 4 colors for elongated data
set 8, τ = 0.01, from Figure 4

D2

D0

D2

D0

D2

D0

D2

D0

Figure 7: [2] The 4 visualization views required to show all
clusters in elongated data set 8 without overlap
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For the globular data, centroid-radius conflict detection is
used. Clustering quality for the data space has high Dunn
index and low Davies-Bouldin index values [2], suggesting
well-separated clusters. There is an improvement in both
indices, except for data sets 2 and 6, where the clusters were
already well separated and one color was sufficient to color
the graph. For all of the globular data sets the graph coloring
heuristics produced an optimal number of views because the
lower bound on χ was achieved. This holds even for globular
data set 8, which contains 106 data points, illustrating the
scalability of our approach.

For the UCI data, Table 1 shows clustering quality for
unpartitioned data in the visualization space, whereas Table 2
presents results for the partitioned data. Table 2 gives the
number of partitions (colors) using bounding box conflict
detection, number of colors using, from Section 1.2.4,
MAXIMAL-DEGREE-COLORING (Δ) or COLORING-
BACKTRACKING (Backtrack), and clustering quality for
the data partitioned into multiple views. Here the "Mean"
column is the average of each index over all resulting
views where the index can be calculated. The abalone UCI
Machine Learning dataset (29 clusters) showed the great-
est quality improvement when partitioned into 19 separate
views. For the glass data set the 6 clusters were partitioned
into 4 views consisting of 2 views of 2 clusters each, with the
remaining 2 clusters in separate views. The seeds and stones
data sets did not require any partitioning, as one color was
sufficient. For the abalone data set, it was determined by
inspection that the clique number is at least 3. For all of the
other UCI data sets, the clique number was determined and
the graph coloring heuristic produced an optimal number of
views because the lower bound on χ was achieved.

Table 1: UCI Data Sets [23][2] - D0D2 scatterplots, un-
partitioned data, Dunn and Davies-Bouldin (D-B) indices
(extended from [2] to include wine data set)

Data space Visualization space
# d k n Dunn D-B Dunn D-B

Abalone 9 29 4178 0.018 8.716 0.000 27.663
Flea 6 3 74 0.236 0.895 0.045 1.132
Glass 9 6 214 0.022 4.421 0.000 4.326
Olive 9 9 572 0.036 2.474 0.000 3.250
Seeds 7 3 210 0.082 0.909 0.000 0.568
Stones 8 4 73 0.100 1.404 0.000 1.510
Wine 13 3 178 0.189 1.328 0.005 1.749

In Section 1.2.1(c) we observed that some measures of
cluster separation in scatterplots, although they might not
completely separate clusters, can be good starting points
in our conflict-free partitioning framework. As an example,
in Figure 8 we use a 2-D scatterplot for the wine UCI
dataset, with dimensions alcohol (D0) and flavanoids (D6).
According to Sips et al. [21], this projection is well-rated
using the Distance Consistency measure. This projection
is particularly interesting because Sips et al. [21] related
good Distance Consistency ratings to good views selected by

Table 2: UCI Data Sets [23][2] - D0D2 scatterplots, parti-
tioned data, bounding box conflict detection, lower and upper
bounds on chromatic number χ , number of colors from
the 2 heuristics, Dunn and Davies-Bouldin (D-B) indices
(extended from [2] to include wine data set)

Number of colors Mean
# k χ ≥ χ ≤ Δ Backtrack Dunn D-B

Abalone 29 ≥ 3 19 19 19 0.124 0.743
Flea 3 2 2 2 2 0.260 0.956
Glass 6 4 4 4 4 0.244 0.601
Olive 9 7 7 7 7 0.137 0.416
Seeds 3 1 1 1 1 0.000 0.568
Stones 4 1 1 1 1 0.000 1.510
Wine 3 3 3 3 3 N/A N/A

D6

D0

Figure 8: Scatterplot of Wine data with Alcohol (D0) and
Flavanoids (D6) dimensions.

humans to provide some user validation. The black and blue
clusters are well separated (zero overlap) using bounding
box conflict detection. The red cluster overlaps with both
the black and the blue clusters, but a human can see that
the red cluster is mostly in the lower left. For τ = 0.01 two
views are produced. Using τ = 0.65, one color is sufficient
(and matches the lower bound).

4. Conclusions
We presented a general visualization framework for par-

titioning clustered data into multiple visualization views.
The process creates a conflict graph for the clusters, then
invokes graph coloring to partition the clusters into multiple
views. Our framework is flexible, allowing different methods
for different visualizations, clustering quality assessments,
conflict detections and graph colorings. We illustrated the
use of the framework via 2-D orthographic scatterplots, the
Dunn and Davies-Bouldin cluster quality metrics, bounding
box and centroid-radius conflict detection, and two heuristics
from the graph coloring literature. In particular, we demon-
strated potentially powerful synergy where good scatterplot
selection from the literature may be a starting point for futher
improvement within our framework.
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Our experiments use 23 data sets. Some are from the UCI
machine learning repository [23] and others are artificially
generated. One contains 106 data points to illustrate the
scalability of our approach. The dimensionality varies from 3
to 13. The graph coloring heuristics we use are sufficient, in
all but one of our test cases, to optimally partition the clusters
into multiple views. This is despite the NP-completeness
of a version of the multiple visualization problem, whose
intractability we establish. Changes in cluster quality values
suggest that the partitioning is operating as expected.

A few areas of future work are suggested by these
findings. For the wine UCI data set, an alternative method
of conflict detection might replace ratios of areas with the
ratio of the cardinality of data points in the intersection over
the cardinality of the cluster. The graph coloring heuristics
tend to place as many vertices as possible in the early
color classes (Figure 7). The use of an equitable color-
ing [32] method may alleviate this behavior at the expense
of additional color classes. Another alternative may be to
redistribute some of the clusters from one view to another.
Processing the data set in the data space and identifying a
clique cover [33] in the conflict graph may allow the choice
of a different visualization for each clique. Although the
paper uses 2-D orthogonal scatterplots, the framework can
be used with 3-D scatterplots and several other types of
visualizations. In [2] conflict detection methods for radial
visualization and parallel coordinates were introduced and
used within the framework; further development along these
lines is another avenue for future work.
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Abstract - A major challenge for Augmented Reality (AR) in 
real life maintenance is varying lighting conditions. This 
research developed a novel registration technique to use AR 
effectively in real life lighting conditions, where registration 
is the accurate alignment of real and virtual images. The 
study has demonstrated that the registration technique can 
register shiny samples and implements image enhancements 
on dim samples within a Non-Destructive Testing 
environment. The experimental set-up included recognition 
efficiency testing on shiny and dim samples. A detailed 
aerospace maintenance case study has been used to validate 
the registration technique. The results show the duration of 
registration reduced and the accuracy improved for both 
shiny and dim samples. 

Keywords: Augmented reality, registration, maintenance, 
machine learning,  

 

1 Introduction 
 Maintenance involves a range of preventive and 
corrective actions taken to sustain and enhance the use of 
equipment [1]. These actions are typically dependent on pre-
defined procedures according to the maintenance task. In this 
process, maintainers can have training requirements and may 
need assistance during maintenance interventions [2]. 
Reducing the cost and duration of maintenance are commonly 
referred targets [1; 3]. There are a number of characteristics of 
maintenance that promotes the use of AR, including [4]: 

• Use of standardized procedures. 

• Maintenance refers to data usually available on bulky 
manuals (e.g. AR allows an easy access to technical 
documentation without using paper manuals).  

• Maintenance is often carried out “in the field”. 

 In terms of AR applications good potential has been 
realised in areas such as: a) user interfaces, which can be 
rendered in a ubiquitous manner that can train maintainers and 
deskill maintainer tasks, and b) maintenance data logging and 
management that allows remote collaboration [5]. Within the 

remote maintenance context, AR allows combining the 
maintainers real vision with an ‘expert’ located at distance and 
overlaying useful information to assist with providing warning 
signs, interact with 3D models, diagnosing faults, assist with 
performing unfamiliar maintenance tasks and even giving 
maintenance task instructions [6]. The remote maintenance 
can be facilitated with graphics, video, and audio. 

 Application of AR is largely still at the prototype stage 
and has typically not achieved wide adoption in industry [6]. 
There are a number of challenges faced in real life application 
of AR including registration, latency, calibration and human 
factors [7]. Registration refers to the accurate alignment of real 
and virtual images when the user moves his/her head or 
viewpoint [7]. If we assume the position of the sensor relative 
to the display is fixed, registration may be split into two parts: 
accurately calibrating each eye’s display relative to the 
sensor, and accurately tracking the sensor’s position. In the 
case of tracking there is a reliance on various s ensors 
integrated in the registration system. Therefore, registration 
includes calibration and tracking. A potential drawback for 
some sensor-based methods for real life maintenance is that 
the equipment may be attached to the user at all times [6]. In 
contrast, the vision-based approaches can take a sensor-less 
approach for registration [7]. Though, these methods 
commonly face a lack of robustness [10]. Some of the key 
drivers for the registration challenges for vision-based 
systems include: varying lighting conditions, reflections, 
shiny surface, shadows, dust, dirt, rust, etc [10]. Accordingly, 
this paper focuses on offering an innovative registration 
approach for shiny and dim surfaces, applied in a system for 
delivering real life maintenance. 

1.1 Structure of paper 
 The paper is structured as follows: Section 2 provides an 
overview of the proposed registration system. Subsequently, 
Section 3 covers the experimental set-up for the system. 
System 4 presents the experimental results for registration 
approach. Section 5 provides the conclusions and future 
work. 
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2 The proposed registration system 
 The registration system that is presented in this paper 
relies on machine learning algorithms that aim to enhance the 
ability to register different types of material with varying 
surface characteristics (e.g. shiny vs dim).  

2.1 AR assisted inspection for aircraft 
maintenance 

 An AR assisted inspection system was developed to 
guide with maintenance activities for aircraft engine. The 
unique feature of the system is the adaptive AR registration 
capability for shiny and dim samples in Non-Destructive 
Testing (NDT) processes. These characteristics are significant 
drivers in NDT [11]. The system can also be controlled by an 
expert or skilled team that can be remotely connected to the 
cloud. Two stories were created with regards to AR for the 
aircraft maintenance case study:  

• Checking the jet engine fan blade from a remote distance 
using a tablet. This logic was illustrated through a 
storyboard as represented in Figure 1. The figure 
shows that the use case relies on checking damage 
size and type using 3D and infrared to report an 
outcome. The registration technique is applied to 
enhance the ability to align the virtual and real 
objects for different sample types.  

• Using wearable glasses to lead and supervise the repair 
process. 

Figure 1 presents the scenario where an expert is working on 
a mobile tablet from a remote distance. The steps include:  

� Step 1: The mobile tablet connects to the robot in a 
particular area for the aircraft that needs to be tested. 

� Step 2: After the robot finishes registering the 
degradations of interest, a real view of the engine 
appears enhanced by the number of things in need of 
repair, either as warnings or recommendations on the 
specific component from past knowledge.  

� Step 3: Clicking on any issue gives important data 
associated with that issue, e.g.  damage type and size.  

� Step 4: For more details, like the 3D view, there is an 
ability to show required data at specific locations. 

� Step 5: An additional function displays the damage 
type in detail including primary and secondary 
damage. 

� Step 6: Option to have a full technical report sent after 
manual maintenance, automatic maintenance or both. 

 

 

Figure 1. Storyboard AR assisted remote maintenance 

The data related to the registration system is presented 
through a sequence of steps followed as listed below:   
 

• The connecting infrared camera takes a shot that 
consist of significant images during a period of time 
in RAW file. The infrared camera needs to connect 
and perform simultaneously with the flash to provide 
the required heat. 

• Using image analyser methods the 2D and 3D images 
are generated with some technical details like 
damage size and type. 

• Develop a database for the materials, registered for 
future machine learning that can be used for AR. 

 
2.2 The registration system 
 A mobile robot was utilised to help the inspection of 
aircraft engine blades in a faster and more effective manner. 
The registration system is demonstrated in Figure 2, (Double 
Robot – telepresence robot) consists of a motherboard (CPU), 
batteries, moving motor and wheels. Furthermore, the 
following hardware was integrated into the robot to enable the 
registration and AR function: flash device, infrared camera, 
RGB Camera, and two open slots. The flash device provides 
heat to the surface so that the infrared and RGB cameras 
recognise the damages (e.g. cracks, air gapes and 
delamination on the blade surface) and provide the live 
streaming used for the registration and AR technology. There 
are two open slots that could be used for ultrasound laser 
inspection and/or a snake camera (RGB) depending on the 
quality of the result needed in the inspection. 
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Figure 2. Mobile registration system 

 Developing the adaptive registration technique 
required robust capture of images and powerful 
development in computer vision in order to understand 
what happens in front of the camera. A significant number 
of software applications were utilised for this project; 
where the main algorithms are open-source software, called 
IDEA, developed in Matlab. This focuses on analysing the 
data coming from infrared and RGB cameras. Some of the 
software, scripts and libraries are OpenCV, images, object 
recognition libraries and external support libraries for 
Matlab. OpenCV was considered as it offers one of the 
best programming libraries to provide a real-time analysis 
and recognition of the environment surrounding the 
camera [14]. Also, TeamViewer was used for remote 
maintenance. As it is open-source, anyone can use and 
upgrade it in a manner appropriate to the maintenance field. 
Figure 3 demonstrates a real life picture of the architecture 
of the registration system using the Double Robot.  

The process for how the data flows is as  follows: first 
the data enters the maintenance cloud to be analysed, 
processed, stored, disseminated and backed up; then it 
flows to the operations platform, which is designed  to 
handle the amount of data required to display it on the data 
presenter. Moreover, to have a full AR control there will be 
an interaction between the operations platform and data 
controller as the data moves through the data presenter. If 
needed, if one must customise McRobot with regard to 
gathering data, there is a function on the  controller that 
works as a bridge between the operation platform and the 
maintenance cloud. This controller manages the position of 
taking images and helps to concetrate in a particular area. 

As McRobot is an open source robot any plugin added to 
the robot can be controlled by the controller as well. For 
example, if a camera plugged into McRobot, the movement 
and area of inspection for the camera can be monitored 
remotely through this controller.  

 

Figure 3. Architecture of the registration system 

 A markerless 3D registration approach was adopted, 
which is one of the most advanced optical registration 
approaches. This helps to determine the “real” measures in 
relation to the “visuals” by detecting the spatial properties 
of objects (including location in relation to camera and 
other objects). This involved building a map of 3D 
distinctive features (e.g. point descriptors). In this process 
the authors ensured that the 3D object had sufficient 
visual features. The process for the overall registration is 
demonstrated in Figure 4.    

 

Figure 4. Overview of the process for registration 
 

Mobile  
robot 

Camera 
Sample  

Algorithm 
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The algorithm developed in Matlab is used for the 
registration process. The algorithm was based on the 
Cascade Classifier developed by Intel [10]. This included:  

� Train cascade object detector model 
� Image category classification using bag of features  
� Vision cascade object detector system object 

 
The developed algorithm focuses on supporting the 

registration process with shiny and dim real-world samples. 
This applies machine learning and relies on the changes in 
the sample surface by collating a large number of samples 
without damage including dissimilar angles and various 
lighting conditions. The same happens for damaged 
images, so a database was built with the classified location 
of damages. Using that database, the algorithm helps to 
learn from the past and analyses the current damages. The 
algorithm helps with improving: the time it takes for 
registration and the range of coverage. Furthermore, a timer 
was designed for the inspection to automate registration.  

2.3 Overview of proposed innovation  
 

The hardware solution of McRobot was designed 
according to the aerospace requirement to provide all NDT 
tools in one device that could be automated to do the 
inspection and be customised as needed. Solving the 
problem of big data and data processing, the cloud 
handled central processing, storing, managing and 
connecting the whole software life cycle. Open-source 
inspection software was updated and tested with AR to 
satisfy the aim of this paper. Remote connection to stream 
augmented information was tested and evaluated, even 
though there are some disadvantages to distant networks, 
like lags, speed, and security. Nevertheless, these 
drawbacks can be avoided through private cloud in future.   

3 Experimental set up 
 
 The developed registration capability was tested on 
shiny and non-shiny/dim fan blade composites. The shiny 
sample was made of carbon fibres as shown in Figure 5a. The 
dim sample is cross-woven carbon composite laminate, as 
shown in Figure 5b. 

 

           Figure 5. a) Shiny sample; b) Non--shiny sample. 

A set of tests were designed to measure the efficiency of 
the registration method across a number of aspects for 
both the shiny and non-shiny samples. These tests 
involved counting the number of correct and flawed 
recognitions over a period of time while the camera is 
moved in a pre-defined manner. All data surrounding and 
including the experiments was recorded to make sure these 
experiments are repeatable in similar conditions. The 
following presents an overview of the tests conducted: 

1. The demand experiment counted the number of seconds and 
damages simultaneously to compare the performance of 
the algorithms and functions used.  

2. The diagnostic testing focused on the size and location of 
the damages, which was recorded as part of this 
experiment to be analysed, compared, and validated.   

3. The objective of the registration test was to determine where 
the camera for image recognition needs to be located and 
to test the relationship between the machine learning 
distances. This evaluation was done with both fixed and 
stable camera locations that would allow an observer to 
have a full view of the plant.    

 

4 Experimental results 
 This section presents an overview of the 
experimental results by covering the registration 
effectiveness and the machine learning capability.  

4.1 Registration effectiveness 
 
 In order to conduct the experiments, the first step 
involved registering the location and calculating the size of 
the objects to be enhanced. Subsequently, the locations 
were learned or recognised from multiple tests using 
OpenCV libraries. Then the size of the damage to enhance 
at the surface of samples was calculated to align the real 
world and the virtual object. The final step involved 
tracking the points detected (e.g. location of damages) and 
sizes calculated for the composite surfaces. 

 
4.2 Machine learning investigation results 

 A library of images was developed to learn from existing 
shiny and dim samples and to build comparisons. As part 
of the experiment, the developed software compiled 250 
images from  samples with damages  for the damage area 
from different angles and light positions and 200 images 
from non-damage samples from diverse angles and bright 
positions. There is no limit as to how many images can be 
collected, though the specified amounts were considered 
to be feasible. Furthermore, a larger number of images for 
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damaged samples were collected because they required 
gathering more images from the surface. 

 Figure 6a, b, and c show the damage investigation on a 
test of 60 seconds by moving the two shiny samples in 
front of the camera. This sequence of the experiment 
included: 1) test damaged sample, if yes, the damage was 
detected and counted, 2) test non-damaged sample, if yes 
then no damage was detected, 3) validate that it can still 
detect damage on original sample, if yes, whether it still 
correctly detects damage. The tests were conducted in the 
same lighting conditions and the figure demonstrates the 
shiny and dim nature of the materials. There was no 
reflection from the flash device. In the first instance, the 
sound sample (with damage) ‘S’, and the first damage was 
detected and highlighted the number of damages found. 
Then, moving to the non-sound, ‘NS’, sample no damages 
were detected on it. Finally, testing on a sound sample ‘S’ 
with more than one damage was calculated (The test was 
done at the AR-Lab at Cranfield University, 11:30 p.m., 21°C 
and at 50 % of humidity). In Figure 6 all the green dots are 
measurement points overlaid on to the real sample and the 
large yellow square presents the identified number of 
damages (e.g. in Figure 6a the damaged sample contains 
one damage compared to 2 in Figure 6c).  

 
Figure 6. a) Sample with one damage; b) Sample with no 
damage; c) Sample with two damages.  
 
4.3 Outcomes of the proposed process 
 A test was developed to measure the efficiency of the 
registration method. The tests were done four times for each 
sample type, and every test lasted 60 seconds with the camera 
moving at 90o angle base to simulate a real investigation 
scenario. Tests were conducted in relation to the registration 
duration, and registration distance. 

 Table 1 demonstrates the results across the shiny and 
dim samples. Overall across the 4 tests the shiny sample 
was on average 1.6 seconds quicker to register than the 
dim sample. Also, the registration durations were reduced 
for both samples from the first to the fourth test, which 
implies that the registration system is learning. All samples 
were taken from a height of 297 mm with the same light and 

environmental conditions. The results in test 4 show that 
the dim sample provided greater distance (between 48 and 
248 mm) than the shiny sample.  

Table 1 Tests for registration duration and distance 
 

 Registration  duration 
results  

Registration distance 

Test Shiny Dim Shiny  Dim 
seconds Seconds Mm Mm 

1 1.51 3.29 594 ± 50 
 

742.5 ± 50 
 1 Damage 1 Damage 

2 1.97 3.37 592 ± 50 
 

741 ± 50 
 2 

Damages 
1 Damage 

3 1.72 3.32 594 ± 50 
 

742 ± 50 
 1 Damage 2 Damages 

4 1.46 2.90 593 ± 50 
 

742.4 ± 50 
2 

Damages 
2 Damages 

 
An examination test was developed to measure the 

accuracy of the machine learning investigation method by 
counting the number of correct and noise registration for 
both shiny and dim samples; as represented in Table 2. 
Noise was considered when the registration was 
inaccurate. The tests were conducted four times for each 
sample type, and every test lasted 60 seconds with the 
camera moving at 90o angle base to simulate a real 
investigation scenario. Across  the tests the number of 
noise and correct registration were observed, where the 
number of ‘noise’ items decreased for both samples. This 
demonstrates the machine learning process increased as 
the tests progressed. 

Table 2 Tests for registration accuracy 
 

Test Shiny Dim 
Correct Noise Correct Noise 

1 2  2 3 1 
2 2 1 3 0 

3 3 1 5 0 
4 2 0 6 0 

After developing the ability to register the damage on 
dim and shiny samples, the capability to enhance infrared 
images became easier and more practical. The only new 
method was calculating the size of the enhanced image 
related to the distance from the sample surface. The 
infrared images were generated from the same software 
(IDEA) after analysing the raw files. Figure 7a shows the 
enhancement result for the infrared image on a dim sample. 
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The infrared image is only a demo image, not the actual 
damage image, and represents the demonstration of AR. 

 

Figure 7. a) Image enhancement on dim samples; b) 3D 
enhancement on dim samples  

The same technique of using image enhancement was 
used in 3D enhancement. These images were generated 
from the IDEA software by analysing the infrared images 
and the raw files together (as shown in Figure 7b) and the 
AR was utilised on each sample. In this process the 
alignment with a virtual object was also a target. The same 
method was used to calculate the size based on the 
distance moving on the sample surface. The developed 
software solution allows sharing these images with a 
remote partner as covered in Figure 1.  

 
5 Conclusions and future work 

An open-source hardware and software system was 
developed to assist with registration challenges in AR 
within a real life remote maintenance context. The novelty 
of the paper is two folds: a) a learning based adaptive 
registration technique for AR has been developed for 
shiny and dim samples, and b) the designed mobile system 
for inspection of real life maintenance. The developed 
registration approach was tested in a real life aerospace 
maintenance context on shiny and dim samples of fan 
blades. Relevant NDT tools have been used in an 
integrated mobile robot. The tests for the novel learning 
based registration technique demonstrate:  

• Light reflection on shiny materials may give the RGB 
camera a shorter timeframe for AR registration of 
damages than dim materials. 

• The distance for damage registration depends on the 
distance from the initial learning point and the light 
reflected angles. 

• The dim materials are more recognisable than shiny 
materials from further distance. 

• The registration of shiny sample can be quicker than the 
dim case. 

• Image enhancements and 3D enhancements offer 
opportunities for better inspection times and 

understanding of the maintenance damage type, 
location and size. 

 
As registration algorithms improve there is an expectation 

that inspection processes can be automated to assist remote 
real life maintenance.  
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Abstract � Reconstruction of uniform sampling from 
nonuniform sampling using the DCT is described.  It was 
shown by experiment that the reconstruction using the DFT of 
the symmetrically extended sequence improved the 
performance greatly as the symmetric extension avoids 
discontinuity that adds high-frequency content [1].  The DCT 
of a sequence is equivalent to the DFT of the symmetrically 
extended sequence. In this paper, the relationship between the 
DCT of a uniformly sampled sequence and the DCT of a 
nonuniformly sampled sequence is obtained.  Using the 
relationship an algorithm to reconstruct uniform sampling 
from nonuniform sampling has been developed.
 
Keywords � uniform sampling, nonuniform sampling, DFT, 
DCT

I. INTRODUCTION

Reconstruction of a uniformly sampled sequence from a non-
uniformly sampled sequence using the DCT is described in 
this paper.  Computing the DFT of a signal is the same as 
computing the Fourier series coefficients of the periodically 
extended signal.  If the extended signal has discontinuity at 
the junction of extension, it will unduly add high frequency 
content and increase the bandwidth of the extended signal 
especially when the signal is very short. 

To prevent such discontinuity, the symmetric extension has 
been considered [1].  It has been shown by experiment that the 
reconstruction using the half-sample symmetric extension 
performed the best.  Instead of using the DFT of the 
symmetrically extended signal we propose to use the DCT for 
the reconstruction.  Because DCT does not need doubling of 
the sequence length and complex operations, the new method 
requires less computational complexity and would be more 
desirable.  Out of four possible DCT techniques we used the 
DCT-2 [2].  The DCT-2 of a sequence is identical to the DFT 
of the half-sample symmetrically extended sequence. 

The paper is organized as follows.  In section II, the 
relationship between the DFT of a uniformly sampled 
sequence and the DFT of a nonuniformly sampled sequence is 
obtained and the perfect reconstruction condition is explained.  
In section III, the relationship between the DCT of a uniformly 
sampled sequence and the DCT of a nonuniformly sampled 
sequence is obtained.  From the relationship, the formula to 
reconstruct the DCT of the uniformly sampled sequence from 

the DCT of the nonuniformly sampled sequence is derived 
when the nonuniform sampling ratios are known.  In section 
IV, reconstruction experiments are presented.  Finally, a 
conclusion is made in section V. 

II. RELATIONSHIP BETWEEN UNIFORM SAMPLIG AND 
NONUNIFORM SAMPLING

Uniform sampling means that a continuous-time signal, x(t), is 
sampled uniformly at t = 0, T, 2T, �, (N�1)T where the 
sampling interval or period, T, is constant.  Nonuniform 
sampling means that the sampling interval is not constant as 
shown in Fig. 1.  Throughout this paper we assume that the 
number of samples taken between 0 and NT [s] is N for 
nonuniform sampling so that the average sampling interval is 
T.  The nonuniform sampling ratios, �n, are assumed to be 
known parameters. 
 

 
Fig. 1.  Uniform and nonuniform sampling.  T is the sampling interval 

for uniform sampling, �n is the nonuniform sampling ratio, 
and N is the number of samples. The periodic signal xp(t) is 
obtained by extending x(t) periodically with the period of NT. 

 
 
Let xp(t) be the periodic signal that is obtained by periodically 
extending x(t) with the period of NT [s] where N is an odd 
integer.  When N is even, a similar procedure can be followed.  
The periodic signal, xp(t), will have its Fourier series with the 
fundamental radian frequency of 2��NT [rad/s] as shown in 
equation (1) if the periodically extended signal has no 
harmonics greater than (N�1)/2: 
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where Fk are the Fourier series coefficients and 1j � �  . 
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If N samples of xp(t) are taken uniformly between 0 and NT 
with the sampling interval, T, then equation (1) becomes 
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Because xp(t) is identical to x(t) for 0 �� t < NT, equation (2) 
can be rewritten as a sequence 
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Now equation (3) can be rewritten as 
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Let us define the vectors as follows. 
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From equation (4), one can show that x can be expressed in 
terms of a linear combination of wk’s so that 
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Now X(k)�N in equation (8) is the wk component of x.  The 
X(k)�N can be computed by the projection of x onto wk so that 
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where the superscript * denotes the complex conjugation 
transpose.  Equation (9) is known as the DFT formula: 
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By plugging x(n) of equation (4) into equation (10), one 
obtains  
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If N samples are taken nonuniformly between 0 and NT, the 
expression of the nonuniformly sampled sequence becomes 
 

 	 

1

22 ( )

1
2

( ) ( ) n

N

jk n T
NT

p n k
Nk

x n x n T F e

�
)

��

�
��

� � � � ��  (12) 

 
where �n are termed the nonuniform sampling ratios.  
Equation (12) can be rewritten as 
�
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By replacing n in the exponent inside the brackets in equation 
(11) with n+�n or by plugging equation (13) into equation 
(10), the DFT of the nonuniformly sampled sequence is 
expressed as follows. 
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The order of the summations in equation (14) can be reversed 
so that 
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Reconstruction of uniform sampling from nonuniform 
sampling using the DFT is as follows.  First, find the DFT, 

( )X k� , of the nonuniformly sampled signal, ( )x n� .  Second, 
estimate the DFT, X(k), of the uniformly sampled signal using 
the relationship in equation (15).  Finally, reconstruct x(n) by 
taking the IDFT of the estimation of X(k) [1].   

When N is odd, for perfect reconstruction the highest 
harmonic of xp(t) should not be greater than (N�1)/2.  When N 
is even, for perfect reconstruction the highest harmonic of xp(t) 
should not be greater than N/2.  In other words, for perfect 
reconstruction using the DFT the bandwidth of xp(t) should be 
less than �/T [rad/s] (which is N/2 multiplied by 2�/NT). 
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III. RECONSTRUCTION USING DCT

The following continuous-time signal is considered in this and 
the next sections. 
 
 0.1( ) cos(0.2� ) ( )tx t e t u t��  (16) 
 
where u(t) is the unit step function.  The sampling interval T = 
1 [sec] and the number of samples, N = 8. 
 As shown in the previous section, computation of the DFT of 
a sequence is in fact the same as computing the Fourier series 
coefficients of the periodically extended signal.  The periodic 
extension is shown in Fig. 2 (a).  Note that there is 
discontinuity at the junction of extension.  This discontinuity or 
sudden jump unduly adds substantial high-frequency contents 
and hence increases the bandwidth of the extended signal. 
 

 
Fig. 2. Extension of 0.1( ) cos(0.2� )nx n e n��  for 0 ��n ��7 using 
 (a) periodic extension  (b) half-sample symmetric extension 

followed by periodic extension. 
 
 

To prevent such discontinuity, symmetric extension is used.  
It was shown that the half-sample symmetric extension 
performed the best for the reconstruction using the DFT [1].  
The half-sample symmetric extension is shown in Fig. 2 (b).  
Instead of using the DFT of the symmetrically extended signal 
we propose to use the DCT for the reconstruction.  The half-
sample symmetric extension corresponds to the DCT-2 [2].  
Suppose a continuous-time signal, x(t), is sampled at t = 0, T, 
2T, 	, (N�1)T where T is the sampling interval.  The DCT of 
the uniformly sampled sequence, x(n), for n = 0, 1, 2, 	, N�1, 
is given by 
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where 
(0) = 1
N  and 
(k) = 2

N for k = 1, 2, 	, N�1.  

The IDCT is given by 
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By plugging x(n) of (18) into (17), one obtains 
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Suppose the signal is nonuniformly sampled so that the 
nonuniformly sampled sequence is given by (as in (12)) 
 
 	 
( ) ( )nx n x n T� ���  for n = 0, 1, 2, 	, N�1.  (20) 
 
By replacing n inside the brackets in (19) with n+�n, the DCT 
of the nonuniformly sampled sequence is expressed as 
follows: 
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The order of the summations in (21) can be reversed so that 
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 for n = 0, 1, 	, N�1, (23) 

 
then equation (22) becomes 
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where the sequence {R(0, m), R(1, m), 	, R(N�1, m)} is the 
DCT of the sequence {r(0, m), r(1, m), 	, r(N�1, m)} for m = 
0, 1, 	, N�1.  
In matrix form, equation (24) becomes 
 
 dct dct�X RDX�  (25) 
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diag (0), (1), ( 1)N� � � � �D � . 
 
By performing the following matrix computation, the DCT of 
the uniformly sampled sequence can be reconstructed from the 
DCT of the non-uniformly sampled sequence. 
 
 	 
 1

dct dct
�

�X RD X�  (26) 
 

IV. EXPERIMENTAL RESULTS

For our experiment, the signal of equation (16) is sampled 
nonuniformly.  Statistically independent zero-mean Gaussian 
random numbers were used for nonuniform sampling ratios, 
�n.  The standard deviations were chosen as 0.01, 0.02, 0.04, 
0.08, 0.16 and 0.32.   
 
(i) Reconstruction using DFT without symmetric extension 

The DFT of the nonuniformly sampled sequence is computed 
and the DFT of the uniformly sampled sequence is estimated 
using equation (15) [1].  The IDFT of the estimated DFT is 
computed for reconstruction of the uniformly sampled 
sequence.  5,000 trials were performed at each standard 
deviation.  The average signal to noise ratio is computed using 
the following method. 
 
 average SNR (in dB) = 
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where ˆ( )x n is the reconstructed uniformly sampled sequence 
by taking the IDFT of the estimated DFT, X(k), obtained 
according to the reconstruction algorithm [1] in each trial. 

 
(ii) Reconstruction using DCT 

The DCT of the nonuniformly sampled sequence is computed 
and the DCT of the uniformly sampled sequence is estimated 
using equation (26).  

 
TABLE I 

Comparison of performance between the DFT method without 
symmetric extension and the DCT method.  5000 trials were 
performed at each standard deviation. 

Standard deviation 
of nonuniform 
sampling ratios 

Average SNR [dB] 
DFT method 

(without 
extension) 

DCT method 

0.01 44.0675 dB 64.4223 dB 

0.02 37.9453 dB 58.5197 dB 

0.04 31.8171 dB 52.3820 dB 

0.08 25.4370 dB 46.2497 dB 

0.16 17.7753 dB 39.7371 dB 

0.32 too much error 31.6782 dB 

 
 
The IDCT of the estimated DCT is computed for the 
reconstruction of the uniformly sampled sequence.  The DCT 
method performed much better as shown in Table I. 
There is at least 20-dB advantage in SNR with the DCT 
method over the DFT method without symmetric extension. 
 

V. CONCLUSION

In this paper reconstruction of a uniformly sampled sequence 
from a nonuniformly sampled transient sequence using the 
DCT is described.  The DCT method that does not need 
doubling of the sequence length and complex operations 
requires less computational complexity and is more desirable 
than the method based on DFT with symmetric extension. 
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Abstract - Two new geometrical designs for submerged 
entry nozzles for slab continuous casting of molten steel 
are presented here. Their performances are compared 
with that of a conventional cylindrical nozzle using 
Computational Fluid Dynamics software. Topography 
of the free surface, velocity vectors and turbulence 
intensity were employed as variables to evaluate their 
performance in terms of chance of powder entrapment. 
Numerical results show that the conventional 
submerged entry nozzle exhibits the poor performance. 

Keywords:  Computational fluid dynamics, continuous 
casting, fluid flow, mold flow, submerged entry nozzle. 
 

1 Introduction 
 More than 95% of the world raw steel production is 
currently cast by means of the continuous casting process [1]. 
Fluid flow in the continuous casting mold greatly influences 
the quality of the slabs of cast steel [2], and among several 
factors, the geometry of the submerged entry nozzle (SEN) is 
the most influential one [3,4]. In the continuous casting mold, 
mold powder is added in order to avoid heat losses, provide 
lubrication and protect the molten steel from oxidation with 
the surrounding air. Unfortunately, the mold powder 
sometimes is entrapped into the molten steel and such 
entrapment alters in a significant way the quality of steel [5]. 
 An improper design of the SEN promotes the formation of 
Karman's vortexes on the meniscus of the mold, and these 
vortexes may cause powder entrapment [5-7]. Then, design of 
SEN is focused to minimize instabilities of the free surface to 
prevent the above phenomenon. In [8] a numerical design of 
an elliptic SEN is proposed which supposedly reduces the 
pressure difference around the nozzle avoiding powder 
entrapment. In [9] the dynamic behavior of the flow inside a 
bifurcated SEN is physically and numerically studied. The 
authors report that the flow pattern inside the SEN is periodic, 
and its frequencies are determined from the power spectrum of 
the generated time series. Effect of the configuration 
parameters of SEN in the flow field in a slab mold is analyzed 
in [10] using of water modeling experiments. It is reported that 
by increasing the SEN outlet area a proper flow field is 
obtained. In [11] the design of a swirling-flow SEN is 
proposed, and its performance is evaluated in a water model. 

This SEN increases the casting speed and improves the 
surface  
 
quality of steel. Flow optimization in the mold by port design 
improvement in a SEN is analyzed in [12].  
 In this work two new geometrical designs of SEN are 
proposed. Their performances are evaluated through 
mathematical modeling using transient 3D numerical 
simulations using Computational Fluid Dynamics (CFD) 
software. Besides, the performance of the new proposed 
devices is compared with that of a conventional SEN.  
 
 
2. Design of the Submerged Entry Nozzles 
 Fig. 1 shows the geometries of the considered two-port 
SEN. The first one (Fig. 1a) corresponds to a conventional 
cylindrical SEN (hereinafter called simple), the second one 
(Fig. 1b) corresponds to a SEN with an oval plate located in 
its upper part (hereinafter called plate), and finally, an anchor-
shaped SEN (hereinafter called anchor). The simple and the 
anchor SEN are new, and their performances will be compared 
with that of the simple SEN. The SEN dimensions are:  0.5 m 
high, 0.06 m port diameter, 0.04 m port diameter, plate 
thickness 0.02 m. 
 

 

 
Fig. 1. The three SEN considered. 

 
3. Mathematical Model and Numerical 
Solution 

 The flow of an isothermal incompressible Newtonian fluid 
and the mass conservation are represented by the Navier-
Stokes equations and the continuity equation, respectively 
[13]. Turbulence in the mold is simulated by means of the 
classical two equations K-ε model [14, 15] given that this 
model yields more numerical stability during the integration 
for long times. The multiphase nature of the mold flow is 
simulated by means of the Volume of Fluid (VOF) model 

74 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'16  |

ISBN: 1-60132-443-X, CSREA Press ©



[16], which considers that all the present phases share the 
same flow field. The mass conservation principle forces that 
the whole of the phase volume fractions sums the unity. 

 The mold and SEN mathematical model was solved using 
commercial CFD software, using the mesh shown in Fig.2, 
which consists of 464 000 tetrahedral/hybrid cells.  

 

 

Fig. 2. The continuous casting mold and its computational 
mesh. 

 Transient 3-D two-phase (air, molten steel) isothermal 
computer simulations were carried out using time steps of 
0.001 s. Runs of 90 s were made to guarantee a well 
developed flow in the mold. The mold dimensions were 2 m 
high, 0.6 m wide and 0.2 m thick. The initial level of molten 
steel was 1.8 m, the remaining was air. The physical 
properties of molten steel were: density 7100 kg/m3, viscosity 
00067 kg/(m.s). Boundary conditions were as follows: 
velocity inlet 2.83 m/s, which corresponds to a casting speed 
of 1.5 m/min; turbulent kinetic energy 0.08 m2/s2, turbulent 
dissipation rate 0.755 m2/s3.  The PISO (pressure implicit with 
split operator) algorithm was employed for pressure-velocity 
coupling.  
 
 
4. Results and Discussion 
 Results of computer simulations are presented for 90 s of 
elapsed time since the beginning of the casting. In the left side 
of Fig. 3 are shown the phase distribution and the free surface 
for the simple, plate and anchor SEN, respectively, whereas in 
the right side of the same Figure are depicted the velocity 
vectors for the y=0 vertical plane. The simple SEN exhibits 
the deepest depression of the free surface and the largest 
velocity vectors in the upper section of the mold. 

 

 
 

Fig. 3.  Free surface (left) and velocity vectors (right) for the 
(a,b) simple, (c,d) plate and (e,f) anchor SEN, respectively. 

 
 In Fig. 4 are shown the velocity vectors in two planes of the 
three considered SEN. Figs. 4 (a,c,d) depict the plane x=0.08 
for the simple, plate and anchor SEN, respectively, and Figs, 4 
(b,d,e) depict the plane z=0.8 for the same nozzles. These 
figures show that the velocity vectors near the free surface in 
the vicinity of the SEN are greater for the simple SEN than 
that corresponding to the plate and anchor SEN. Given that the 
velocity field near the upper sections of the SEN determines 
the powder entrapment, these results suggest that the simple 
SEN yields the largest powder entrapment among the SEN 
considered. 
 

 
 

Fig. 4. Velocity vectors for the x=0.08 plane (left) and the 
z=0.8 plane (right) for the (a,b) simple, (c,d) plate and (e,f) 

anchor SEN, respectively. 
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 Finally, in Fig. 5(a-c) are shown the turbulence intensity 
along a line in the plane z=0.8, y=0, located 0.02 m below the 
free surface. Plate SEN presents the smallest values of the 
turbulence intensity; this means that the chance for powder 
entrapment becomes small for this SEN.  
 

 
Fig. 5.  Turbulence intensity along a line in the plane z=0.8, 

y=0, for (a) simple, (b) plate and (c) anchor SEN. 
 
 
5. Conclusions 
 Performances of three submerged entry nozzles with 
different geometrical designs were numerically compared in 
terms of the velocity vectors and turbulence intensity 
distribution near the free surface. From the presented results, 
the following conclusions arise: 

(i) The simple SEN exhibits the deepest depression 
of the free surface and the largest velocity 
vectors in the upper section of the mold. 

(ii) The velocity vectors near the free surface in the 
vicinity of the SEN are greater for the simple 
SEN than that corresponding to the plate and 
anchor SEN. 

(iii) Plate SEN presents the smallest values of the 
turbulence intensity; this means that the chance 
for powder entrapment becomes small for this 
SEN.  
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ABSTRACT
Many agent-based models employ various mechanisms for

agents to propagate. We explore different searching pat-

terns influenced by distance and resource abundance. We

find that when higher density of food sources is more in-

fluential than distance, the system moves towards higher

sustainable population levels for both the predator and prey

species. The resource influenced search patterns produce

less defined defensive spiral patterned structures than dis-

tance driven searching.

KEYWORDS
Agent-Based Model; Animat; Search Patterns; Population

Dynamics

1 Introduction
Computational agent-based models are developed to gain in-

sight into emergence of complex behaviours from multiple

interacting individuals following simple rules. These mod-

els have been used in a range of domains such as Economics

[1, 2], History [3], Geography [4], Political sciences [5] and

Ecology [6]. Extensively applied in the latter field, models

have been implemented to examine complex emergent col-

lective behaviours such as flocking [7, 8] and animat com-

munication [9,10]. Artificial animals termed animats have a

range of publications [11–15] in the field of artificial life fur-

thering establishment and providing new insight into spatial

agent-based models.

The extended model for this work is based on a well-

established predator-prey implementation [16] and repro-

duces the population dynamics of boom-bust cycles shown

in predator prey models such as the Lotka-Volterra equa-

tions [17]. The model builds upon simple predator-prey sur-

vival behaviours where both species breed to increase their

population and grow by grazing resources or hunting prey.

Prey are prone to being predated and both species are sus-

ceptible to starvation and old age.

The spatial aspect of the animat system is based on priori-

tised movement rules of the model such as flocking where

species swarm towards food or diverge away from threats

[18].

Other research applies defined approaches of simple

individual-based movements [19, 20] and generative mech-

anisms [20]. Factors such as state and environment can play

a role in animats movements [21,22]. These factors can also

be prioritised or combined differently depending on the pur-

pose of the model.

In this work we introduce various searching approaches spe-

cific to our model for animats to decide upon target or threat

agents required to move towards or away from. The ap-

proaches are based upon the factors of distance and abun-

dance of resources. Two groups of search patterns are de-

veloped that give priority to each of these different fac-

tors.

An overview for the animat model this work is based upon

is presented in Section 2. The implementations for distance

driven search patterns A, B and C and patterns D and E

where the prioritised factor is resource abundance are de-

scribed in Section 3. Section 4 presents results of the dif-

ferent approaches and a discussion is provided in Section 5.

Conclusions and future work is offered in Section 6.

2 Predator-Prey Animat Model
The well established predator-prey model used in this work

is based on individual animats that adhere to spatial state

machine mechanics [23]. The predator/prey agents or ani-

mats carry simulation stepped state information including:

health, age and co-ordinate locations on a 2-dimensional

grid. Earlier work shows using a grid combined with
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Table 1: Priority rule-set

Predator

Rules:
Condition:

Prey

Rules:
Condition:

seek

mate

health greater

than 50%
breed

health greater

than 30% and

mate adjacent

seek

prey

health less

than 50%
graze grass

health less than

70%

consume

prey

health less than

50% and prey

adjacent

move

randomly

50% chance

success

breed

health greater

than 50% and

mate adjacent

seek mate
health greater

than 50%

randomly

move

50% chance

success

move away

from

predators

predator

adjacent

a square bounded grass location for animats to occupy

[24] does not affect the emergent behaviours of the model

[25]. This bounding approach enables the population to be

manageable while exhibiting higher frequencies of repeti-

tive boom bust cycles which are well-known from Lotka-

Volterra models [17].

The animat model uses a two-phase system-update ap-

proach. In the first phase all animats are updated in a random

sequence in which an arbitrary agent executes a specific be-

haviour based on the current state of itself and the system.

The second phase involves updating data for agents that are

changed from the first phase.

Table 1 lists the rules for each species in order from top to

bottom. The animat traverses through each rule in order and

attempts to execute the associated action based mainly on

its current health. The animat executes no other actions

if it has been already successful in performing another ac-

tion.

The health of an animat determines its survival to the next

system state, thus seeking prey, eating and grazing all con-

tribute towards a healthier state for the animat. The grass

grazed by prey has a fixed nutrition value that increases

health towards a capped maximum value which cannot be

exceeded.

Each species of animats has a radial vision area of the sys-

tem based on their position. This surrounding information

can be used to seek prey or a mate, the former applies to

predators only as the food source of the prey is abundant

throughout the system.

3 Search Patterns
Several rules from the animats rule-set require information

from their spatial surroundings [26]. The seek mate and

seek prey rules both require an animat to search the

surrounding environment to identify animats of a specific

Figure 1: Equal distance search cells from centre to 4 units

away

species.

Each species of animat has a specific range of vision that

determines which cells can be seen. In the standard ani-

mat model, the animats will search for targets by examining

surrounding cells in order of euclidian distance from clos-

est to furthest (see Figure 1). The animats model utilises

a radial look-up table that stores spatial cells sorted by dis-

tance, allowing optimal traversal to find the “nearest neigh-

bour” [16]. The look up table can be created using a two

step process.

1. Process coordinates in range of radius with mid point

as 0.

2. Sort coordinates with closest coordinates first to fur-

thest last.

Inspecting each traversed cell of the look up table in turn

allows the closest target animat to be located. This can be

achieved by adding the lookup table offsets (dx, dy) to the

animats current location (x, y) and inspecting the grid at the

calculated position.

Alternate search patterns are investigated to explore various

ways an animat might search for targets or threats to move

towards or away from. Previous studies of the animat mod-

els utilises a search for nearest target strategy [27], allowing

animats to move in the direction of the closest target at each

simulation step.

The approach of identifying the nearest target means exam-

ining each cell in a specific order derived from euclidian

distances. On the two dimensional environment of the ani-

mats model exists groups of cells that are equal in euclidian

distance from the animat’s cell. The possibility that valid

targets occupy more than 1 cell in an equal distance group.

Each of these targets are equally valid which means that in
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a simulation step an animat may have a choice of which di-

rection to move in.

The first three search patterns in this work examine the dif-

ferent order of cells an animat explores within an equal dis-

tance group. In search pattern A the animats have a fixed

favoured pattern in which they search for their nearest tar-

gets, the order is fixed as left, top, bottom then right.

In search pattern B the order is random within equal dis-

tance groups. In this modification if there is more than one

occupied cell in the equal distance group, the occupying tar-

gets or threats will be chosen randomly. Pattern B can be

implemented using Algorithm 1.

Algorithm 1 Algorithm for random search patterns with

equal distance groups (Pattern B)

for nearest cells to cells at the end of agent vision do
get all cells equal in distance to current cell;

if more than one cell with one or more valid target

agents then
randomly choose a cell with one or more valid target

agents

get cell information and exit loop;

end if
if only one cell with one or more valid target agents

then
pick the only cell with valid target agent or agents;

exit loop;

else
continue to the next group of equal distance cells;

end if
end for

In search pattern C, the animats are set to traverse through

each equal distance group and compare the density of occu-

pying target agents for each cell. The direction of the cell

with the most targets or threat agents is chosen to move to-

wards or away from. Algorithm 2 shows how this pattern

can be implemented.

Algorithm 2 Algorithm to search for the nearest cell with

the most target agents (Pattern C)

for nearest cells to cells at the end of agent vision do
get all cells equal in distance to current cell;

if no cells contain valid target agent or agents then
continue loop;

else
choose the cell with the most valid target agents;

get cell information and exit loop;

end if
end for

As agents retain information of their surroundings, observed

cells can be examined to determine propagation directions

based on the number of occupying target animats. Algo-

rithm 2 uses the greatest number of target agents as the con-

dition to choose a propagation direction. In the event of a

tie where multiple cells have the same (greatest) number of

maximum agents, one cell will be selected at random. This

enables the animat to move towards the direction of the clos-

est cell with the greatest number of target agents.

In the following two approaches, an animat will take into

consideration all cells within its vision range. This effec-

tively allows an agent to explore information for distant cells

and choose a target cell based on a certain condition.

For search pattern D, an animat will disregard distance to

explore all cells that are within the range of its vision and

choose a cell to move towards or away from. As the agent

traverses through each valid cell for information regarding

the target or threat cell, it keeps track of the location of the

cell with the most threatening or pursuable agents. The pos-

sibility of multiple cells with an equal number of a specific

species can be solved by randomly selecting one of these

cells.

Algorithm 3 shows how to determine the movement di-

rection by finding the cell with the highest target den-

sity.

Algorithm 3 Algorithm to search for the cell with the most

target agents within vision (Pattern D)

for all cells in vision of animat do
keep track of cell or cells with the most valid target

agents;

end for
if more than one cell with the most valid agents then

randomly choose a cell and get cell information;

end if
if only one cell with the most valid target agents; then

get cell information;

else
no cells found with valid target agents;

end if

In search pattern E, a direction for the animat to move is

randomly chosen based on the distribution of probabilities

for each cell in range of vision. The probability distribu-

tion for each cell can be determined based on the number of

occupying animats relative to the distance to that cell (see

Equation 1).

Pk = (Nk/Rk)/

n∑

i=0

(Ni/Ri) (1)

where Nk is the number of agents at cell k and Rk is the

2-dimensional euclidian distance to cell k. The probabilities

calculated (Pk) will be in range of [0.0 - 1.0] and a random
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Figure 2: Example of search pattern E, where higher tints

of green represent a higher probability of being selected and

the value indicate the number of occupying agents

decimal number is used to choose a cell.

An animat may give higher importance to the number of tar-

get animats relative to distance by scouting all possible cells

in vision occupied by target agents. The formula above is an

approach to determine the propagation direction based on

different probabilities formulated from the number of oc-

cupying targets and the distance to that cell. Algorithm 4

shows how we can use the density and distance of an ex-

amined cell to calculate probabilities to choose a cell for

determining movements and an example is provided in Fig-

ure 2.

Algorithm 4 Algorithm to choose a cell based on probabil-

ities (Pattern E)

for all cells in vision of animat do
if cell contains one or more valid target agents then

get number of valid target agents;

get distance to examined cell;

calculate probability using equation from search pat-

tern E;

keep track of cells probability of being chosen;

end if
end for
if one or more valid cells then

randomly pick a cell based on its probability of being

chosen;

get cell information;

else
no valid agents found in vision;

end if

(a) Predator population average from 0 - 5000 steps

(b) Prey population average from 0 - 5000 steps

Figure 3: Comparison of the average predator and prey pop-

ulations using the search patterns A-E.

The search patterns investigated in this work are possible

approaches a system can define for animats to examine their

environment. The search patterns prioritises factors differ-

ently, pattern A and B factor distance as most important

while pattern C combines valid target animat density with

distance but prioritises distance over density. Search Pat-

terns D uses valid target animat density as the main factor

and pattern E combines both valid target animat density with

distance but prioritise density over distance.

4 Simulation Results
Figure 3 shows the average populations of each search pat-

tern over five thousand steps, results are averaged over thirty

simulation runs. The results show that the different search
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Figure 4: Nearest search patterns simulation screen capture series, from left to right pattern A, B and C

Figure 5: Ranged search patterns simulation screen capture series for search pattern D and E

patterns have a similar effect on both the predator and prey

populations. This relationship is expected as a greater abun-

dance of prey provides a larger food source for the predators

and thus a higher sustainable population.

The original fixed-order nearest search pattern A has the

lowest average population, randomising the nearest search

order (B) slightly raises this average population. Prefer-

ring the greatest number of nearest agents (C) makes a

greater difference, the average population is again increased.

The patterns that prioritise the number of agents over the

distance (D-E) show a much larger effect, these patterns

showed an increase of approximately 2× for the prey and

3× for the predator populations over the distance focused

patterns.

Figures 4 and 5 show snapshots of simulations using the

search patterns A-E after five thousands steps. These snap-

shots show a difference in the spatial structures formed by

the agents that prioritise distance (A-C) and those that pri-

oritise the number of targets (D-E). While the agents that

use patterns A-C show the tight defensive spiral structures

seen in previous work, the agents using patterns D-E show a

greater dispersion of agents.

5 Discussion
We have investigated several alternatives for animats search

patterns and how they affect the overall behaviour of the sys-

tem. These search patterns affect both the spatial structures

formed by the animats as well as the sustainable popula-

tions of the predator/prey species. Search patterns that pri-

oritise distance exhibit tight spiral structures seen in previ-

ous work [28]. Prioritising the number of potential targets

over the distance had a significant effect on both the struc-

ture of these spirals and the sustainable populations of both

species.

Predators that always target the closest animat tend to elimi-

nate all prey in an area before moving on. When these preda-

tors form the spiral structures seen in Figure 4, a moving

‘wavefront’ of predators forms that sweeps through an area
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consuming all the available prey. The prey must flee to stay

ahead of the predators in order to survive.

Alternatively when predators target the areas with the great-

est number of targets, they can ignore cells with only a few

agents and instead chase a larger herd of prey. This can

allow a small number of prey to survive the predator ‘wave-

front’ and continue to reproduce, replenishing the prey pop-

ulation in that area. The individual predator behaviour of

greedily targeting a larger group of prey has the effect of al-

lowing small groups of prey to escape. Overall this is bene-

ficial to both the predator and the prey species, as previously

mentioned a higher sustainable population of prey benefits

the predators by providing them with a more abundant food

source.

Population sustainability is an important effect even for sim-

plified models such as the animats. Rule choices and micro-

scopic behaviours can have a significant effect on the popu-

lations and can cause one or both of the species to die out.

If the prey die out then the predators follow as they have

no food source while if the predators die out then the prey

will grow exponentially. Search patterns that provide higher

sustainable population levels could provide a more robust

model that could support a wider range of behaviours with-

out suffering from species extinction. Investigations into

such models and rule-sets are left to future work.

6 Conclusions
Five search patterns have been described for the animats

predator-prey model that assign different priority to distance

and target abundance. These search patterns are shown

to have a significant effect on both the spatial structure

the animats form and the sustainable population of both

species.

Agents that prioritise target abundance over distance show a

great spatial dispersion and higher overall population levels.

These patterns (D-E) showed a 2× increase for the prey and

3× increase for the predator populations. Increasing the sus-

tainable populations is an important effect for systems that

may suffer from species extinction.

Future work includes exploring other options for searching

patterns and interaction of other rule-sets with searching. In-

vestigation may also include exploring evolution of search-

ing patterns or parameters.
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Abstract - System dynamics (SD) is a methodology used to 
understand how systems change over time. In the 1960s, the 
SD modeling technique was developed to solve long-term, 
chronic, dynamic industrial management problems; today, SD 
is applied to solve various business policies and strategic 
problems. A typical SD study focuses on understanding how 
the components of a system interact; how and why the 
dynamics of concern are generated; and how policies and 
decisions affect system performance. This paper presents a 
study which models a computer network as a systems dynamic 
model to explore cyber-attacks and the resulting system-level 
effects that might occur on host OSI layers, layer 4 and above, 
in the OSI model. Preliminary results indicate that by using 
system dynamic cyber security simulation an organization can 
imitate the attacker(s) activities in OSI layer 4 and above and 
assess (and/or mitigate) the system’s risk exposure. In this 
paper we are presenting a proof-of-concept SD model for 
application layer cyber security. 

Keywords: Cyber security; cyber security modeling; system 
dynamics; application layer cyber security; simulation and 
modeling; cyber-attacks/defenses.  

 

1 Introduction 
 Modeling is the process of capturing the key 
characteristics or behavior of a real world system under study 
and it helps us in understanding the essential parts of a system 
and the relationship between them [1-3]. A typical cyber 
security model has information about the network 
infrastructure, security settings, and list possible security 
vulnerabilities and threats [4]. Simulation is the process of 
imitating a system, based upon our knowledge or assumptions 
about the behavior of the parts of a system, in order to get the 
insight of a whole system [5]. Similarly, by using known 
vulnerabilities and the current knowledge about infrastructure 
and security controls, the cyber security simulation allows an 
organization to imitate the attacker activities and helps to 
assess the system’s risk exposure [4]. 

 Networks are normally modeled or simulated through 
discrete-event techniques, in which the state of system 
changes only at discrete points in time. Depending on the 
granularity of the model, this means simulating the movement 

of packets throughout a network and measuring such things 
as throughput, latency, etc. In discrete-event simulation 
(DES), cyber-attacks are simulated by altering the flow or 
rate of packets and observing the result. 

 Discrete-event network simulation tools such as cnet, 
EcoPredictor, IT SecisionGuru, NetCracker, and NetRule are 
used by professional system administrators and systems 
application designers to model and analyze packet traffic, 
buffer overflow, operating system compromise, and so on. 
[1]. With respect to information security, these network 
simulation tools are normally used to model tasks such as 
server availability and router availability. They also used to 
make the in depth analysis of authentication server’s loads 
and unusual network traffic [1]. 

 DES approach has two flaws. First, simulations can only 
simulate a few seconds worth of network operations due to 
the massive number of packets that are transmitted during 
normal operations. Second, these models focus primary on 
packet traffic. This means that cyber-attacks (and the 
resulting cyber defenses) are viewed from the network layer, 
that is, layer 3 in the open system interconnection (OSI) 
model. This obscures more insidious attacks at higher layers 
in the OSI model. In addition the DES approach has also the 
following drawbacks with respect to cybersecurity system 
modeling [7,10,11,17]: 1) the problem scope is operational 
not strategic, 2) used to model a particular process of a 
system (that is, used for detailed analysis of a particular 
process) not the entire system, 3) does not allow best guesses 
and expert opinion in the model building process, 4) the 
creation of a DES model typically requires a great investment 
of time in data analysis and distribution fitting to ensure the 
model is statistically valid, 5) the DES system performance is 
determined by the accurate historical data or estimates of 
future performance, 6) DES models more often reflect 
systems where entities are processed in a linear fashion. 
Feedback plays less of a role in these systems (i.e., feedbacks 
and delays are not emphasized), and 7) the resulting model is 
an opaque box, that is, the user does not understand the 
underlying mechanics and is not transparent to the user. In 
general, the DES is more suitable to simulate systems with 
low level of abstraction and well defined processes and not 
suitable to simulate continuous processes related to extensive 
processes of feedback [7, 17]. 
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 This paper presents a study which models a computer 
network as a systems dynamic model (a.k.a. continuous 
simulation). Its objective is to explore more insidious cyber-
attacks and the resulting system-level effects that might occur 
on host OSI layers (layer 4 and above); that is, on transport, 
session, presentation, and application layers. For modeling 
we have used the concept of System Dynamics (SD), because 
it allows us to see systemic effects – something that is not 
feasible with DES. In SD methodology, the stock-flow 
diagram is used depict the underlying mathematical model, 
the model structure and the interrelationships between its 
components. Once the underlying mathematical structure is 
captured, the stock-flow diagram can be easily translated into 
system of differential equations, and simulated using 
continuous simulation software such as Powersim.  

2 Modeling and Simulation in 
Cybersecurity 

 For analyzing complex problems such as cyber security 
and developing design solutions, many approaches are used 
in engineering science. These methods include descriptive 
models, system testbeds, and system (or simulation) models 
[12]: 

• Descriptive Cyber Security Models: Diagrams with 
supporting text are used to describe a system in 
descriptive models. Attack graphs are example for 
descriptive models. A typical attack graph consists 
of network diagrams plus descriptions of applicable 
malware methods and mitigation techniques.  

• System Testbed Cyber Security Models: System 
testbeds are extreme and most rigorous tools used 
for model analysis. These testbeds include working 
prototypes and live full-scale physical testbeds.  
Laboratory scale equipment may be connected to 
sophisticated control systems to study device level 
vulnerabilities. Information Warfare Analysis and 
Research (IWAR) Laboratory [13] is a classic 
example for the cyber security testbed. IWAR is an 
isolated laboratory for students to practice various 
computer security attacks/defenses.  

• Cyber Security System Models and Simulation: System 
models capture the essential characteristics or 
behavior of the systems under study. These are 
middle level and lower cost methods. In this 
approach, generally, fully synthetic or simulated 
models are used for analysis and system 
understanding. 

 
 Though descriptive models are simple and least 
expensive, they do not predict the future behaviors or states 
of the system under study. System testbeds are very good 
approach for simulating technology level network 
attacks/defenses. But building system testbeds consume a 
large amount of resources, money, and time. Moreover, the 
system testbeds must be brought into original state before 

each and every cyber attack/defense run. In addition to these 
drawbacks, system testbeds are used to predict excessively 
narrow sets of problems due to the practical testbed sizes and 
practical limitations on approaches and measurement 
techniques. Therefore, the simulation model is used to better 
understand the behavior of the system under study or 
expected behavior or states of the proposed system and to 
study the effectiveness of the system design. [12,14,15] 

 When information security threats are not acute, both 
information security and lay managers can use modeling and 
simulation to better understand their information environment 
both on a concrete and abstract level. Once a model is 
developed and validated (using simulation), proactively it can 
be used to identify system vulnerabilities and reactively it can 
be used to investigate a real-world system or provide 
education and training by means of various “what if” 
questions [1,16]  

 Using modeling and simulation in the cyber security 
field provides many benefits including [4]: risk analysis, 
planned network change verification, security controls and 
resources optimization, complex network analysis, complex 
networks comparison, and cost-effective training to cyber 
security personnel. 

3 System Dynamics and Cybersecurity 
 System dynamics (SD) [6] is a methodology used to 
understand how systems change over time. In SD, a system is 
defined as a collection of elements that interact continuously 
over time to form a unified whole [7]. In the 1960s, the SD 
modeling technique was developed to solve long-term, 
chronic, dynamic industrial management problems [8]; today, 
SD is applied to solve various business policies and strategic 
problems [9-11].    

 In SD, the “structure” of the system is defined by the 
totality of the relationship between the physical processes, 
information flows, and managerial policies. The structure 
generates the dynamic behavior patterns of the system. A 
typical SD study focuses on understanding how the 
components of a system interact; how and why the dynamics 
of concern are generated; and how policies and decisions 
affect system performance. [11] 

 System dynamics uses a causal-loop diagram to capture 
the factors affecting the behavior of the system. The linkage 
between the system and its operating environment, and 
feedback loops among the elements in the system are 
depicted in the causal-loop diagram. This causal-loop 
diagram/analysis provides decision-makers with insight into 
how systems behave as a whole. Simulation software, such as 
Powersim, lets decision-makers extend their understanding of 
a system by either adjusting the system parameters, adding 
new linkages and feedback loops, or rearranging components 
of the system. Thus, by using a SD simulation software the 
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decision-maker(s) can model a variety of scenarios and 
observe the system performances under various conditions. 
[7] 

 When we apply SD to cyber security, the network is 
considered as a system, similar to a physical system of pipes 
through which water flows. The amount of water that can 
flow into and out of node represents the bandwidth of the 
network traffic. A denial of service attack, for example, is 
modeled by trying to force more water into a node than it can 
handle. Another dimension of the model is the quality of the 
water. Network traffic that contains bogus data or viruses are 
thought of as water that has contaminants. The degree or type 
of contaminants would affect the operation of the nodes. 

4 Cybersecurity Requirements 
According to NIST Standard FIPS 199 (Standards for 

Security Categorization of Federal Information and 
Information Systems), the three fundamental objectives of 
information system security are Confidentiality, Integrity, and 
Availability (CIA) [18]. The CIA triad is shown in figure 1. 

 
Fi.1. The Security Requirements Triad [18] 
 
FIPS 199 provides a useful characterization of these 

three objectives in terms of requirements and the definition of 
a loss of security in each category [18]: 

 
� Confidentiality: Preserving authorized restrictions on 

information access and disclosure, including means for 
protecting personal privacy and proprietary 
information. A loss of confidentiality is the 
unauthorized disclosure of information. 

� Integrity: Guarding against improper information 
modification or destruction, including ensuring 
information nonrepudiation and authenticity. A loss of 
integrity is the unauthorized modification or 
destruction of information. 

� Availability: Ensuring timely and reliable access to and 
use of information. A loss of availability is the 
disruption of access to or use of information or an 
information system. 

 

The CIA triad is a widely used benchmark for 
evaluation of information systems security.  It must be 
addressed each time an information technology team installs a 
software application or computer server, analyzes a data 
transport method, creates a database, or provides access to 
information or data sets [19]. 
 
5 The Application Layer and 

Corresponding Cyber Attacks 
The OSI (Open Systems Interconnect) network model 

depicts network communication at varying levels of detail. It 
not only serves to characterize computer-to-computer 
communicate, but can also provide a basis for categorizing the 
level and degree of cyber attacks. In particular, the model 
provides organizations an insight into where vulnerabilities 
that may exist within their infrastructure and how to apply 
appropriate control measures; and equips computer 
professionals with a deeper understanding of data movement 
through the network and how attacks can occur at each level. 
[20]  

 
The application layer (or layer-7) provides actual 

interface for users and application processes. The major 
functions of this layer include resource sharing and device 
redirection, remote file access, remote printer access, inter-
process communication, network management, directory 
services, electronic messaging, and network virtual terminals. 
[21] 

 
Layer-7 attacks involve exploiting weaknesses in 

software commonly found on servers in order to gain system-
level account privileges and gain access to the running 
applications on the system.  

 
A common layer-7 attack on confidentiality is a Trojan 

horse, meaning a program designed to breach the security of a 
computer system while ostensibly performing some 
innocuous function. Trojan horses are generally used to 
capture sensitive information and distribute it back to the 
attacker, or to install viruses. 

 
Viruses and worms are perceived as integrity attacks at 

Layer-7. A computer virus is a piece of code that is capable of 
copying itself and typically has a detrimental effect, such as 
corrupting the system or destroying data.  A worm is self-
propagating and spreads from one computer to another 
computer in the network.  

 
Examples of layer-7 attacks that affect availability 

include HTTP POST flood, HTTP GET attacks, and slow 
HTTP attacks. An HTTP POST flood is a type of DDoS 
attack in which the volume of POST requests overwhelms the 
server so that the server cannot respond to them all. This can 
result in exceptionally high utilization of system resources 
and consequently crash the server. An example is the 
appearance of websites that use dynamic HTML methods to 
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launch HTTP floods simply by loading a specific website. An 
HTTPS POST flood is similar to the HTTP POST flood sent 
over an SSL session, where the actual data transferred back 
and forth is encrypted. An HTTP GET flood is an application 
layer DDoS attack methods in which attackers inundate a 
server with get requests in an effort to overwhelm its 
resources, rendering the server slow, unreachable, or 
unresponsive. Slow HTTP attacks exploit a flaw in the HTTP 
protocol which requires requests to be completely received by 
the server before they are processed. If an HTTP request is 
not complete the server keeps its resources busy waiting for 
the rest of the data to be arrived.  If the server keeps too many 
resources busy, this creates a denial of service. 
 
6 Limited Proof-of-Concept (PoC) 

Model 
 To show the feasibility of the SD modeling approach, 
we constructed a Proof-of-Concept (PoC). The PoC simulates 
an HTTP Slow Read Attack (one of the layer-7 DDoS attack 
discussed earlier) on a hypothetical network. 

6.1 Concept Design 
 Slow HTTP (Slowloris, Slow HTTP POST, and Slow 
HTTP GET) DoS attacks rely on the fact that the HTTP 
protocol, by design, requires requests to be completely 
received by the server before they are processed. If an HTTP 
request is not complete, or if the transfer rate is very low, the 
server keeps its resources busy waiting for the rest of the 
data. If the server keeps too many resources busy, this creates 
a denial of service (figure 2). In these types of attacks, a 
single machine can take down another machine's web server 
with minimal bandwidth. 

 

Fig.2. PoC Architecture and Data Flow 

 

� Normal Scenario: Establish a connection to the 
server, read/download a 1MB file through several 
TCP packets sized 1448 bytes (Maximum Segment 
Size that the underlying communication channel 
supports) from the HTTP Server. The download will 
be completed in a minute or two depending on the 
network speed.   

� Attack Scenario: Send as many as legitimate 
HTTP requests to larger web page, with size larger 
than server’s socket’s send buffer (more than 
128Kb), and read/download the file as slow as 
possible to cause a DoS attack. That is, exploit the 
vulnerability that most modern web servers do not 
limit the connection duration if there is a data flow 
going on.   

6.2 Model 
 The stock-and-flow (S&F) diagram of the model of 
HTTP slow read attack is shown in figure 3. 

 

Fig.3. SD HTTP Slow Read DoS Attack Model 

6.3 Model Validation 
 Our validation follows a two-step process [22, 23]: First 
establish the validity of the structure of the model (structural 
testing), and then evaluate the accuracy of the model 
behavior’s reproduction of real behavior (behavioral testing). 

6.3.1 Structural Testing 
 Structure Verification Test: Compares the form of the 
equations of the model with the relationships that exist in the 
real system or in the literature. Some semi-formal tools such 
as formal inspections, reviews, walkthroughs, and data flow 
analysis are typically used in the verification of structure 
confirmation tests. [22-24] 

 The following model equations are verified with the 
HTTP Slow Read Attack equations available in the literature, 
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 Parameter Verification Test: Conduct the conceptual 
and numerical evaluation of the constant parameters against 
knowledge of the real system or literature. Conceptual 
evaluation identifies the elements in the real system that 
corresponds to the parameters of the model. Numerical 
evaluation estimates the numerical value of the parameter 
with enough accuracy. [22, 23]  

 The values assigned to the parameters of our simulation 
are sourced from the existing knowledge and numerical data 
form Apache webserver data [25].  

 Extreme Conditions Test: Evaluating the validity of 
model equations under extreme conditions by assessing the 
likelihood of the resulting values against the 
knowledge/anticipation of what would happen under a similar 
condition in the real system. [22, 23] 

 This is verified using attack scenario (figure 4). As 
described in attack scenario earlier in the PoC design, the 
clients are reading the 1MB file for ever, causing the DoS 
attack.  
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Fig.4. Attack Scenario Result 

 Dimensional Consistency Test: Checking the right-
hand side and left-hand side of each equation for dimensional 
consistency (it is a theoretical test). [22, 23] 

 

 That is, we need to test all units are consistent in all 
mathematical equations.  In our case, all times are in “sec” 
and all data sizes are in “bytes”; therefore, our model passes 
the dimensional consistency test. 

6.3.2 Behavior Tests 
 Behavior Reproduction Test: The simulation outputs 
for normal scenario (figure 5) verifies the model-generated 
behavior matches observed behavior of the real system. This 
indicates that the entire 1MB file is downloaded 
approximately 80 seconds (as we have mentioned in the 
normal scenario in the design).  
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Fig.5. Normal Scenario Result 

 Behavior Anomaly Test: The model behaved like the 
real system under study and we did not discover any 
anomalous features of model behavior, which sharply conflict 
with behavior of the real system. 

7 Summary and Conclusion 
 Networks are normally modeled or simulated through 
discrete-event techniques. Since the primary focus of the 
discrete-event simulations are on packet traffic i.e., the cyber-
attacks/defenses are viewed from the network layer (layer 3 
in the OSI model), it obscures more insidious attacks at 
higher layers in the OSI model. Therefore to model cyber 
security attacks on host OSI layers, we have adapted a system 
dynamics based simulation modeling technique. In this paper 
we have demonstrated an application layer cyber attack using 
system dynamics PoC model and also shown the structural 
and behavioral verification of the PoC model. Therefore, by 
using known vulnerabilities, similar to this, and the current 
knowledge about infrastructure and security controls, the 
system dynamic cyber security simulation modeling allows an 
organization to imitate the attacker activities in OSI layer 4 
and above and helps to assess and mitigate the system’s risk 
exposure. 
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Multi-domain Unified Modeling of High Speed 
Motorized Spindle Water Cooling System Based on 

Modelica 
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Abstract: To build a model with high accuracy and 
better reusable ability for the high speed motorized 
spindle water cooling system (HSMS-WCS), a 
multi-domain unified modeling method based on 
Modelica was proposed. After obtaining the coupling 
block diagram based on the analysis of the HSMS-WCS, 
thermal analysis of the high speed motorized spindle 
(HSMS) were applied to calculate its heat power and heat 
transfer power. Then a multi-domain unified model based 
on Modelica for the HSMS-WCS was finally built. 
Further more, influences of the cooling system initial 
temperature and its channel section axial size to the 
spindle temperature rise were discussed respectively. 
Results show that the proposed model can better reflect 
the complex coupling relationship between the 
subsystems of the HSMS-WCS and get a good simulation 
results. 
 
Keywords: water cooling system; multi-domain unified 
modeling; coupling relations 

1 Introduction 
HSMS has been widely used in high grade CNC 

machine tools. As the core component of the machine 
tool, its working performance has an important effect on 
the machining accuracy. Usually spindle motor is built in 
the HSMS, so its heat dissipation condition is poor. Due 
to the significant importance of reasonable spindle 
temperature rise[1-2], it is necessary to carry out a 
comprehensive analysis on the HSMS-WCS and build its 
model to provide a useful reference for the latter 
optimization design. 

The modeling method for the HSMS-WCS is of 
great significance, scholars had made lots of researches 
on it. It can be roughly divided into two categories: the 
first was just for one single field and much attention was 
paid to this category. Chen et al. [3] had a 3D simulation 

and analysis of the experiment by Ansys CFX and then 
undertook a comparison for the temperature rise of the 
spindle under the conditions of different working 
conditions and environment temperature. He et al. [4] had 
used finite element method to characterize the heat 
distribution of the HSMS and the final analysis showed 
that temperature rise could be significantly reduced with 
the application of cooling system. Rui et al. [5] had 
studied the different cooling effects for the HSMS-WCS 
under various working conditions with the use of 
orthogonal test method and then obtained the relationship 
between the coolant flow rate and spindle temperature 
rise. The weakness of the first category was based on the 
fact that dynamic performances of the HSMS-WCS were 
decided by the coupling relations of different subsystems. 
If the natural coupling relations between each subsystem 
were separated, that may lead to low precision and can 
not reflect the correction of the model. The second 
category was that different subsystems of collaborative 
simulation were realized through the interface technology 
between different software, but it can result in poor 
coupling relations as a result of the difficulty with 
achieving a seamless data transfer despite the fact that it 
can solve the problem to some extent. Such kinds of 
papers are as follows Ford motor company had utilized 
ADAMS and Xmath to acquire the simulation model of 
Vehicle attitude control system[6]; Visteon company 
using ADAMS and MATLAB software to develop torque 
controller[7]etc. Such above methods need to be rebuilt 
when the model was locally modified and the similar 
model can not be used before, which made the model less 
efficient. This is the problem of poor reusable ability for 
the model.  
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In summary, it is still to be improved in model 
precision and reusable ability. In this paper, a 
multi-domain unified modeling method based on 
Modelica[8] was presented. This language is a kind of 
multi-domain unified modeling language based on 
equations, in which all the models are established by one 
language, so that the coupling between the subsystems 
can be realized and the modeling efficiency is high. By 
using the MWorks[9] software based on Modelica 
language, the seamless connection between the 
subsystems of the HSMS-WCS can be reached and the 
problems caused by the integration of different software 
can be overcome. At last, a multi-domain unified model 
was obtained with high accuracy and better reusable 
ability, which is an innovative method. 

2 Channel structure and coupling 

analysis 
2.1 Structure of cooling channel 

Spindle motor built in the HSMS with spiral cooling 
channel was presented in this paper. The built-in motor is 
located in the middle of the water cooling system and the 
power loss is converted into heat to heat this area. 
Cooling system of the HSMS generally adopts the 
circulating water containing additive, corresponding to 
the pipeline and temperature control device. The coolant 
circulates in the spiral cooling channel that is a 
rectangular slot. Its cross sectional area can be expressed 
as A . Structure of the cooling channel is as shown in 
Fig.1. 

 
Fig.1 Structure of the cooling channel 

2.2 Coupling analysis 

Performance of the HSMS-WCS is not only 
determined by several input parameters of single 

subsystem, but also subjected to the impact of other 
subsystems that have the coupling relations. Therefore 
the global coupling analysis of the HSMS-WCS should 
be carried out before building a multi-domain unified 
model. Firstly, each subsystem that influences the 
HSMS-WCS should be clearly defined; Then the global 
coupling relations of the HSMS-WCS was decomposed 
into several subsystems which have local coupling 
relations, so that each subsystem can independently 
accomplish their physical functions; After that, the 
coupling parameters and the physical relationship were 
discussed between the subsystems. At the end, all the 
subsystems were connected by a specific interface to 
form a global coupling block diagram. It is given in 
Fig.2. 
 
 
 
 
 
 
 
 

Fig.2 Global coupling block diagram of the HSMS-WCS 

As shown in Fig. 2, the HSMS-WCS is involved in 
multiple subsystems such as mechanical system, control 
system, thermal system and so on, which is a 
multi-domain modeling problem. 

3 Thermal analysis for the HSMS 
Without taking into account the production of 

cutting heat from the machining process, spindle system 
mainly includes two kinds of heat sources. The former is 
from the spindle motor and the latter is from the spindle 
bearings. 

3.1 Heating power of the spindle motor 

The heating of the spindle motor is derived from the 
power loss of motor, which mainly includes mechanical 
loss and electrical loss. 

3.1.1 Mechanical loss 

Mechanical loss is caused by the friction loss 
between the rotor and air when the rotor is running at 

Bearing system 

Cooling system 

Spindle system 

Sensor system Control system 
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high speed. It is defined as: 
                      

2
3 4

116 102m Dp c c L� �
�

�           (1)                             

Where mp is mechanical loss � �w , 1c is the 

coefficient of flow resistance, 2c is air 

density � �3/kg m ,� is rotor angular velocity � �rpm , 

D and L are the diameter and length of rotor 

respectively � �m . 

3.1.2 Electrical loss 

The electrical loss is mainly from the loss between 
the stator coil and rotor, which can be computed as: 

                                                  

2 2 e
e e

e

LP I R I c S� �           (2)                                

Where ep is electrical loss � �w , I is stator coil 

current � �A , ec is electrical conductivity of coil, eL is 

total length of the coil � �m , eS is sectional area of the 

coil � �m . 

3.2 Heating power of the spindle bearing 

Heating power of the angular contact ball bearings is 
mainly from loss due to bearing friction torque, which 
can be calculated as: 

41.047 10fp M�	� �          (3) 

Where fp is heating power of the spindle 

bearing � �w ,� is rotor angular velocity � �rpm , M is 

total friction torque � �Nmm . 

The bearing friction torque is mainly composed of 

two parts. One is the torque zM due to applied load and 

the other is the torque yM due to viscosity of lubricant, 

that is 

z yM M M� 
                   (4) 

Where 

z z z mM f F d�                   (5) 

Where zM is load friction torque � �Nmm , zf is a 

factor related to the bearing type and load, zF is bearing 

preload � �N , md is mean diameter of the bearing � �mm . 

� �
2

7 3310 , 2000y y y m yM f v n d v n	� �      (6)                 

7 3160 10 , 2000y y m yM f d v n	� � �        (7)                 

Where yM � �Nmm is viscous friction torque of the 

angular contact ball bearings, it is generated by the 
relative friction among the rolling elements of the bearing, 

the cage, and the lubricant, yf is a factor related to 

bearing type and lubrication method, yv is kinematic 

viscosity of the lubricant � �2 /mm s , n is the bearing 

angular velocity � �rpm ,When 2000yv n � , formula (6) 

can be used and 2000yv n � , formula (7) can be used. 

3.3 Convective heat transfer of coolant 

In addition to the influences of these two heating 
powers, the HSMS-WCS performances are also affected 
by the heat convection of cooling system. In order to 
make the research process simple and clear, some 
necessary simplification and assumptions can be made. (1) 
The main research object was the cooling system, so the 
rotor, bearing and other parts were simplified; (2) It was 
assumed that the heating power produced by the spindle 
motor and spindle bearings was forced to take away 
through the heat convection, further more, the 
surrounding natural convection and thermal radiation was 
negligible. (3) Coolant can not be compressed and the 
physical properties are constant. There is no phase change 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'16  | 103

ISBN: 1-60132-443-X, CSREA Press ©



and it is a continuous body. 

3.3.1 Convective heat transfer coefficient of 
cooling system 

Cooling system uses coolant for cooling, in which 
the average speed of the coolant can be expressed as 
follows: 

w
w

vu
A

�                 (8)                                        

Where wv is unit flow rate of coolant � �/l s , A is 

cross sectional area of the cooling channel � �2m . 

Convective heat transfer coefficient of cooling 
system can be written as: 

u v
v

v

N Ka
d

�               (9) 

Where uN is Nusselt number, vK is heat 

conductivity of coolant � �/w m k� , vd is diameter of 

cooling channel � �m . 

3.3.2 Convective heat transfer power of 
cooling system 

The convective heat transfer power of cooling 
system can be calculated by the convective heat transfer 
coefficient, which can be established as: 

0( )
v v vp a A t t� 	            (10) 

Where va is convective heat transfer 

coefficient � �2/w m k� , A is cross sectional area of 

the cooling channel � �2m , vt is spindle internal 

temperature � �k , 0t is initial temperature of coolant � �k . 

4 Multi-domain unified modeling of 

the HSMS-WCS 
Considering the complex coupling relations, a 

multi-domain unified model for the HSMS-WCS based 
on the Mworks software was built. Subsystems of the 
HSMS-WCS include spindle motor heating model, 
bearing heating model, cooling system convection model 
and PID control model. The final multi-domain unified 
model was built on the same software and connected by a 
specific interface.  

4.1 PID control model 

The temperature rise of spindle must be controlled 
within a reasonable range, otherwise it will affect spindle 
machining accuracy. In this paper, PID control system 
was adopted to control the temperature rise. PID control 
equation is as follows: 

                  

� � � � � �
0

1 t

p d
i

de t
u K e t e t dt T

T dt

 �

� 
 
� �
� �

�     (11)               

Where � �e t is the input signal, it is defined as: 

     � � de t NT NT� 	                   (12)               

Where � �e t is the input signal, dNT is the desired 

operating temperature, NT is the actual operating 

temperature, pK , iT , dT  are the control parameters. 

The working process of PID controller was briefly 
as follows: The temperature sensor detected the actual 
operating temperature. Through feedback, the input 
signal was transmitted to the PID controller. The adjusted 
current signal was output to the cooling system model 
after treatment, which made the temperature rise in a 
reasonable value. PID control model based on Modelica 
is shown in Figure.3. 
 
 
 
 
 

 

Fig.3 PID control model 

4.2 Heating power model and convective heat 
transfer power model 
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The heating power model of the HSMS-WCS 
consisted of two parts: one for the spindle motor and the 
other for the spindle bearings, which can be built in 
Mworks by mathematical model respectively. Convective 
heat transfer power model was also modelled by its 

mathematical model whose function is to take the heat 
away. After the two models were finished, a coupling 
model based on Modelica was built, which is shown in 
Figure. 4. 

Figure.4 Coupling model 

4.3 Integrated model of the HSMS-WCS 

Using Modelica language to construct models at 
Mworks platform, each sub-model is independent of each 
other on describing the physical characteristics and 
mathematical relations. In order to ensure the reusable 
ability of sub-models, each sub-model has its own input 
and output connectors to input parameters and 
communicate with other sub-models. Meanwhile, a 
sub-model can be composed of other sub-models and 
components by packaging, which is the multi-level 
modeling method. In this paper, the heating power model, 
convective heat transfer power model and control model 
were packaged respectively and then connected by 
specific interface. Therefore the multi-level modeling 
method has the advantages of clearly organized, better 
reusable ability and high modeling efficiency etc.  

The process of integrated modeling was as follows: 
At first, the temperature sensor model obtained the actual 
operating temperature of spindle system and then the 

signal difference between dNT and NT  was fed back 

to the PID control model. Finally NT can reach a 
reasonable value when the output current control signal 

was transmitted to the PID control model. By packaging 
and connecting all of the sub-models at Mworks, the 
integrated model was obtained and shown in Figure.5. 
 
 
 
 
 
 
 
 

 

 

 

 

Figure.5 Integrated model of the HSMS-WCS 

5 Simulation analysis of the 

HSMS-WCS 
Typically, the HSMS-WCS can reach the cooling 

effect by controlling the rate of coolant flow, but such 
kinds of researches are more. Previous researches [10-11] 
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indicated that: the temperature rise of spindle does not 
make significant change when coolant flow rate increases 
to a certain threshold, therefore the method may not reach 
the desired goal in sometimes. Based on the above, this 
paper had explored the other two factors affecting the 
temperature rise of spindle. 

5.1 The factor of initial temperature 0t  

To investigate the effects on the spindle temperature 
rise, parameters related to the initial temperature were 
input to the proposed model under the conditions of 
keeping the spindle angular velocity and coolant flow 
unchanged. At the same time, another two traditional 
models including Ansys method and Simulink method 
were used to compare. Finally, the simulation results are 
as shown in Figure. 6. 

 

Figure.6 Initial temperature effect on the spindle temperature 

rise 

Figure.6 can be obtained: (1) the spindle temperature 
rise is influenced by the initial temperature and the 

spindle temperature rise decreases with gradually 
decreasing the initial temperature; (2) when compared to 
another two traditional models, the presented model can 
acquired the similar simulation results. This can ensure 
that the model built by multi-domain unified modeling 
method is right. Further more, it has a better reusable 
ability when compared to the model by Ansys and can 
make it more efficient to build a simulate model. 
Simulink method has the difficult to achieve a seamless 
data transfer. This weakness can lead to a low precision 
for the model built. While the proposed method is based 
on Modelica language, it can reach the seamless 
connection between the subsystems, ensuring a high 
accuracy model. 

5.2 The factor of channel section axial size L  

Not only is the spindle temperature rise related with 
coolant initial temperature, but also associated with the 
channel section axial size L . Similar to the method above 
5.1, the related initial parameters keep constant and the 
channel section axial size L changed without changing 
the change cross-sectional area A . The channel section 
axial size L is shown in Table 1 and the final simulation 
result is as shown in Figure.7. 

                              Table 1 Channel section axial size L                      (mm) 

Channel section 

axial size 
1 2 3 4 5 6 7 

L  8.50 9.00 9.50 10.00 10.50 11.00 11.50 

 
 
 
 
 
 

 

 

 

Figure.7 Channel section axial size effect on the spindle  

temperature rise 

Figure.7 shows that channel section axial size L has 
influence on the spindle temperature rise and the spindle 
temperature rise decreases with gradually increasing the 
channel section axial size L .  

6 Conclusions 
When constructing model of the HSMS-WCS, it was 

generally divided into two categories. One is the 
modeling method for one single field and the other is the 
method for multi-domain integration. It is not suitable to 
use the first category, because it separates the natural 
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coupling relationships between subsystems, which can 
not reflect the complex coupling relations. The second 
category may lead to problems such as poor coupling 
relations and low precision despite the fact that it can 
realize multi-domain unified modeling for multiple 
subsystems to some extent. A multi-domain unified 
modeling method based on Modelica was presented in 
this paper. At first, the complex coupling relations among 
subsystems of the HSMS-WCS were analyzed and the 
coupling block diagram was obtained; then the thermal 
analysis of the HSMS was carried out. Based on this, a 
multi-domain unified model of the HSMS-WCS was built 
and the simulation results were analyzed. The final results 
show that the method based on Modelica can effectively 
overcome the problems brought by the previous method 
and make the model more accurate and suitable for the 
modeling and simulation of complex mechanical and 
electrical products. 
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Abstract—In this paper a model for the safety of soldiers is
developed. The model is based on a combination of fuzzy and
binary techniques. For the safety of soldiers, the metrics for the
model are developed. Based on the questionnaire given to soldiers
and the responses of the soldiers, the safety is defined between 0
– 1. This date is simulated in the fuzzy model and digitalized to
convert it to its equivalent digital model. Both digital and fuzzy
technique are compared. It is hoped that such models will help
a long way in improving the safety of the soldiers.

I. INTRODUCTION

Safety of soldiers has always been a major concern. Billions

of dollars are being spent in the safety and quality of life

for soldiers. Safety of soldiers is very important both at the

time of war and peace. One of the first requirements for the

soldier is to have safety equipments such as helmet. So many

research workers have been working on the development of

the new designs for safe helmets. Alexandera Foran [1] with

NSRDEC Public Affairs has written an extensive report on

the protection for soldiers. The military personal protective

equipment covers a range variety of garments such as glasses,

belts, gloves, helmets, shoes [2]–[4]. These are crucial and

required for the soldier’s safety. Various conferences are held

every year at different locations for improving the safety of

soldiers. There are a number of shows also held every year

for the soldier’s safety products. Grainger show is one of the

important shows that is held every year to display many safety

products [5]. Similarly, military combat eye protection is

required for soldiers while on the job [6]. A report on advanced

combat helmet technical assessment has been prepared by the

department of the defense [7]. To the best of the author’s

knowledge no algorithm is available which describes the safety

of soldiers in a unified way.

The objective of this paper is to develop an algorithm which

can predict the safety of the soldiers. Similarly there is no

metrics available which can describe how is the safety of

soldiers is being measured. In this paper we give an algorithm

for measuring the safety of the soldiers. The strategy is to

develop a questionnaire which can give a different responses

from different soldiers. The questions will be regarding the

safety of the helmets, belts, gloves, glasses, and shoes. A

soldiers is asked how good a particular parameter is? For

example a helmet. Just like a doctor asks how much patients

pain is from 0 – 10.

Fig. 1. Five safety features: (A) helmet, (B) glasses, (C) gloves, (D) belt and
(E) shoes.

II. METHODOLOGY

The proposed algorithm is consist of the following steps:

1) Determine the membership functions for our 5 inputs

which are helmets, glasses, gloves, shoes and one output

which is the soldiers safety.

2) Define fuzzy rules for the fuzzy model.

3) Implement the fuzzy model using MATLAB.

4) Develop a table having n rows and 5 columns where n
is the number of soldiers and each column represents

a parameter such as helmets, glasses, gloves, shoes and

belt. The truth table should be a 3 out of 5 majority

function.

5) Simulate the data given in the table developed in step 4.

6) Digitalize the values given in step 4 in the form of 0

and 1.

7) Develop the Boolean expression for the function and

then realize it with help of logic gates.

8) Draw the binary decision diagram BDD [8] from the

truth table.

9) Write the Boolean expression in hardware description

language HDL and test it using FPGA.

10) Compare the results of fuzzy model along with the

digital model.

Fig. 1 shows the important safety features that a soldier

should be asked about. These are helmet, glasses, gloves, belt

and shoes. For simplicity we have taken only five parameters.

The approach can be extended to any number of features.
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TABLE I
MEMBERSHIP FUNCTIONS FOR INPUTS AND OUTPUT

Inputs
Membership Functions

Off Damaged On
Helmet 0 – 0.4 0.1 – 0.9 0.6 – 1

Glasses 0 – 0.4 0.1 – 0.9 0.6 – 1

Gloves 0 – 0.4 0.1 – 0.9 0.6 – 1

Belt 0 – 0.4 0.1 – 0.9 0.6 – 1

Shoes 0 – 0.4 0.1 – 0.9 0.6 – 1

Output Low Medium High
Soldiers Safety 0 – 40 10 – 90 60 – 100

Fig. 2. Fuzzy rules.

III. IMPLEMENTATION

The implementation of all the steps is described as follows:

1) In this step three membership functions are considered

for each inputs. These functions are defined as On,

Damaged and Off. For the output (soldiers safety), the

same number of membership functions are considered

and defined as Law, Medium and High. The membership

functions for each input and output is shown in Table.

I.

2) The fuzzy rules for the design are defined as an equiv-

alent to a majority function. These rules are defined as

shown in Fig. 2. The rule viewer is shown in Fig. 3.

3) The fuzzy model is designed and implemented using

MATLAB as shown in Fig. 4.

4) Develop a table which consist of columns having five

inputs and rows consist of soldiers 1, 2, 3 etc. For a

particular soldiers, a questionnaire is asked regarding

how comfortable and safe a soldier feels about his/ her

helmet, glasses, gloves, belt and shoes. The soldiers

answered the questions in the range from 0 – 10.

This date is then normalized from 0 – 1 as given in

Table II. The data that we consider in this table is just

Fig. 3. Fuzzy rule viewer.

Fig. 4. Fuzzy model design.

hypothetical and arbitrary. The purpose of this data is

just to describe the approach that we are suggesting.

5) Simulate the date in the table developed in step 3 in the

designed fuzzy model. The surface viewer is shown in

Fig. 5. The simulation results are given in Table III.

6) The table developed in step 4 is then digitalized. This

results in a truth table as shown in Table IV.

7) From the truth table, it is noted that the model behaves

as a majority function. Therefore, the obtained Boolean

expression for 5-input majority function is given in (1).

F � ABC � ABD � ABE � ACD � ACE �

ADE �BCD �BCE �BDE � CDE (1)

8) Truth tables for large variables become almost impossi-

ble to write. Hence, the new alternative is to use binary

decision diagram instead of the truth table. The binary
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Fig. 5. Surface viewer.

TABLE II
TABLE OF FUZZY MODEL

Soldier Inputs
Helmet Gloves Glasses Belt Shoes

1 0.90 0.11 0.17 0.18 0.78
2 0.86 0.11 0.87 0.84 0.86
3 0.10 0.10 0.20 0.12 0.60
4 0.31 0.88 0.78 0.95 0.15
5 0.86 0.84 0.15 0.87 0.86
6 0.88 0.11 0.15 0.93 0.16
7 0.88 0.16 0.86 0.16 0.79
8 0.21 0.80 0.30 0.20 0.80
9 0.77 0.76 0.54 0.55 0.30
10 0.10 0.23 0.87 0.99 0.10
11 0.12 0.11 0.87 0.20 0.12
12 0.88 0.79 0.89 0.87 0.13
13 0.21 0.21 0.97 0.10 0.88
14 0.11 0.88 0.44 0.93 0.66
15 0.45 0.16 0.77 0.80 0.27
16 0.12 0.20 0.12 0.98 0.10
17 0.86 0.80 0.87 0.12 0.14
18 0.30 0.32 0.11 0.87 0.96
19 0.12 0.90 0.87 0.12 0.86
20 0.33 0.11 0.65 0.14 0.41
21 0.10 0.90 0.40 0.84 0.27
22 0.49 0.66 0.80 0.11 0.60
23 0.23 0.78 0.31 0.40 0.25
24 0.89 0.14 0.13 0.84 0.94
25 0.13 0.76 0.78 0.88 0.82
26 0.85 0.11 0.87 0.13 0.16
27 0.88 0.84 0.11 0.20 0.30
28 0.23 0.56 0.59 0.32 0.17
29 0.88 0.87 0.86 0.99 0.86
30 0.20 0.20 0.21 0.11 0.301
31 0.31 0.82 0.33 0.89 0.79
32 0.85 0.15 0.88 0.94 0.11
33 0.88 0.79 0.23 0.76 0.13
34 0.74 0.17 0.87 0.37 0.27
35 0.90 0.87 0.86 0.13 0.83
36 0.88 0.89 0.23 0.11 0.87
37 0.20 0.30 0.88 0.89 0.80
38 0.89 0.55 0.56 0.91 0.59
39 0.84 0.12 0.13 0.14 0.15
40 0.11 0.78 0.88 0.22 0.33

TABLE III
SIMULATION RESULTS OF FUZZY MODEL

Soldier Soldier Safety Soldier Soldier Safety
1 0.3124 21 0.5000
2 0.7661 22 0.5000
3 0.1992 23 0.5000
4 0.7707 24 0.7661
5 0.7507 25 0.6622
6 0.1799 26 0.2338
7 0.5000 27 0.3780
8 0.5000 28 0.5000
9 0.5000 29 0.7719
10 0.1812 30 0.3543
11 0.2121 31 0.6610
12 0.7477 32 0.5000
13 0.2088 33 0.5000
14 0.6764 34 0.4707
15 0.5000 35 0.7719
16 0.2215 36 0.8264
17 0.7292 37 0.6505
18 0.3332 38 0.5000
19 0.7962 39 0.2280
20 0.3763 40 0.5000

Fig. 6. Binarry decision diagram for (1).

decision diagram for (1) is shown in Fig. 6. Binary

decision diagrams are also used for testing large circuits.

Table V gives the minimum BDD possible test cases for

(1).This BDD is tested with 2 different cases. The first

case is A=0, B=1, C=0, D=1, and E=0 which results in

F=0. The second case is A=1, B=0, C=1, D=0, and E=1
which results in F=1. The binary decision diagrams for

the first and second case are shown in Fig. 7 and Fig. 8

respectively.

9) The design is written in Verilog code and tested using

Xilinx XC3S200 Spartan-3 FPGA. Fig. 9 shows One test

case implemented in FPGA with the inputs A=1, B=1,
C=1, D=0, and E=0 which result in an output F=1.

10) The fuzzy model is compared with the digital model

using correlation function analysis in MATLAB. The

correlation value obtained is 0.8778.
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TABLE IV
TRUTH TABLE OF DIGITAL MODEL

Soldier Inputs Output

Helmet Gloves Glasses Belt Shoes Soldier
Safety

1 1 0 0 0 1 0
2 1 0 1 1 1 1
3 0 0 0 0 1 0
4 0 1 1 1 0 1
5 1 1 0 1 1 1
6 1 0 0 1 0 0
7 1 0 1 0 1 1
8 0 1 0 0 1 0
9 1 1 1 1 0 1
10 0 0 1 1 0 0
11 0 0 1 0 0 0
12 1 1 1 1 0 1
13 0 0 1 0 1 0
14 0 1 0 1 1 1
15 0 0 1 1 0 0
16 0 0 0 1 0 0
17 1 1 1 0 0 1
18 0 0 0 1 1 0
19 0 1 1 0 1 1
20 0 0 1 0 0 0
21 0 1 0 1 0 0
22 0 1 1 0 1 1
23 0 1 0 0 0 0
24 1 0 0 1 1 1
25 0 1 1 1 1 1
26 1 0 1 0 0 0
27 1 1 0 0 0 0
28 0 1 1 0 0 0
29 1 1 1 1 1 1
30 0 0 0 0 0 0
31 0 1 0 1 1 1
32 1 0 1 1 0 1
33 1 1 0 1 0 1
34 1 0 1 0 0 0
35 1 1 1 0 1 1
36 1 1 0 0 1 1
37 0 0 1 1 1 1
38 1 1 1 1 1 1
39 1 0 0 0 0 0
40 0 1 1 0 0 0

IV. CONCLUSION

In this paper a combination of fuzzy and digital model has

been developed. An approach for determining the safety of

soldiers has been discussed. Furthermore, a metrics has been

proposed in which the safety of solder is defined between

0 – 1. For simplicity, only a few parameters are taken. The

approach could be extended to any number of parameters. We

hypothesize that the fuzzy model is approximated as 3 out of 5

majority function. In general, different Boolean functions such

as majority functions can be considered. It is also illustrated

how BDDs can be used for large number of variables. We

compared both of the models and determined the correlation.

The models seem to be quite satisfactory as long as the

suggested approach could verified and validated by experts.

Study based the response of the questionnaire from the soldiers

is needed.

Fig. 7. First test case: the inputs are A=0, B=1, C=0, D=1, and E=0 which
result in an output F=0.

Fig. 8. Second test case: the inputs are A=1, B=0, C=1, D=0, and E=1 which
result in an output F=1.

Fig. 9. One test case with the inputs A=1, B=1, C=1, D=0, and E=0 and an
output F=1.
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TABLE V
THE MINIMUM BDD POSSIBLE TEST CASES FOR (1)

A B C D E 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
0 0 0 0 0 * * *

0 0 1 1 1 * * * * *

0 1 1 0 1 * * * * *

0 1 1 1 1 * * * *

1 0 0 0 1 * * * *

1 1 0 0 1 * * * * *

1 1 1 0 1 * * *
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Abstract - Commodity prices are known to be volatile in 
general. The volatility of the commodity prices brings up 
challenges for the producers that use such commodities in 
their production. One challenge is to determine what prices 
companies will pay via different hedging strategies for the 
needed commodities over the production period. This paper 
presents a systems dynamics model that incorporates various 
dynamics for commodity market. This model is then used for 
developing an algorithm to simulate hedging strategies. How 
the system dynamics model along with the hedging simulation 
algorithm can help the producers with their hedging decisions 
is discussed. 

Keywords: commodity market, hedging strategies, system 
dynamics modeling 

 

1� Introduction and Problem Definition 
  Producers need different commodities in order to 
produce their products. Many kinds of commodities may go 
into a certain product. For example, a frozen food production 
requires the purchase of numerous food inputs, including 
wheat, sugar, poultry and flash-frozen vegetables, as well as 
various packaging materials. Key commodity inputs may 
come from a variety of suppliers and generally have different 
seasonal and cyclical price characteristics.  

Commodity prices are known to be volatile [5] [7] [8]. The 
volatility of the commodity prices brings up challenges for 
the producers that use such commodities in their production. 
Fluctuations in the price of key inputs make it difficult for 
manufacturers to anticipate future costs and optimize 
production, which constrains profitability. Furthermore, 
producers that must purchase a wide range of commodities 
with differing supply/demand dynamics may face difficulty 
managing effective procurement and commodity hedging 
strategies. 

In competitive markets, some producers may be able to 
purchase certain inputs at lower prices than others and 
subsequently reflect this difference in the price of their 
product. In turn, greater pricing flexibility gives the producer 
a competitive advantage over other producers, allowing it to 
gain market share and sustain greater gross margins as a 
result of lower purchase costs. 

Producers continually seek ways to smooth volatility in input 
prices, more accurately forecast future costs or otherwise 
minimize the risk associated with fluctuating commodity 
prices. In order to overcome commodity price fluctuations, 
companies are using hedging for managing the risks that 
come due to volatile commodity market. Hedging has become 
a useful tool for producers to manage what prices they will 
pay for their raw materials over the production period. 
However, since a number of different contracts may exist for 
each commodity such as forward buys, toll agreements, 
relative value, and over varying time periods from 30 days to 
3 years, hedging is complicated and the inherent risk of price 
fluctuation remains with the producers.  

This paper presents a systems dynamics model that 
incorporates various dynamics for modeling the commodity 
market. Our objectives with the model include: 

•� Identify and integrate dynamics for understanding the 
overall commodity market. 

•� Develop a model for simulating different dynamics in 
the commodity market for the purpose of optimizing 
hedging activity. 

•� Develop a model for maximizing profit margins and 
minimizing the effect of price fluctuations. 

•� Address uncertainty and volatility of commodity cost 
through a risk variance approach. 

We will then use the model to simulate hedging strategies. 
Our objectives with the hedging simulation include: 

•� Identify the key market dynamics affecting commodity 
prices and incorporate them into the model. 

•� Present the best possible commodity candidates for 
hedging together with price and amount to hedge. 

2� Commodity Hedging Dynamics 
Considered 

 A producer company takes into account many internal 
and external impacts in making hedging decisions for 
required commodities.  
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Internal impacts include: 

•� Vertically integrated vs standalone producer 

•� Hedging strategy 

•� Overall business structure 

•� Marketing and promotional expenses (and how 
management views how such activity will affect demand 
for their product, and subsequently their expected 
purchase of the commodity) 

•� The company’s cost structure 

External impacts on the industry/sector only include: 

•� Product positioning 

•� Industry conditions 

•� Average cost structure of the industry 

External impacts (global) include: 

•� Geopolitical factors 

•� Global demand determinants 

•� Product substitution  

•� Technological innovation, new product development 

•� Shifts in consumer preferences 

•� Regulatory changes 

Considering all above and possibly other impacts together, 
hedging decisions could be very complex. In this paper, we 
developed a conceptual model considering various dynamics 
of the commodity market assuming an unregulated, free 
market. Our objective is to model the overall commodity 
hedging system for a producer company by incorporating 
select internal and external dynamics for effective hedging of 
the needed commodities. We consider the following internal 
and external dynamics in the model: 

•� Product demand 

•� Product inventory 

•� Product manufacturing capability 

•� Product marketing strategy 

•� Product advertising strategy 

•� Product distribution capability 

•� Cost of product 

•� Product pricing strategy 

•� Commodity hedging strategy 

•� Cost of commodity 

•� Overall production and inventory of the commodity 

•� Demand to commodity 

•� Other macro dynamics that affect commodity prices 

These dynamics are considered after extensive literature 
reviews on the commodity market [5] [6] [7] [8]. We believe 
these factors should be considered in hedging decisions and 
we incorporated them all in our model which we will present 
in Section 3. There are other dynamics we haven’t 
incorporated into the model to keep it simple. We will 
mention them together with how they can be incorporated in 
the decision later in the paper. 

3� System Dynamics Model 
 This paper assumes the reader already has a broad 
understanding of system dynamics modeling [1] [11] [12]. 
System dynamics is a useful analysis tool for analyzing and 
studying the behavior of complex nonlinear dynamic systems 
by identifying the cause and effect relationships and the 
feedback control mechanism. In system dynamics, a system is 
represented by a closed-loop structure which models the 
relationship and feedback among system factors. A problem 
or a system is first represented as a stock and flow diagram. 
Stock shows the quantity of factor under study while flows 
demonstrate factors which come in and out to change the 
stock level [1].  

The system dynamics (SD) model for the commodity market 
considering the dynamics mentioned in the previous section is 
shown in Figure 1 and Figure 2 where Figure 1 showing part 
1 and Figure 2 showing part 2 of the same model. This model 
applies the system dynamics approach to study the overall 
behavior of the commodity market from the perspective of a 
manufacturer that relies on several commodities to make its 
products. The qualitative and conceptual model illustrated in 
Figure 1 and Figure 2 is built based on the considered 
dynamics above. The figures are for illustrative purposes only 
and does not present a comprehensive representation of the 
model discussed. 

In developing this model, we assume producers produce 
multiple products. Producers use many commodities in 
producing their products. Most commodities are used in 
multiple products. For example, a food producer needs many 
ingredients. These ingredients are used in multiple of their 
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products. The model is shown above for general products and 
commodities for simplicity. Also, the model assumes existing 
and established products for which data for the included 

dynamics exist or can be reasonably estimated. It does not 
address new product launch and associated unknowns. 
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Figure 1 System Dynamics Model for Commodity Hedging – Part 1 

The model is modular in nature. By looking at Figure 1, we 
can distinguish the following module: 

Commodity Price Dynamics Module: This module 
addresses the overall cycle of producing the commodities. 
This module models the demand and the expected price of 
the commodity by incorporating the following dynamics 
from the list in Section 2: Cost of commodity, Overall 
production and inventory of the commodity, Demand to 
commodity, Other macro dynamics that affect commodity 
prices. The stocks in this module are “Capacity Being 
Transferred”, “Production Capacity” and “Commodity 
Inventory” and uses variables such as the production 
capacity of the commodity along with parameters affecting 
it, the commodity inventory, the commodity production, 
investment in producing commodity and delay of 
investment before beginning the production. Another 
variable is “political stability/conflicts, war, regulatory 
actions on environments, economic boom/bust” for the 
decision maker to input his/her estimate about the macro 
conditions that affect the price of the given commodity. 

By looking at Figure 2, we can distinguish the following 
modules: 

Product Advertisement and Marketing Dynamics Module: 
This module models the impact of marketing and 

advertisement efforts on the product demand. It also 
models the influence of desired product demand on the 
marketing and advertisement strategies. This module 
incorporate the following dynamics from the list in Section 
2: Product marketing strategy, Product advertising strategy. 

Product Demand Dynamics Module: This module 
addresses estimating the market share and product demand 
expected by using input from other modules and 
incorporating the following dynamics from the list in 
Section 2: Product demand. Since our model is generic, we 
kept this module very simple. This part of the model can be 
enhanced for a specific class of products if the producer 
has more insight into the demand dynamics. 

Product Manufacturing and Inventory Dynamics Module: 
This module models the production and inventory control 
using stock variables “Product Supply Line”, “Product 
Inventory” and many supporting variables. This module 
yields the producer’s demand to commodity. This module 
incorporates the following dynamics from the list in 
Section 2: Product inventory, Product manufacturing 
capability. 

Product Distribution Dynamics Module: This module 
estimates the total required distribution capacity based on 
production as well as the capacity to rent, if any. 
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“Distribution Capacity” and “Distribution Capacity to 
Rent” are stock variables. This module incorporates the 
following dynamics from the list in Section 2: Product 
distribution capability, Product inventory. 

Product Pricing Strategy Module: This module applies the 
producer’s pricing strategies taking input from other 
modules and incorporating the following dynamics from 

the list in Section 2: Cost of product, Product pricing 
strategy. 

Commodity Hedging Strategy Module: This module 
implements the hedging algorithm presented in Section 4. 
This module takes input from other modules and 
incorporates the following dynamics from the list in 
Section 2:  Commodity hedging strategy. 
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Figure 2 System Dynamics Model for Commodity Hedging - Part 2 

In summary, for modeling the production, this model involves 
not only marketing variables, such as pricing, advertising, and 
channel development, but also supply chain elements such as 
production capacity and inventory on hand, as well as 
distribution capabilities. Interactions between production and 

distribution capabilities, inventory management and 
advertising, are incorporated in the model as they are 
researched in the literature [2] [3] [4] [9] [10]. All of these 
factors indirectly affect product pricing and hedging strategy 
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undertaken by producers. Expected demand for products 
influences the expected need for commodities. 

4� An Algorithm for Hedging 
 Decisions on what different types of hedging tools to 
use, the price and the quantity of commodities to be hedged 
depend on many dynamics that are internal and external to the 
company as explained in Sections 2 and 3. 

Simulating hedging strategies requires a systematic view of 
the entire supply chain that considers both marketing and 
supply chain activities and their interactions, in addition to 
the overall commodity production cycle. Our model in the 
previous section provides a good platform for developing a 
simulation model for hedging. In our hedging model, we 
consider the entire product portfolio for a specific producer. 
For example, a certain food producer may have several  
different food products and all these products may use the 
same commodity (e.g. flour or sugar). 

In this section, we will elaborate the commodity hedging 
strategy module of the model, particularly the “hedging 
strategy”, “hedged price/amount”, “non-hedged amount” 
variables. As seen in the model, “hedging strategy” takes 
“commodity price”, “expected commodity price”, “product 
demand expected”, “pricing strategy” as inputs and it 
produces the “hedged price/amount” and “non-hedged 
amount” values. The “non-hedged amount” variable 
contributes to “variance at risk” variable. Different hedging 
approaches can be simulated in the “hedging strategy” 
variable of the model. We will develop a particular 
implementation within this variable by executing 
programming code in Java. Most modern simulation tools 
allow executing Java code within the model variables [11]. 

Our hedging method considers all products in the portfolio 
and all commodities needed to produce the products. The 
amount to produce each product is obtained as an input to this 
method via the “product demand expected” variable of the 
model. It is assumed that how much of which commodity is 
needed for each product is known (e.g. can be obtained via a 
table lookup). From this information, a list of <product, 
amount of commodity> for all products and commodities is 
generated. This initial list is used in the implementation 
below. 

First, the gross margin is determined for each product by 
taking the price of the commodities in the futures market. 
Then, gross margin for all products is calculated by adding 
the gross margins of each product. In this case, the risk due to 
hedging is zero because only prices in the futures market are 
incorporated in this calculation. This gross margin is recorded 
as a baseline for the next steps. 

The next step is to rank the <product, amount of commodity> 
pairs in order to determine which pairs will be subject to 
hedging. First, calculate the impact of change in the 

commodity price on the baseline product gross margin. For 
this step, the price of each commodity is assumed to be given 
by the “expected commodity price” variable. Normally, this 
variable is determined by (1) weighted running average of the 
commodity prices of several earlier years, (2) the “commodity 
price” value returned by the SD model, (3) and a factor for an 
adaptive expectation coefficient for various exogenous inputs 
that may influence the expected commodity price. Once the 
expected price of the commodity is determined, the impact on 
the baseline gross margin is calculated for each <product, 
amount of commodity> pair.  

Here how it is done: Take each product one at a time. For 
each commodity needed for this product, assume the expected 
price of this commodity but assume futures market price for 
all commodities needed for this product. Calculate the new 
gross margin for this product. The impact is defined as the 
difference between the new gross margin of the product and 
its baseline gross margin. Save this impact value for this 
<product, amount of commodity> pair. For commodities with 
“expected commodity price” lower than the futures market 
price, the impact will be positive. 

Next calculation is to determine how much price change is 
allowed per product so that the gross margin is the same as 
the baseline gross margin despite the change in commodity 
price. This value is the allowable change in the product price. 
We rather want to calculate the percentage of this price 
change since this percentage change indicates elasticity of the 
product for our ranking. This percentage value provides more 
information to the producer regarding the impact of change in 
the product price. One advantage of using this elasticity is to 
help the producer with pricing flexibility if company is 
willing to go aggressive in the pricing and increase the 
volume.  

We rank the <product, amount of commodity> pairs first 
based on this elasticity value so that minimum impact product 
is at the top. Within each product, we rank the <product, 
amount of commodity> pairs based on the impact on the 
gross margin where the pair with biggest positive impact will 
be at the top and the pair with biggest negative impact will be 
at the bottom. At the end, <product, amount of commodity> 
pairs are all sorted. For each <product, amount of 
commodity> pair, a variance-at-risk value is calculated taking 
into account the two values used above in ranking. 

The objective of this ranking algorithm is to identify the 
<product, amount of commodity> pairs with minimum 
product elasticity thereby lowering the risk of hedging and 
with biggest positive impact on the product gross margins 
thereby increasing the overall gross margin. 

In the next step, the output of previous step is presented to the 
decision makers as a sorted list of <product, amount of 
commodity, cumulative variance-at-risk> where the third 
value is the cumulative of variance-at-risk values of all 
previous items in the list. At this step, decision makers can 
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determine the risk tolerance by choosing a cumulative 
variance-at-risk value calculated in previous step. This is a 
significant decision: the decision maker makes a cut on the 
level of risk tolerance for the producer in producing all 
products. Any <product, amount of commodity> pair above 
the cut will be subject to hedging. That means, the decision 
maker decides on  which <product, amount of commodity> 
pairs will be considered for hedging based on his/her opinion 
on the correct risk tolerance for the company at that moment. 
Based on the selection of the decision maker, all <product, 
amount of commodity> pairs above the chosen level will be 
considered in the next step for executing the hedging 
decision. 

The next step in the algorithm is to present the business 
decision maker the output of “hedged price/amount” and 
“non-hedged amount” values. Non-hedged amounts are easily 
calculated for each commodity based on decision maker’s cut 
in the previous step. The amount to hedge for each 
commodity is also easily added up. For specific hedge prices 
and amounts, the algorithm needs to match the hedge amount 
with available hedge offers from suppliers in commodity 
markets. We assume available hedge offers are stored in a 
database for easy matching. 

At the last step, for each commodity to be hedged, the 
algorithm tries matching the available offer starting from the 
lowest priced offer provided the offer is good for the duration 
of product horizon and is less than the minimum of futures 
market price and “expected commodity price” value. The 
algorithm tries matching for as many commodities possible. 
For remaining amounts of commodities that are not matched 
due to lack of available offers in the market, futures market 
prices are assumed. At the end of this matching, all <product, 
amount of commodity> pairs are revisited and each pair is 
assigned a hedging price for the amount of commodity. If the 
amount of commodity cannot be handled by a single price but 
multiple prices at the end of the algorithm, <product, amount 
of commodity> pair is sliced into multiple <product, amount 
of commodity> pairs for each price. 

This concludes the algorithm for the “hedging strategy” 
variable. 

The SD model further outputs the profit margin for the 
product, the product volume and the overall gross margin. 
The SD model can be run many times for the purpose of 
sensitivity analysis. The output helps hedging decision 
makers and the risk analysis team. 

5� Further Dynamics to Consider 
 The model provides a framework for adding new 
dynamics, simulating different scenarios, and conducting 
sensitivity analysis. Several variables, which were not 
included in the model, can easily be incorporated: 

•� Trade-weighted index for the U.S. Dollar is a significant 
factor affecting the commodity prices because most 
commodities are priced in U.S. dollar. Appreciations or 
depreciations of dollar affects the commodity prices. 
This can be added into the model. The model can 
flexibly incorporate other currencies (not US) as well. 

•� The word price of crude oil has a significant effect on 
the price of other commodities. Although the oil price 
itself is affected by many dynamics including the trade-
weighted index for the U.S. Dollar, the oil price can be 
easily incorporated as an exogenous variable into the 
model. 

The model can be enhanced by introducing other modules 
such as the following: 

•� Capacity acquisition module: This module can model 
the dynamics of capacity acquisition through renting 
and/or outsourcing. This is needed if the available 
capacity is not enough for producing the product. 
Similarly, a module for capital investment to increase 
the capacity can be introduced. 

•� Competition pricing module: The SD model presented 
above does not consider competition pricing. A new 
module can be developed to model the competition 
pricing dynamics in various engagements (e.g. Cournot, 
Bertrand) and leader/follower scenarios. 

•� The opportunity cost module: This new module can be 
developed to simulate the opportunity cost by sensitivity 
analysis of various parameters on risk, pricing, 
manufacturing and advertising modules. 

•� Product promotion strategy: This new module can be 
developed to measure the impact of product promotions 
on the product demand. It should also model the 
influence of desired product demand on the promotion 
strategies. 

•� Product substitution module: Some products of the same 
producer may be substitutable with one another. This 
new module can be developed to simulate the effect of 
product pricing and manufacturing on the substitute 
products. 

These are left to investigate for other papers. 

6� Conclusions 
 The objective of this study was the development of a 
generic model for abstracting the dynamics in commodity 
hedging. System dynamics modeling has been proven to be 
an effective tool for analyzing complex nonlinear systems 
that inherently have feedback loops. In this paper, we 
presented a generic system dynamics model that integrates 
various commodity and product dynamics. This generic 
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model is a good abstraction for variety of for variety of 
products and a variety of commodities including agricultural, 
metals and mineral, chemicals, and The generic model has 
been shown to be a suitable platform for implementing an 
algorithm to abstract a hedging strategy.  

The hedging algorithm implemented a risk-return simulation 
model and provided useful output for decision makers. The 
model can be customized by implementing different hedging 
strategies. It is also extensible to flexibly add new modules 
for incorporating further dynamics. To our knowledge, our 
model is the most comprehensive one taking into account a 
great deal of commodity and production dynamics, and 
meanwhile flexible to allow running Java code for 
implementing hedging algorithm. Our paper presents a model 
allowing to apply various dynamics and to experiment with 
different hedging algorithms.  

The model allows simulation of a variety of scenarios: 

•� Different hedging algorithms 

•� Different manufacturing capacities 

•� Different level of success of product advertising 

•� In general, by modifying different dynamics in the 
system 

One challenge corporations face is to coordinate different 
functional areas such as manufacturing, advertising, 
marketing, distribution, procurement, hedging, pricing. Our 
model could facilitate analysis encompassing all these 
functions, and once the decision makers agree on what the 
right action for hedging and production would be, then it can 
help with coordinating the efforts by different functional 
areas of the organization. 

One difficulty using this model is that it contains some 
exogenous variables representing the extent of external 
dynamics onto different variables, for example “political 
stability/conflicts, war, regulatory actions on environments, 
economic boom/bust" variable. Choosing the right value for 
such variables is dependent on the decision maker’s intuition 
and past experience. A lot of times, sensitivity analysis is 
performed over a set of possible values. 

7� Future Work 
 There is plenty of future work to further enhance the 
presented model. One area of work is to incorporate further 
dynamics listed in the previous section into the model. 
Another area is to try the model for different types of 
commodities and products.  

Another area that we are actively working is to combine the 
neural network algorithms with system dynamics modeling in 
order to employ machine learning in policy development. 

Although this effort could be independent of the presented 
model in this paper, we would like to apply the approach first 
into this model for intelligent and adaptive commodity 
hedging. 
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Abstract : In order to build high-precision and high-
efficient MR damper system model, a multi-domain unified 
modeling method was proposed. Firstly, based on the 
analysis of a MR damper semi-active suspension system 
model, various fields of MR, such as structure, magnetic 
field, control and mechanics, were studied to find the main 
influencing parameters. And then for the multi-domain 
coupling characteristics of MR damper, a multi-domain 
unified modeling of MR damper system was established 
based on Modelica/MWorks platform. By adjusting the 
main influencing parameters, the relationship diagrams 
between the parameters and the performances were 
obtained. Finally, some performance results were 
compared with the traditional method used 
Matlab/simulink modeling and the method proposed. The 
results show that the model based on Modelica can 
preferably reflect the complex relationship between the MR 
damper coupling among the parameters within the system, 
and can get a better simulation result. 

Keywords: MR damper; multi-domain; simulation 

 

1 Introduction 
  With the development of the performance of the car, 

there are higher requirements on the ride comfort and 
handling stability than before. One of the main functions of 
the vehicle suspension system is to provide support, 
effectively isolate vibration and shock caused by the road 
surface, which determines the ride and handling stability 
during in the process of driving. For traditional passive 
suspension systems can not meet the different road 
conditions and the driving-state, the semi-active suspension 
system consists of passive springs and adjustable damping 
force of the active shock absorber, which is able to adapt to 
different driving-state, and its price is low, the 
manufacturing process is relatively simple, damping effect 
is good,which is becoming the development direction of 
modern automotive suspension systems[1-3]. 

MR damper are compact structure, low power 
consumption, high damping force, wide dynamic range, 
and its damping force can be controlled by adjusting the 
size of the magnetic field intensity, which was designed 
based on MR effect. By controlling the external magnetic 
field intensity, rheological properties of the liquid of MR 
fluid can be varied from a liquid to semi-solid within 
milliseconds time to achieve active control of the damper 

characteristics. Currently, scholars have conducted various 
studies in MR damper, which can be roughly divided into 
three categories. The first category is to study MR damper 
control strategies, such as Yang[4] proposed a input 
saturation characteristics sliding mode control based on the 
nonlinear characteristics and adjustable damping force 
output saturation characteristics of absorber solenoid valve;  
Sulaiman[5] proposed TFC control strategy based on semi-
active vehicle suspension MR damper, and compared with 
GRD control method and showed that the proposed TFC 
control method can significantly reduce the size of the 
force on the tire. The second category is MR damper 
structure design, such as Pang[6] and Imaduddin[7] 
respectively designed vehicle MR damper structure, and 
verified that the design were feasible and reasonable. The 
third is to establish accurate mathematical model of MR 
damper for analysis, such as Kasprzyk[8] controlled a 
model by using two control methods for Skyhook and 
FxLMS (Filtered-x LMS). When the mathematical model is 
not accurate, using two control strategies can not meet the 
requirements; Ma[9] have conducted studies in fluid 
dynamics analysis of the MR fluid in damping passage 
based on the theory of fluid dynamics and MR fluid 
rheological properties, and have derived MR damper force 
model in detail, which can describe the basic mechanical 
properties of MR damper and provide theoretical guidance 
for the research on semi-active suspension control. 

In summary, although there were a number of studies 
on MR damper, it mainly was to a single field of modeling 
and simulation. However, MR damper system involves 
multiple disciplines, such as mechanical dynamics, 
structure and control and other science. Single-domain 
simulation of complex electromechanical system is difficult 
to perform the whole simulation, so it is necessary to use 
methods and tools which can be unified modeling and 
simulation among different disciplines. This paper will 
adopt a multi-domain unified modeling method based on 
Modelica[10] language. The language is a multi-domain 
unified modeling language based equation, in which all 
models are established through a language, so that the 
coupling can be achieved seamlessly between the various 
subsystems. By the MWorks[11] platform, MR damper 
multi-domain system unified modeling was built, 
simulation and further analysis, performance evaluation, 
overcome the problems brought from the approach using 
integrated tools. 
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2 The working principle  
 Working fluid of MR damper is selected with MR 

fluid, and an electromagnetic coil is enwinded in the 
damper piston shaft. When the coil produces a magnetic 
field applied to the MR fluid, the rheological properties of 
MR fluid change dramatically, so that the pressure 
difference across the damper channel is changed, and to 

achieve the purposes to change the damping force of the 
damper. In addition, by controlling the magnitude of the 
electromagnetic coil current, the viscosity of the MR fluid 
can be changed which can attain a adjustable damping 
force, and this adjustment is continuous and reversible. The 
working principle diagram has shown in Figure 1. 

Fig.1 The working principle diagram of MR damper 

3 Multi-domain unified modeling of MR damper system 
3.1 Magnetic field model 

Magnetic field model of MR damper is a multi-
domain coupling model involved with structure parameters, 
material permeability parameters and electromagnetic 
parameters. By controlling the magnitude of the 
electromagnetic coil current, we could control the size of 
the magnetic field in damping channel, and then control the 
size of the damping force. 

 

Fig.2 The structural parameters diagram of MR 
damper 

 
Fig.3 The magnetic circuit diagram of MR damper 

According to the distribution of the magnetic field, as 
shown in Figure 3, the magnetic circuit system is divided 
into A1, A2, A3, A4 four parts. According to Ampere's 
circuital law and magnetic Ohm's law know: 

mR
nI

��                                                         (1) 

Where �  is magnetic flux, n  is the number of turns, 

I  is the size of excitation current, mR  is the total 

magnetic reluctance of the magnetic circuit which can be 
obtained by the following equation: 

A
lRm �

�                                                       (2) 

Where �  is the magnetic permeability of material, 
A  is the cross-sectional area of the magnetic circuit, l  is 

the length of the magnetic circuit. As shown in Figure 3, 
according to the structure and material characteristics of 
the MR damper, each part of the magnetic reluctance of the 
magnetic circuit is as follows: 
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Where 1� , 2� , m�  are the magnetic permeability of 
the piston, the Cylinder and the MR fluid separately. Hence, 
the total magnetic reluctance of the magnetic circuit is: 

4321 22 mAmAmAmAm RRRRR 


�        (7) 
Since the purpose of the magnetic circuit design is to 

make the magnetic field strength in damping passage at 
maximum, so as to obtain maximum damping force. In the 
magnetic circuit, the magnetic flux through any cross-
section as follows: 

� ��
s

dSB�                                                 (8) 

Where B  is the magnetic intensity; S  is the cross-
sectional area crossed by magnetic induction line. 

In the case of ignoring magnetic flux leakage, take 
equation (1) into equation (8), and magnetic intensity in 
damping channel is: 
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According to the B-H curve of MRF-132DG type MR 
fluid shown in Figure 4 (LORD Corporation, 2009,

24.0�a 1�b sPa �� 09.0� ), the value of the 
magnetic field strength H  on the working surface can be 
obtained. 

Fig.4 The B-H curve of MRF-132DG type MR fluid 

        According to the above analysis, magnetic field 
Modelica model of MR damper has been shown in Figure 
5 based on MWorks platform. 

 

Fig.5 Magnetic field Modelica model of MR damper 

3.2   Damping force model 
Damping force model of MR damper is a multi-

domain coupling model involved with structure parameters, 
mechanical parameters, MR fluid parameters and 
electromagnetic parameters. This model reflects the 
relationship between the parameters and the damping force. 

In the case of an applied magnetic field, the MR fluid 
shows Bingham plastic fluid characteristics. MR damper 
adopted mixed mode using a combination of flow mode 
and shear mode in this study, as shown in Figure 1. 

Damping force Mathematical model of MR damper 
can be obtained according Bingham plastic fluid equation: 
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Where h  is the gap of the damper channel, 
� � 2/34 ddh 	� ; p"  is damping pressure difference 

across the gap; �  is MR fluid zero magnetic field viscosity; 

pA  is effective cross-area of piston, 

� � 4/22
3 ddAp 	�� ; v  is piston speed (when stretching 

is positive ); y$  is shear yield stress of MR fluid in the 

magnetic field, b
y aH�$ ; sgn is sign function; 1p  is 

the pressure in the upper chamber; 2p  is the pressure in 

the lower chamber; 3p  is the working pressure in gas 

chamber; 0p  is the air pressure in gas chamber; ap  is the 

standard atmospheric pressure; 0V  is gas chamber 
inflatable volume; s  is the displacement of piston 
vibration; gA  is effective cross-area of piston rod, 

4/2dAg �� ; 1F  is damping force of the shock absorber 

during extension stroke; yF  is damping force of the shock 
absorber during compression stroke. 

When the piston is stretched, the upper chamber 
pressure is greater than the lower chamber pressure, so: 
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ppp "�	 21                                               (11) 

Therefore, damping force 1F  of the shock absorber 
during the extension stroke can be obtained by: 
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(12) 
        Similarly, the damping force yF  of the shock 
absorber during the compression stroke can be obtained by: 
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        By the equation (12), (13), the damping force of MR 
damper can be obtained by: 
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        Through analysis, the damping force of MR damper 
as shown in equation (14) consists of three parts: the first 
item is related with the dynamic viscosity of MR fluid, 
namely the viscous damping force; the second item is 
related with the yield stress of MR fluid, namely the 
Coulomb damping force; the third item is related with 
inflation pressure and volume, namely the compensation 
force. Thus, the damping force of MR damper can be 
written as: 

� � � �vFvFFF pMR sgnsgn 

� �              (15)  

Where �F  is the viscous damping force, 

vCF e ���  ; MRF  is the Coulomb damping force; pF  is 
the compensation force. 

Through the above analysis, damping force Modelica 
model of MR damper has been shown in Figure 6. 

 
Fig.6 Damping force Modelica model of MR damper

 
3.3  Dynamical model  

Figure 7 is a simplified two DOF of two-mass of 
quarter-cart vehicle dynamics model, which has a simple 
structure and it can be able to accurately reflect essential 
characteristics of the vehicles, such as the sprung mass 
acceleration, suspension dynamic deflection and tire 
dynamic load. 0x  is the road surface excitation; 1x  is the 

vertical displacement of the wheel; 2x  is the vertical 

displacement of the body; 1m  is the non-sprung mass; 2m  

is the sprung mass; 1k  is the tire linear stiffness; 2k  is the 

suspension linear stiffness; ec  is the viscous damping 
coefficient. According to Newton's laws of motion, 

corresponding semi-active suspension kinematic equations 
can be obtained: 
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Fig.7 MR damper semi-active suspension dynamics 

model 

        Through the above analysis, dynamics Modelica 
model of MR damping system has been shown in Figure 8. 

 
Fig.8 Dynamical Modelica model of MR damping system 

3.4  Control system model 
        Since the MR damper is unlike with conventional 
damper, damping force size can be controlled directly by 
the current. In order to reduce the vibration and shock 
caused by road, the vertical acceleration of the vehicle 
body must be controlled within a certain range, otherwise it 
will influence ride comfort and stability of manipulation. 
Control method of vertical acceleration of the vehicle body 
adopt PID control, PID control equation is as follows: 

� � � � � �
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d
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� �
        Where � �te  is the input signal, � � � �txxte d 22 ���� 	�  , 

dx2��  is the desired body acceleration values, � �tx2�� is the 

calculated body acceleration values, 0u  is the initial value 

of control, pk iT dT  are control parameters. The PID 
controller operates briefly as follows: the body acceleration 
signal transfer to the PID controller, after PID control 
system processed the body acceleration signal, the adjusted 
current signal is input to the damping force model to adjust 
the damping force. Difference � �te  between the desired 
body acceleration and the calculated body acceleration is 
input, and the control current signal is output. PID control 
module model as shown in Figure 9:

Fig.9 PID Control system Modelica model 

3.5  MR damper system integrated model 
By using Modelica language to construct models at 

MWorks platform, each sub-model is independent of each 
other on describing the physical characteristics and 
mathematical relations. In order to ensure the reuse of sub-
models, each sub-model has its own input and output 
connectors to input parameters and communicate with 
other sub-models. Meanwhile, a sub-model can be 
composed of other sub-models and components by 
packaging, which is the multi-level modeling method. 
Multi-level modeling has the advantages of clearly 
organized, reusable, high modeling efficiency etc. 
        The simulation process of the integrated MR damper 
model is as follows: Firstly, vibration excitation is detected 
by the wheel sensors, and then they are delivered to MR 
damper semi-active suspension dynamics model to 
calculate the body acceleration. The difference value 
between the body acceleration signal and the desired body 
acceleration is delivered to the PID controller, PID 
controller output a control signal to the magnetic field 
model and directly control the input current to adjust the 
damping force, further to reduce the body acceleration and 
reach optimum damping state. By modeling, packaging and 
connecting all the sub-models of the MR damper at 
MWorks, the integrated model is obtained and shown in 
Figure 10. 

Fig.10 MR damper system integrated Modelica model 

4  Simulation results and analysis 
4.1 The basic parameters of the suspension 
system 

The basic parameters of the suspension 
system: mNk /1600001 � , mNk /160002 � , 

kgm 301 � , kgm 2102 � . Cylinder and piston use 40Cr 
steel and 20 steel with high magnetic permeability 
respectively. 

4.2 Effect of various parameters on the 
damping properties 
        As can be seen from the MR damper system 
integrated model, main factors which influences the 
damping performance of MR damper: structural 
parameters magnetic circuit parameters  material 
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parameters and excitation current. we could simulate the 
performance of MR damper by changing the values of the 
parameters under different conditions, as shown in Figure 
(11 to 13). 

 
Fig.11 The values of �F under different values of piston 

speed 

 
Fig.12 The values of F under different values of current 

 
Fig.13 The values of F  under different values of the 

damping passage gap 

The value of �F  under different values of piston 
speeds as shown in Figure 11. In the case that other 
parameters are fixed and magnetic field does not work, the 
viscous damping force �F  and piston speed v  has a linear 

relationship, the greater of v , the greater of �F . But the 
viscous damping force account for only a small portion of 
the total damping force, as shown in Figure 12. Three 
curves almost coincide at different piston speeds in Figure 
12, the small difference is only affected by the viscous 
damping force. Therefore, the total damping force of MR 
damper is mainly provided by the Coulomb damping 
force MRF , and it increases with excitation current 
increasing. Therefore, by adjusting the magnitude of 
excitation coil current, we can adjust the size of the total 
damping force. 

The damping passage gap not only influences the 
magnetic field strength H to change the Coulomb 
damping force MRF , but also directly influences the viscous 

damping force �F . The values of F  under different 
values of the damping passage gap shown in Figure 13. the 
smaller the damping passage gap, the greater the total 
damping force. However, considering the difficulty of 
manufacturing and assembly, as well as MR fluid effect, 
the damping passage gap can not be too small. 

4.3  Analysis of the control performance 
On the condition that the vehicle speed is 20km/h

40km/h and 60km/h on C-class road excitation, the 
comparisons between the control strategy based on 
modeling methods used in this paper and the control 
strategy based on Matlab/ Simulink model[12] were 
compared. As shown in Table 1: 

 

Tab.1 The comparation from control strategies based on the different modeling methods 

C-class road excitation Sprung mass acceleration/( 2	� sm ) 
20km/h 40km/h 60km/h 

Skyhook control based on simulink model 0.663 0.894 1.263 
Fuzzy control based on simulink model 0.752 0.962 1.424 
PID control based on Modelica model 0.637 0.827 1.137 

As can be seen from Table 1, compared to the 
Skyhook control strategy and the fuzzy control strategy 
based on simulink modeling, the PID control strategy based 
on multi-domain unified modeling under Modelica 
language of the proposed can obtain better results and its 
results are better with the increasement of vehicle speed. 
The Skyhook control strategy can better reflect the internal 
properties of MR fluid damping system compared with the 
fuzzy control strategy, which can obtain better control 
performance. The Skyhook control strategy based on 

simulink modeling and the PID control strategy used in this 
paper can obtain a similar control performance, but the 
algorithm of the Skyhook control strategy is more 
complicated compared to the PID control, and its 
operability is inconvenient, but its control performance is 
better, so the model based on multi-domain unified 
modeling under Modelica language of the proposed can 
better reflect the complex relationship compared with 
simulink modeling between the MR damper coupling 
among the parameters within the system, and can get a 
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better simulation results. With the increasement of vehicle 
speed, the modeling method in this paper based on the 
Modelica language compared with the modeling methods 
which has put forward, the control effect is more obvious. 
Thus, it shows that control effect of control strategy is 
better based on multidisciplinary unified modeling for 
complex electromechanical system. 
5  Conclusions 

MR damper semi-active suspension system is a typical 
multi-domain coupling complex electromechanical system. 
It has been working mainly on a single field to complete 
modeling and adopted traditional single field simulation 
tools, such as ANSYS and Matlab, to simulate. In this 
paper, it has been taking the coupling relation between 
various fields into consideration, whose coupling relation 
involves structure electromagnetic, mechanical and fluid 
dynamics and other fields. The results show that the model 
can better reflect the complex relationship between the MR 
damper coupling among the parameters within the system, 
and can get a better simulation result. 

  Acknowledgements 
This study was supported by National Natural Science 

Foundation of China (Grant No.51275141). 

References 
[1] Kaldas M, Caliskan K, Henze R, et al. Rule optimized 
fuzzy logic controller for full vehicle semi-active 
suspension[J]. SAE Int. J. Passeng. Cars-Mech. Syst., 2013, 
6(1): 332-344. 
[2] Mihai I, Andronic F. Behavior of a semi-active 
suspension system versus a passive suspension system on 
an uneven road surface[J]. Mechanics, 2014, 20(1): 64-69. 
[3] Tseng H E, Hrovat D. State of the art survey: active and 
semi-active suspension control[J]. Vehicle System 
Dynamics, 2015, 53(7): 1034-1062. 

[4] Yang L Q, Chen W W, Gao Z G, et al. Nonlinear 
control of quarter vehicle model with semi-active 
suspension based on solenoid valve damper[J]. Structural 
and Multidisciplinary Optimization, 2014, 45(4): 1-7.  

[5] Sulaiman S, Samin P M, Jamaluddin H, et al. Tyre 
Force control strategy for semi-active MR damper 
suspension system for light-heavy duty truck[J]. 
International Journay of Vehicle Autonomous Systems, 
2015, 13(1): 65-90. 

[6] Peng Z Z, Zhang J Q, Yue J, et al. Design and analysis 
of magnetorheological damper paralleling with constant 
throttling orifices[J]. Journal of Mechanical Engineering, 
2015, 51(8): 172-177. 

[7] Imaduddin F, Mazlan S A, Zamzuri H. A design and 
modelling review of rotary MR damper[J]. Materials and 
Design, 2013, 51: 575-591. 

[8] Kasprzyk J, Krauze P. Vibration control for a half-car 
model with adaptation of the MR damper 
model[C]//Proceedings of 2014 International Conference 
on Modelling, Identification and Control, January 23, 
2015, ICMIC 2014: 243-248. 

[9] Ma R, Zhu S H, Liang L, et al. Modelling and testing of 
magnetorheological damper[J]. Journal of Mechanical 
Engineering, 2014, 50(4): 135-141. 

[10] Zhao J J, Ding J W, Zhou F L, et al. Modelica and its 
mechanism of multi-domain unified modeling and 
simulation[J]. Journal of System Simulation, 2006, 18(S2): 
570-573. 
[11] Wu Y Z, Wu M F, Chen L Q. Study on the Hybrid 

Modeling Platform Based on Modelica Language for 
Complex Machinery System[J]. China Mechanical 
Engineering, 2006, 17(22): 2391-2396.

[12] Li X S, Liu M A. Research on control and 
performance of base on MR semi-active suspension in 
automobile[J]. Journal of Central South University of 
Foresty&Technology, 2011, 31(9): 143-147.

 

 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'16  | 131

ISBN: 1-60132-443-X, CSREA Press ©



A model against crime: Crime and intelligence led 
policing in Nigeria 

 
Okonigene Dorcas1, Okonigene Robert2, John Samuel3, Agbator Austin4, and Agbator Eunice5 

1Department of Physical and Health Education, Ambrose Alli University Ekpoma, Nigeria 
2Department of Electrical and Electronics Engineering, Ambrose Alli University Ekpoma, Nigeria  

3Department of Electrical and Information Engineering, Covenant University, Ota, Nigeria 
4 Private and Property Law, Faculty of Law, Ambrose Alli University Ekpoma, Nigeria 

5Public Law, Faculty of Law, Ambrose Alli University Ekpoma, Nigeria 
 

Abstract - This paper presents a review of some current 
technology deployed by the Police, worldwide, to combat 
crime. A holistic study was carried out on how governments 
and their security agents combat organized crime. Also, 
examined and critically analyzed are the structures and 
duties of the police departments charged with the 
responsibilities of combating crime. Hence, this research 
reviewed how these Departments function in the United 
States of America (USA), Canada, Australia, United 
Kingdom, Europe, and Israel. These studies led to this 
proposed model that shows how the Nigerian police can 
effectively combat crime. The model tends to profound 
solutions to the defects in its level of technological detection, 
prevention and investigation of crime. The proposed  simple 
model tagged as “Intelligence led Policing” create  
databases and real time dynamic network linking all the 
Police Departments, patrol teams, units, members of the 
public, other security agents and also undercover agents 
together. Although the study is still ongoing, early simulated 
results of this model show its feasibility which however 
indicates high cost of real live implementation.  

Keywords: Police and crime, intelligence policing, internal 
security, human rights, area command. 

 

1 Introduction 

  For decades governments all over the world have 
intensified efforts to provide law enforcement agents with the 
tools to investigate criminal organizations and to otherwise 
aid in the fight against criminal elements in the society. To 
effectively combat crime the law enforcement agents have to 
ensure that it: (i) develop crime prevention strategies; (ii) co-
ordinate national and regional initiatives; (iii) undertake 
research and analysis; (iv) engage in public education [1].  

In the United States, law enforcement agencies can legally 
onitor the movements of people from their mobile phone 
signals using Stingrays. In the USA the FBI, DEA, Secret 
Service, National Security Agency (NSA), U.S. Marshals 
Service, Immigration and Customs Enforcement (ICE) and 

ATF as well as the U.S. Army, Navy and Marine Corps all 
use Stingrays [2,3,4]. 

Nigeria police was first established in 1820 and in 1963, 
under the First Republic, these forces were nationalized. The 
Nigeria Police Force duties were conventional police 
functions and were responsible for internal security.  The 
Force also performed military duties outside Nigeria.  

Section 214 of the 1999 constitution, of the Federal Republic 
of Nigeria, specifies the Nigeria Police as the national police 
of Nigeria with exclusive jurisdiction throughout the country. 
The Nigeria Police (NP) is the principal law enforcement 
agency in Nigeria with a staff strength of about 371,800 
[5,6,7]. Section 215 of the constitution empowers the 
Inspector General of Police with the general operational and 
administrative control of the Nigeria Police.  
The general assumption is that the police are legitimate, 
officially articulated organizations that can use force to 
sustain political and civil order. However, the Nigeria Police 
since 1999 has failed in its constitutional duties [8].   
Unfortunately what have characterized the Nigerian Police 
are cases of:  

� Indiscipline: improper dressing, consumption of 
alcohol in glare public while on duty, lack of 
respect of junior officers to senior officers, receiving 
bribes, drunk on duty, human right abuses and 
extrajudicial killing [9,10].  

� Lack of insurance cover: Poor budget funding, 
misappropriation of security votes.  

� Welfare: Very poor housing for the police, poor salary 
and allowances, no enough vehicles for patrolling 
or conveying members. 

� Network: Lack of citizen’s biometrics, forensic lab is 
without database, patrol officers lack network 
contacts, use of media to identify suspects is absent, 
NPF website has gross inadequate information for 
the public.   

� Logistics: NPF helicopters, armored personnel carriers, 
light weapons, heavy machine guns, arms and 
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ammunitions, communication equipment, are 
grossly inadequate. 

�  Most police posted to polling units, on election day 
connive with hoodlums to aid politicians to falsify 
election results 

�  Police illegally arrest citizens and detain them in order 
to extort money from them 

�  Police extortion of motorist is with impunity 
 

The NPF has seven Area Commands and five Departments 
(Department Criminal Investigations, Department Logistics, 
Department Supplies, Department Training, and Department 
Operations).  

The Department Criminal Investigation (DCI) is the highest 
criminal investigation arm of the Nigeria Police [11]. DCI is 
tasks with investigation and prosecution of serious and 
complex criminal cases within and outside Nigeria. The DCI 
has the following sections with most of them headed by 
Commissioners of Police (CPs): i) Administration, ii) Anti-
Fraud Section, iii) The Central Criminal Registry (CCR), iv) 
Special Anti-Robbery Squad (SARS), v) X-Squad, vi) 
General Investigation, vii) Special Fraud Unit (SFU), viii) 
Legal Section, ix) Forensic Science Laboratory, 
x)Interpol Liaison, xi) Homicide, xii) Anti-Human 
Trafficking Unit, xiii) Force Intelligence Bureau (FIB), xiv) 
DCI Kaduna Annex. 

There are several eyewitness reports in social, electronics and 
print media of Nigeria police collusion with criminals. In 
most police stations there are bills well-advertised stating 
that bail is free. But the reality is that for these corrupt 
officers bail is never free. Accused persons are intimidated by 
the police and are threaten to pay a ransom for their bail. The 
relationship between the police and the general public is so 
bad. Despite all appeals to police officers to change their 
attitude towards the public, to be fair and honest, and to 
avoid corrupt practices they remain defiance.  

Between the year 2013 and 2015 the crimes committed such 
as kidnapping, armed robbery, murder, arson, extrajudicial 
killing, rape, armed banditry, violent militant groups, 
religious insurrection and stealing of public funds with 
impunity were on the increase. 

2  Methodology 

The aim of this study is to review studies that have assessed 
the effectiveness of crime control strategies, by the police, 
and develop a model against crime for the Nigeria Police. 
This study review covers a broad range of research methods 
and data sources. This includes review studies by the 
Department of Justice in Canada, USA, UK, Europe and 
Israel on organized crime control strategy. Also reviewed are 

studies by academics and law enforcement agencies. Most 
documents for this study literature review were from the 
search conducted with the help of several electronic 
databases.  

Most of the documents provided empirical evidence on crime 
control strategies, also included are definitional and 
methodological issues bearing on evaluations in this area. 

This study reviewed each crime control strategy and critically 
examined the merits of the different control strategies to 
combat crime. 

The study resulted in the development of a model for the 
Department Criminal Investigation (DCI) Nigeria Police. 
The developed model took advantage of today’s advancement 
in technology to produce an active network. The model is a 
combination of different modules/sections actively networked 
together. Some characteristics of this developed model are: 
“Intelligent led policing” app, crime record databases, 
biometric databases, interactive web pages, communication 
security, internet links and mobile network app.  

 

3 Educating Police Officers 

 The culture of relevant authorities to turn a blind eye to 
Police officers corrupt practices with impunity and the 
continued failure to train police officers properly has resulted 
in complete lack of public trust.  

This study also examined how members of the Nigeria Police 
are trained, their educational background vis-à-vis duties. 
The Nigeria Police Academy (NPA) was established to train 
police cadets. There is no known University in Nigeria that 
specializes in the training or education of professionals for 
policing. 

 If some of the courses offered in NPA are introduced in 
public schools it will help to produce better educated 
Recruits. Police recruits are trained at Police colleges in Oji 
River State, Maiduguri Borno State, Kaduna Kaduna State, 
and Ikeja Lagos State [10, 11]. The Police also have 
provision for in-service training schools, including the Police 
Mobile Force Training School at Guzuo, southwest of Abuja, 
the Police Detective College at Enugu, the Police Dogs 
Service Training Centre, and the Mounted Training Centre. 

With proper education the NPF will achieve the following: 

�   Provide safety and security in Nigerian communities; 
protect and respect human rights, and promote 
community partnership in preventing and 
controlling social disorder. 
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�   Will be a leading national, professional and efficient 
law enforcement organization.  

�   Reduced cases of extrajudicial killings 

�   Improve on Police public relationship by organizing 
educative programs for well-informed citizens on 
their role in combating crime. 

�   Effectively combat drug trafficking, economic crimes, 
high-tech crimes, money laundering, illegal 
immigration and trafficking of humans, and 
corruption 

�    Maintain discipline within its ranks  

�   Avoid illegal road blocks. Also this will reduce cases 
of  NPF extortion of motorist 

�   Reduce cases of illegal arrest and detention 

�  Ability to cope with modern technology to combat 
crime  

 

 
     
  
   
    
     
  
 
 
 
 

Satellite Internet  

 
     
  
 
 
 
 
    
 
 
   
 
 
  
   Figure 1 Intelligent led policing management for Nigeria Police 
 
4   Intelligence Policing led Model 
 The DCI lacks adequate and proper intelligence gathering 
mechanism to support and interpret criminal’s data.  
The sharing of information among the various police 
departments are isolated and with no proper or efficient 
networked databases. This led to lack of adequate intelligent 
among patrol officers and other undercover agents.  

This study therefore proposes a model based on the concept 
of active networking. The essence is to build a network that is 
easier to change and customize. Hence, adding new 
functionality to the network in future will result in minimal 
disruption to existing services. The advantage of this model 
design is its flexibility. The command and control room will 
serve as the network management station. Here information 
gathered are compared to data stored in the database, 
concerning previous crime committed, and including those 

involved as well as the nature and level of investigation 
carried out are established and analyzed. Figure 1 shows 
simple components of the proposed intelligent led policing 
management for the Nigeria Police.  

The security of a network is said to be very good if the 
network security is able to reliably authenticate 
communication partners and other network entities [12]. The 
security provided identifies the recipients of information 
within this network. The fundamental services provided by 
this unit are confidentiality and authentication.  

Database is sited in each of the six geopolitical zones. In this 
model the current 36 States, the 774 Local Government 
Councils and the Federal capital territory are networked to 
these databases.  Each of the databases is linked together 
through the centralized database. With the existence of these 

Centralized Database 

Server, 
Police access point, 
Command and Control, 
IGP Office Department Criminal 

Investigation (DCI) 
Abuja 

Six Geopolitical 
Zones Command and 
Control Rooms 

Client 
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databases crime analysis will help, by early detection, to 
prevent, reduce, and control crime and disorder in Nigeria. 
Nigeria Police currently lacks these infrastructures. 

A characteristic of this propose model is an automatic 
response that ensures that immediately a call is linked to the 
network, in any part of Nigeria, the satellite immediately 
search the area and record vital data for analysis. The system 
immediately alerts the nearby command and all the chain of 
command that are required to take action. The members of 
the police unit responding to the distress call are guided by 
the system to the search area. Even when the caller dials and 
then switch off the phone the system will be able to act 
effectively. The caller identity can only be disclosed to the 
IGP after due legal application process. By simply dialing a 
three digit number from any network the system will respond. 
The model is built to respond to reported cases of crime. If 
the caller is in danger to speak, then by dialing the three 
digits is enough for a quick response from the system. Any 
statement will be very useful. The three digit number 
response is independent of network service provider. We are 
equally developing an application (called “Police and Me 
App”) for this purpose that will be freely downloaded by 
mobile phones. Members’ of the public can interact with the 
system from the comfort of their homes and from anywhere 
in the country via mobile phone, land phone or Internet 
connectivity.  
The software application is web based and enables tracking of 
caller location and area. Hypertext Markup Language 
(HTML), Hypertext Preprocessor (PHP), Javascript, 
Dreamweaver and MySQL were used to realize the interface 
and Web Based solutions for the automated model.  
Cases of inmates with minor offences that are illegally 
detained in Nigerian prisons for so many years without trial 
will easily be detected. 

 

5 Conclusions 
 The search for materials began with a search of 
several major electronic databases. This report was not 
about defining crime. The different circumstances under 
which crimes were committed, however, form the basis 
for developing this model.  

 

 

 

 

 

 

The study is still in its early stage. The model is being 
developed in modules and the entire study when 
completed is expected to combat crime, such as 
insurgencies, terrorism, armed robbery, murder and 
kidnapping. We do not intend to give detail information 
about the firewall nor how the model detect and identify 
a criminal/crime.  
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Abstract - The present study has dealt with an innovative idea 
regarding thunder protecting umbrella. The proposed 
umbrella can be folded and unfolded smoothly, and an 
animation algorithm is made to mimic the blooming of flower 
petals. The proposed umbrella is capable of protecting the 
user from any thunderstorm or lightning of any magnitude by 
providing a shielded conducting chord from the apex of the 
umbrella to the conducting spikes fitted at the bottom most 
layer of the shoe. The use of such an umbrella may be 
expected to provide a sound protection of the user to move 
within full of frequent thunder fall and lightning. The function 
of the proposed umbrella has been shown through computer 
animation. The movement of the user is easy in the presence of 
long flexible thin cable with appropriate connector jacks. The 
proposed design if manufactured at an industrial level may 
find some commercial utility also. 

Keywords: Animation, Flower, Protecting, Thunder, 
Umbrella. 

 

1 Introduction 
  An umbrella is an essential appliance, which is always 
used irrespective of any country, climate and geographical 
location in the world. The main problem for using umbrella is 
that under severe lightning and thunder the person holding the 
umbrella can get an electric shock and with very much fatal. 
The material, construction, and the area are among various 
factors related to the umbrella. Out of this, materials of the 
constituent’s parts of the umbrella can play a vital role to 
make it thunder protecting. Hence, a thorough study umbrella 
[1-4] material draws a significant attention in the construction 
of the umbrella to save human lives. For the optimization of 
various parts of the umbrella can be considered as a 
paramount topic well deserving to address. A large number of 
bio-inspired optimization techniques have been already 
reported and are available in current journals [5]. In the 
present study flower inspired thunder protecting umbrella has 
been proposed. The methods indicate the folding and 
unfolding of a typical umbrella in the computer animated 
version based on Autodesk Maya software [6,7] has been 
carried out in the present study. In the present computer 

animation, based study a double layer umbrella sheet has been 
proposed. These two sheets are pasted with the help of strong 
adhesive which itself is an insulator i.e. it prevents the throw 
of electric current and voltage through it. The material of the 
outer sheet of the umbrella is chosen such a way that it should 
be flexible and malleable so that the umbrella can be folded 
and unfolded easily. The material of the outer sheet is 
proposed to be made of polyvinyl chloride (PVC) [8] in 
addition to few other materials can be used, but the cost may 
be higher. PVC is reported to be very user-friendly and have 
wide used in the plastic and rubber industries. For the present 
design, the fast and foremost needs are that they should be 
cheap and easily adaptable. The top portion of the umbrella, 
which protrudes, is a constant part of the umbrella handle. 
The breaths, width, length of umbrella stick are proposed to 
be prepared or manufacture as per the conventional 
dimension. The standard dimension of the umbrella and it is 
different components is found in [9,10]. This kind of work has 
not been found in any journal or online research article. 

2 Methods 
 The top portion of the umbrella which is protruded 
outside is made up of ferromagnetic material [11]. In this 
regard still or iron may be used for this purpose. The 
electricity carried out by the thunder or lightning passes 
through the iron, and this goes to the spike (made up of the 
insulator) of the shoes through an insulator wire with the high 
quality of insulation. When any thunder is attracted by the 
umbrella its safely passed to the ground without affecting the 
person holding the umbrella. The setting of the insulator wires 
under the umbrella cloth to spikes of the shoes is fashioned in 
such a way so that it should lose enough to enable the person 
to place his steps. Sufficient provision should be there so that 
the individual can move toward the back and towards the side 
and he can move through the 360 degrees around the axes of 
the body. A flexible clip covered with an insulator fixed at the 
end of the insulator wire so that the wire can be kept within 
the umbrella in a wound form. When thunder comes, the 
wound wire is unwounded. All the elements should be set is 
such a way so that the folding and unfolding of anti-thunder 
protection become very easy. When the thunder falls in the 
top of the umbrella, the apex which is a conductor and it only 
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pass the high current to the ground through the plastic 
insulator shielded thin cable. The other end of the cable can 
be connected with the shoe made up of foam leather or 
canvas. The bottom part of the shoe is laminated with an 
insulating material like polyvinyl plastic or alike. Below the 
insulating layer, there are metallic spikes which can conduct 
current. The tip of the cable is fitted with a small connector 
jack, and this is inserted into a small drilled hole with 
conducting walls. The hole continues up to the spike and 
spikes are internally connected through thin conducting wire 
(encased in the insulating layer below the shoe as mentioned 
above). The metallic conducting spike is well suited to pass 
the current generated by the current. 

2.1 Maximization/minimization length of the 
umbrella area 

The area Ac = 2∏r2 for the curved surface. The area At = 
3∏r2 for the total surface. Both are functions of radius. Area 
of the full sphere = 4∏r2. Area of the hemisphere (curved 
surface) = 2 ∏r2. Total area of the outer surface area = 2∏r2 + 
∏r2 =3 ∏r2

. 

1. Ac = f (r), At = f (r)  
or, ∂ Ac / ∂ r = ∂ / ∂r {2∏r2} = 2∏. (2r) = 4 ∏r 
or, ∂2 Ac / ∂r2 = ∂2/∂r2 (4∏r) 4∏ => constant.  (1) 

2.  At = f(r) = 3∏r2 
or, ∂Ar / ∂r = ∂ / ∂r (3 ∏r2) = 3∏ (2r) = 6∏r 
or, ∂2At / ∂r2 = ∂/∂r [6∏r] = 6∏ => constant.       (2) 

 
Equation 1 and 2 shows that the derivatives are 

proportional to the radius. 
 

                                                                

 The constant value indicates that the function does not 
have minimum or maximum and shows a constant value. 

i. D2y / dx2= Negative -> Maximum. 
ii. D2y / dx2= positive   -> Minimum. 

During the manufacture of such an umbrella, the one 
fundamental question is lying unsolved. The initial of the 

smaller diameter the length of thinner diameter of the stick is 
to determined so that an optimized value (minimum or 
maximum can be reached).  

3 Results and explanation 
 The shape of the umbrella is taken as hemispheric to 

provide better protect from the rain. There should be a 
consistency between the area of the outer layer of the umbrella 
and length and diameter of the inner stick. Special care has 
been taken in the apex area of the umbrella which serves a 
dual purpose. The first is this that it divides extra mechanical 
strength when the third layer of the small diameter of 
polyvinyl chloride material is pasted by using a strong 
adhesive. The apex point of the outer protruded portion of the 
handle has got great importance to be effective of thunder and 
lightning as its quite well known that this pointed portion is 
fast effected by thunder. 

 

 
The function of the proposed thunder protecting umbrella 

has been shown through 3D (three-dimensional) modeling and 
computer animation by using Autodesk Maya student version 
software. 

Fig. 1. Different components of thunder protecting 
umbrella i.e., spiral chord, shoes and the 
proposed umbrella itself. 

Slope = 4∏ 

r 

∂ / ∂r (Ac) 

∂ / ∂r (At) 

Slope = 6∏ 

r 

Spiral chord 
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Fig. 2 shows the utilization of proposed umbrella to provide 
security from the thunder shower, downpour, and lightning. 

  
Fig. 3 shows a light, adaptable length of spiral cable and a 
jack. 

 
 

 
 
 
Fig. 4 shows the apex or tip of the umbrella which is specially 
designed to protect the users both from the thunderstorm and 
lightning.  
 

 
 
 
 
 
Fig. 5 shows the conducting spikes fitted at the bottom most 
layer of the shoe made up of plastic leather, canvas, etc. 

 

Fig. 3. Spiral chord top end jack inserted in the 
shaft connector. 

Fig. 2. A rainy scene with an umbrella. 

Tip / Apex 

Fig. 4. Tip of the umbrella. 

Chord Jack 

Shoe spikes 

Fig. 5. Spirel chord bottom end jack inserted in to 
the bottom most layer of the shoe which is 

connected with the shoe. spikes. 

Jack 

Spiral 
chord 
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(a)   

(c) 

 
 

 

 

Shaft 

Handle 

Canopy 

Rider button / knock to 
release the umbrella 
handle.  

Rib 

Fig. 7. Another rain scenario of the thunder protecting umbrella. 

(b) 
(d) 

114 cm 

Stretcher 
Stretcher 

Fig. 6 (a) (b) (c) (d). Thunder  protecting umbrella’s views from different angles and it’s different 
components. 
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Table I. Sizes of umbrella components 

Umbrella components size Approximate values 
Umbrella total height 80 cm 

Umbrella stretcher length 57 cm 

Canopy maximum radius when it open 114 cm 

Handle height 10 cm 

Shaft width 2 cm 

Rib total radios when umbrella is open 107 cm 

Spring spiral chord length 198 cm 

Tip size 10 cm 

 Table II.  Umbrella components 

Umbrella components Materials 

Top tip Steel 
Shaft Fiberglass 
Handle Wood, rubber 
Canopy Lightweight polyester fabric 

Rid Steel 
Rider button / knock  Steel 

Tip Plastic 
Wires Spring spiral chord made of 

High-quality solid copper  
Tip Fiber plastic 
Rider Fiber plastic 
Top spring Steel 

 
Fig. 8. A scenario where the thunder protecting umbrella is protecting the user from the lightning effects. 
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Table III. Approximate weight of different 
components of proposed thunder protecting 
umbrella. 

Component names Approximate mass (gram) 
 

Cloth 65 
Screw and Nuts 1 
Release button 4 
Rider 11 
Rib <1 
Handle 38 
Spiral chord 1 

 

 The total approximate cost of the proposed thunder 
protecting umbrella is Rs. 1000 and the shoe price is assuming 
Rs. 600. The approximate total weight of the proposed, 
“Thunder protecting umbrella” is 600 grams. 

4 Conclusions  
 A computer animation has been created by using 
Autodesk Maya student version software to introduce a novel 
thunder protecting umbrella. The proposed umbrella has been 
designed by mimicking the flower blooming, and a safety 
cable is used between the metallic apex part of the umbrella 
and the spikes of the shoe of the user. The cable has been 
designed in such a method so as to make it light, flexible, 
fully safe, having optimum length and user-friendly. The 
connecting cable will provide a path for the passage of the 
current caused by the thunder or lightning to pass to the 
ground through the conducting spikes and connectors to be 
inserted into the narrow hole touching the spikes which are 
interconnected. The designed umbrella can be well used by 
both male and females and during non-thunder or sunny 
condition also. Provision is kept to wind up the cable and 
keep it under the umbrella sticks during normal condition. 
The animation version would provide a visual representation 
to the practical designers and can find a good commercial 
response.  
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Abstract— The threshold voltages of CMOS logic gates
based on modern technology nodes are highly susceptible to
variations. As a result, the static noise margin of the gates
also varies. In this paper, we present an analytical model
for representing the variations in the noise margin. The
model can serve as an expedient alternative to Monte Carlo
simulations. With three use-cases, we have demonstrated
how the model can be used as a first-order sizing mechanism
for a variation-prone gate.

Keywords: CMOS logic, process variations, threshold voltage,

static noise margin (SNM), mathematical models

1. Introduction
The increasing trend of number of devices on integrated

circuits has faithfully followed the Moore’s Law for many

decades, which has been possible mainly due to the down-

scaling of the device dimensions. This continuous down-

sizing has brought into limelight the effects of process

variability, for example, due to lithography, ion implantation,

oxide thickness (tox), etc. A circuit’s operational variations

include signal cross-talk, power-supply noise, temperature,

etc. One of the main process variants is the dopant density

which manifests into fluctuations in the threshold voltages

(Vth) of the devices.

A logic circuit is deemed reliable if its signal variations

occur within the specified ranges of logic-low and logic-high.

Incorrect evaluation of a single binary value can sometimes

cause the entire circuit to fail. The sensitivity of a logic

gate to input changes is usually characterized with the noise
margin (NM).

Spice-based Monte Carlo (MC) simulations are commonly

used for studying the effects of parameter variations in

individual devices as well as circuits. Depending on the

requirements, the MC simulation counts vary from a few

hundred to tens of thousands; such simulations may run for

many hours or even several days.

As an expedient alternative to the MC simulations, this

paper presents a set of mathematical equations for char-

acterizing the NM-variations in a CMOS inverter under

Vth-variations. The paper is organized as follows: The liter-

ature related to our work is concisely reviewed in Section 2.

To make this paper self-contained, the related fundamental

concepts are included in Section 3. The equations for an

inverter’s NM sans-variations are derived in Section 4. The

next Section 5 presents a set of NM equations when the

inverter is subject to Vth variations. A few use-cases of the

equations are presented in Section 6, and the conclusions are

in Section 7.

2. Related Work
Nussbaum [1] made an early attempt at analytically rep-

resenting the statistical behavior of resistor-transistor logic

circuits. Hill’s [2] is among the earliest papers on NM

of logic circuits. A few years later, Lahstroh et al [3]

further explained and proposed mathematical representation

of the NMs. Hauser [4] compared different definitions of

NM present at that time, and proposed an alternative to the

inflection point approach. Taylor and Fortes [5] estimated the

standard deviation for Vth to find the transistor failure rates

but no analytical models were discussed by them. Choudhury

and Mohanram [6] proposed a method for finding the relia-

bility of gate-based circuits, but did not cover how the failure

rates for the individual gates were determined. The authors

of [7] utilized the NM as one of the design parameters for

low-energy circuits; their method relied on MC simulations

to find the means and standard deviations of the NMs.

Merino et al [8] proposed artificial neural network models

for finding the NMs; but the creation of such models required

large number of circuit simulations covering a huge design

space. The gate-transistor sizing techniques in [9], [10] also

relied on time-consuming MC simulations for determining

the NMs. We have not come across any NM models that

consider the process-related variations. Therefore, we deem

ours to be the first known mathematical representation of the

effect of Vth-variations on the NMs; the set of mathematical

equations is proposed as an alternative to the time-intensive

MC circuit (Spice) simulations.

3. Preliminaries
3.1 MOS Transistor Operation

A MOS transistor generally operates in three different

regions: cutoff, triode, and saturation. Tables 1 and 2 sum-

marize the i-v behavior of nMOS and pMOS transistors

(nMOST and pMOST) in the three regions. For each tran-

sistor type, we define β as:

β =
μ ε

tox
× W

L
(1)

where μ is the mobility of electrons (or holes), W is the

channel width, and L is the channel length.
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Table 1: An nMOS transistor’s i-v behavior

Region Conditions Current (iD)

Cutoff vGS ≤ Vthn 0

Triode vGS − Vthn ≥ VDS βn(vGS − Vthn − VDS/2) vDS

Saturation vDS ≥ (vGS − Vthn) ≥ 0 βn

2 (vGS − Vthn)
2 vDS

Table 2: A pMOS transistor’s i-v behavior

Region Conditions Current (iD)

Cutoff vGS ≥ Vthp 0

Triode 0 ≤ |vDS | ≤ |vGS − Vthp| βp(vGS − Vthp − VDS/2) vDS

Saturation |vDS | ≥ |vGS − Vthp| ≥ 0
βp

2 (vGS − Vthp)
2 vDS

3.2 Noise Margin of an Inverter
The NMs of a logic gate represent the ranges of input

voltages that produce valid output values. The NM for an

inverter (Fig. 1) can be found by utilizing the output voltage

(vout) curve (voltage transfer curve/VTC), in response to

a ramp voltage (vin); a sample VTC is shown in Fig. 2.

Normally, there are two points on the curve that have slope

δVout/δVin = −1: For the input level vin = VIL, the

output is VOH , while vin = VIH corresponds to the output

VOL. These two points correspond to the low noise margin
(NMlow) and the high noise margin (NMhigh). The two NMs

and the static noise margin (SNM) are defined as:

NMlow = VIL − VOL (2)

NMhigh = VOH − VIH (3)

SNM = min(NMlow, NMhigh) (4)

Finding the NM (and consequently, the SNM) of a multi-

input gate entails injecting an appropriate set of constant-

and ramp-inputs, and measuring the two inflection points

of the VTCs. Any parameter fluctuation (for example, Vth)

directly impacts the positions of the inflection points, and

hence thenmlow, thenmhigh, and the SNM [10].

3.3 Properties of Independent Random Vari-
ables

Suppose there are n independent random variables

X1, X2, ...Xn, and their means are μ1, μ2, ...μn, and the

Fig. 1: The schematic of a CMOS inverter

variances are σ2
1 , σ

2
2 , ...σ

2
n. Assume that ai and C are real

constants and that there exists a linear relationship:

Y =
n∑

i=1

aiXi + C, (5)

Then the mean (μ) of Y is:

μY =

n∑

i=1

aiμi + C, (6)

and the variance (σ2) and the standard deviation (σ) of Y
are:

σ2
Y =

n∑

i=1

a2iσ
2
i , and σY =

√
√
√
√

n∑

i=1

a2iσ
2
i . (7)

4. Mathematical Model of Noise Margin
As mentioned earlier, the NMs (and the SNM) of an

inverter are derived from the two inflection points on a VTC

(Fig. 2) where the slopes are −1. It is known that when the

input vin > Vthn, nMOST is in saturation and the pMOST is

in triode/linear mode. The gate-source voltage for pMOST,

vGS = vin − VDD and vDS = vout − VDD; and for nMOST,

vGS = vin and vGS = vout. We consider the drain currents

through nMOST and pMOST to be equal, i.e., Idsn = Idsp.

(NMs are measured under no-load conditions, so the output

current is zero.) By referring to Tables 1 and 2, we can write

[11]:

βn

2
(vin − Vthn)

2 =

βp

(

vin − VDD − Vthp − vout − VDD

2

)

(vout − VDD) (8)

We define βR = βn/βp and Vdp = VDD − Vout, and

substitute them in equation (8). After re-arrangement, we

get:

1

2
Vdp

2 − Vdp(VDD − vin − Vthp) +
βR

2
(vin − Vthn)

2 = 0

(9)
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The solution for the quadratic equation (9) is:

Vdp = (VDD − vin − Vthp)+

√

(VDD − vin − Vthp)2 − βR(vin − Vthn)2 (10)

For pMOST to be in triode/linear mode, Vdp = VDD −
vout ≤ VDD − vin − Vthp, so we use the solution with the

negative-sign. Substituting Vdp = VDD − vout in equation

(10) and by re-arranging, we get:

vout = vin + Vthp+
√

(VDD − vin − Vthp)2 − βR(vin − Vthn)2 (11)

In order to find VIL, we differentiate vout (from equa-

tion 11) with respect to vin and equate it to −1 (i.e.,

δvout/δvin = −1). Then we solve for vin(= VIL):

VIL=
2
√
βR(VDD−Vthn+Vthp)

(βR−1)
√

βR+3)
−

(VDD − βRVthn + Vthp)

βR − 1
(12)

By substituting VIL in equation 11, we get:

VOH =
(βR + 1)VIL + VDD − βRVthn − Vthp

2
(13)

When vin is close to VIH , the vDS for the pMOST is

large while nMOST’s vDS is small. Specifically, for pMOST,

vGS = vin − VDD and vDS = vout − VDD, and for

nMOST, vGS = vin and vGS = vout. Therefore, we can

imply that pMOST is in saturation and nMOST is in triode

mode. Therefore, we can equate the drain currents of both

transistors, i.e., Idsn = Idsp (refer to Tables 1 and 2):

βn(vin − Vthn − vout/2) vout =

βp

2
(vin − VDD − Vthp)

2 (14)

Fig. 2: Voltage transfer curve of an inverter (Lpmos =
Lnmos = 22 nm; Wpmos = 66 nm; Wnmos = 44 nm;

VDD = 0.8V).

After re-arranging equation 14, we obtain a quadratic

equation for vout:

1

2
v2out − (vin − Vthn)vout +

1

2βR
(vin − VDD − Vthp)

2

= 0 (15)

The solution of equation 15 yields:

vout = (vin−Vthn) +
√

(vin−Vthn)2 − (vin−VDD−Vthp)2

βR
(16)

With nMOST in linear region (vout < vin−Vthn), we retain

the solution with negative sign. We can find VIH by solving

the equation δvout/δvin = −1 (as done earlier):

VIH =
2βR(VDD−Vthn+Vthp)

(βR−1)
√

1 + 3βR)
−

(VDD − βRVthn + Vthp)

βR − 1
(17)

By substituting VIH in equation 16, we obtain:

VOL =
(βR + 1)VIH − VDD − βRVthn − Vthp

2βR
(18)

When we use the special condition βR = 1 in equations

11 and 16, the derivations of VIL, VOH , VIH , and VOL are

significantly simplified as shown below. (We are investigat-

ing the condition βR <> 1 and will disseminate our findings

in the near future).

VIL = 0.625Vthn + 0.375Vthp + 0.375VDD (19)

VOH = 0.125Vthn − 0.125Vthp + 0.875VDD (20)

VIH = 0.375Vthn + 0.625Vthp + 0.625VDD (21)

VOL = −0.125Vthn + 0.125Vthp + 0.125VDD (22)

We can use equations 19–22 to find NMlow, NMhigh,

and the SNM:

NMlow = VIL−VOL

= 0.75Vthn + 0.25Vthp + 0.25VDD (23)

NMhigh = VOH−VIH

= −0.25Vthn−0.75Vthp+0.25VDD (24)

SNM = min(NMlow, NMhigh)

= −0.25Vthn−0.75Vthp+0.25VDD (25)

5. Vth-Variation-Aware Model of the
Noise Margin

The Vth of a MOS transistor can be calculated using

equations given in BSIM4v4.7 level 54 [12]. For the 22

nm node, nominal Vthn0 = 0.503V , and nominal Vthp0 =
−0.461 V [13]. The main factors affecting a MOS tran-

sistor’s probabilistic behavior are (1) the type (nMOS or
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pMOS), (2) the size (W and L), and (3) the input voltage

[14]. The effect of random fluctuation of doping levels on

the transistor’s Vth can be estimated by [15]:

σVth
� 3.19× 10−8

toxN
0.4
dep

√

LeffWeff

(26)

Leff and Weff are the effective channel length and width,

respectively. Ndep is the channel doping concentration at

depletion edge for zero body bias.

As NMlow, NMhigh and SNM (as seen in equations

23–25) are all linearly dependent on Vthn and Vthp, we can

apply equations 6 and 7 to determine the means (μNMlow
,

μNMhigh
, and μSNM ) and the standard deviations (σNMlow

,

σNMhigh
, and σSNM ) of the NMs and the SNM. (The

underlying assumption is that Vthn and Vthp are independent

variables).

μNMlow
= 0.75μVthn

+ 0.25μVthp
+ 0.25VDD (27)

σNMlow
= 0.25

√

9σ2
Vthn

+ σ2
Vthp

(28)

μNMhigh
= −0.25μVthn

− 0.75μVthp
+ 0.25VDD (29)

σNMhigh
= 0.25

√

σ2
Vthn

+ 9σ2
Vthp

(30)

μSNM = −0.25μVthn
− 0.75μVthp

+ 0.25VDD (31)

σSNM = 0.25
√

σ2
Vthn

+ 9σ2
Vthp

(32)

6. Use-Cases of Variation-Aware Noise
Margin Models

As we mentioned earlier, the MC Spice simulations are

commonly used for studying the effects of variations in

circuits. Such simulations can be very time-consuming. The

set of mathematical equations derived in the last section

is a speedy alternative to the MC simulations. For ex-

ample, to find the μSNM and σSNM for an inverter un-

der only-the-Vth-variations, we ran 1000 simulations. The

simulations took approximately 9.2 minutes to finish on a

MacBook Pro computer (with 2.4 GHz Intel Core i7, 8 GB

DDR3 1333-MHz RAM, and an SSD drive). A set of 1000

values of the μSNM and the σSNM were acquired using the

proposed NM-equations (coded in Matlab) in a fraction of

a second. For comparative purposes, the SNM-histograms

from the Spice simulations and the equations are shown

in Fig. 3. The equations give us μSNM = 0.2092 V and

σSNM = 0.0288V , as compared to MC simulations that

showed μSNM = 0.2006 V and σSNM = 0.0276 V. One

could argue that the accuracy of the NM-equations would

be improved if higher order MOS-models for iD are used,

however, that would diminish the advantage of our proposed

compact closed-form analytic expressions.

As a first use-case, we used equations 31 and 32 to find

the relationship of βR to an inverter’s SNM. Fig. 4 shows the

results. For βR > 1, the μSNM exhibits a marginal increase.

However, the SNM-range (μSNM+3 × σSNM ) first shrinks

Fig. 3: Random variations in the SNM: histograms for 1000

Monte Carlo simulations and the equation-based results.

Fig. 4: Random variations in the SNM as a function of

βR (only Wpmos is varied) (Lpmos = Lnmos = 22 nm;

Wnmos = 44 nm; VDD = 0.8 V).

and then significantly widens as βR → 2. (The SNM values

beyond the theoretical maximum of 0.5 × VDD are shaded

in Fig. 4 and the following two figures).

The second use-case investigates the effect of channel

length (Lmos = Lnmos = Lpmos) on SNM-variations

(see Fig. 5). As Lmos is increased beyond the minimum

(Lmos_min=22 nm), we observe a large increase in μSNM .

The range of SNM-variation drops as Lmos_min → 30nm.

The third use-case looks into the effect of VDD on the

SNM. In Fig. 6, we observe that μSNM is linearly related to

VDD (as expected). As VDD drops below its nominal value

of 0.8V, the SNM-variations increase, thus aggravating the

gate noise immunity; elevating the VDD (>0.8V) shrinks the

σSNM .

7. Conclusions

To study the effect of Vth variations on an inverter’s

NM, we can use the mathematical models in lieu of lengthy

MC Spice simulations, The models due to their very nature

are very time-efficient. This work has covered only the

above-Vth operation of an inverter. Development of similar

models for the sub-Vth operation is in progress. We are

also planning to create above- and below-Vth NM-variation

models of other common logic gates.
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Fig. 5: Random variations in the SNM as a function of

channel length (Lmos = Lpmos = Lnmos; Wpmos = 66
nm; Wnmos = 44 nm; VDD = 0.8 V).

Fig. 6: Random variations in the SNM as a function of VDD

(Lpmos = Lnmos = 22 nm; Wpmos = 66 nm; Wnmos = 44
nm).
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simulations for industrial applications
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Abstract— Recently, Virtual Reality (VR) is coupled with
applications of Flow Production’s (FP) compute. Several
architectures and technics are developed to enable the com-
munication between virtual reality and FP simulators. These
latter are particularly important since they support the part
of FP and VR applications. Nowadays, The FP simulations
with virtual reality exist in two forms. On the one hand, the
first form is the immersive visualization where the operator
can only view the results computed through the simulation
software. On the other hand, the 2nd form is presented
under an interactive immersive visualization mode where
the operator (a human factor) can act during the gallop
of simulations. Some actions made by the operator require
an assessment of muscular forces to predict musculoskeletal
disorders (MSDs). Through the following paper, we will
automate this step (compute muscular forces exerted) by
putting aside any human intervention used in this production
simulation, accurately in the simulation of forces. The forces
will be computed from the equations of motion of the 3D
object. In this stage, this method is only applicable with
objects on movement.

Keywords: Virtual Reality, Flow Production, Industrial Simula-

tion

1. Introduction
In an industrial environment, the workflow simulation

enables to simulate the production within the parameters of

input and output of each machine or group of machines.

The workflow calculation is possible with a modelling of the

technical environment and input-output of each machine. We

can also perform many tests with variation of each parameter

in order to optimize the production process. There are several

workflow simulation software, most of these software do

not give visual feedback. Consequently, only the experts

are able to understand the results. In this context, virtual

reality will be coupled with the FP software to have concrete

visual results. The theoretical simulation workflow (software

simulation) will be combined with a virtual presentation

(virtual reality). Therefore, the observation of results will

be viewed in real time. Either a simplified presentation of

results or a detailed one can be used. This aspect depends on

the operator’s needs. With the integration of flow simulation

and thanks to the development of virtual reality techniques,

a virtual flow simulation could be run side by side with

the simulation flow (real one); in this stage, we don’t

parallelize the execution tasks. The flow simulation such

coupled with a virtual reality simulation where the operator

can intervene. Among the virtual reality simulations in which

the operator intervention is required, there are simulations

with a quantization of forces. The latter are used by the

ergonomic evaluation applications and accurately in the force

evaluation. To quantify the muscular forces in virtual reality,

a physical engine and the haptic device are necessary [1].

Sometimes haptic devices cannot reach the estimated values

of forces. There is a technique to replace the hardware

limitations of the haptic devices; it consists into using the

pseudo-haptic [2]. Our goal is to integrate the prediction of

Musculo-Skeletal Desordors (MSD) in the flow simulation

operation. This integration is done in three steps:

* Implementation of the method of calculation

* Automation of the calculation procedure

* Get results and send them to the simulator

To achieve this, the exploitation of 3D moving objects with

a dynamic behaviour is necessary to compute the forces for

this simulation.

2. RELATED WORKS
Several flow simulation tools are developed. The given

results by these developed tools are only understood by the

experts in the flow simulation field. The technics of coupling

FP with virtual reality and more precisely with a visual

3D rendering are developed to make understandable and

interpretable results to everyone (those who at least have

little knowledge in the field of flow simulation). The purpose

of the use of virtual reality is to provide also a simple

presentation of complex results. The research work of [3]

shows how to transform complex results on 3D visualization

system. Studies done by [4] show that the industrial models

of virtual reality can be used as a reference for viewing

during the modelling stage and the construction of the

chain of production system. By exploiting this method, a

virtual validation of the model is possible even before the

implantation of the production chain. This work is done only

for the 3D visualisation. However, the work of [5] allows the

design of a virtual reality system coupled with a discrete

event simulator. Generally, this tool is a means for control
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and design of production processes. Therefore, a possibility

of optimizing the production system is based on this tool.

This approach allows the development of an abstract layer

between the flow simulation and the concerned actors with

a simple presentation of complex results (based on a 3D

visualization) from this simulation. Abstract layers are not

visible. The simulation tool encapsulates the simulation and

the complex result in the visualization layer. The visualizing

layer is changed to be immersive. It also allows the Inte-

gration of 3D visualization devices like headset ®Oculus

Rift or ®CAVE. The immersion in the scene presentation

enables the operator to visualize the results of calculations

generated by the simulation software. This immersion is

also an important factor to have a rapid and complete

understanding of the set of results, which are generated.

It gives the opportunity to suggest new ideas and solve

problems. Moreover, the operator can intervene and interact

with the scene and assess certain criteria. To perform this

evaluation: the main process is stopped, local interactive

simulation begins, and the results will be generated in a

final report. Then they will be sent to the main module for

interpretation. Finally the software uses the information and

continues its execution.

In this paper, our contribution is based on the fact that we

can improve the FP simulation on two parts: The first com-

ponent is to integrate a computational method and automated

simulations of a well-defined operation. This task (operation)

cannot be simulated by flow simulation software (e.g. a

transport simulation of a cart from a position to another with

a calculation of muscular forces generated to perform this

operation). The forces will be calculated using the estimated

trajectories by the tool between two points (sampling of

steps). The second component allows the integration of

an interactive virtual reality simulation with an operator.

Thanks to this component, we have the ability to compute

an estimation of forces exerted on the mobile to move on

the path personalized by the operator. So, the objective is

to add in the flow simulation process an additional layer

used to evaluate DMS generated by the pushing of cart. We

should evaluate the applicable forces to transport it from one

zone to another zone. Ideally, this assessment must be carried

out automatically after semantic modelling workflows. This

model interacts with a database created to calculate the

correspondences between the postures and the exerted forces.

3. WORK CONTEXT
3.1 General context

As part of a workflow simulation in an automobile in-

dustry, flow simulation must incorporate these results into

the simulation of cart manipulation. Indeed, this industrial

uses carts to displace parts that are already assembled or

not assembled. For unassembled parts, the operator can

assemble parts on the cart. The carts are used to transport

parts with fixed or variable masses (if assembly is done

on the cart). The aim is to treat this issue and integrate

it into the virtual reality simulation in order to predict

DMS. The carts are moved from position Ai to position Af

either directly or through other positions An (intermediate

steps). The manipulation of carts and the planning of their

trajectories become a problem to be solved. We will couple

the flow simulation with VR including human character

simulations. The simulated character is the muscular forces.

These simulations take a multitude of possibilities. The most

important two parameters are the path and the charge of the

cart that have a direct influence on the muscular forces. Thus,

the authorized forces are chosen from defined threshold.

The authorized forces of carts manipulation will be stored

in a database. A real time comparison was done between

computed forces and authorized ones. For that, we have done

acquisitions of forces and positions.

3.2 Process of coupling VR with flow simula-
tion
3.2.1 Flow simulation tool

The flow simulation’s tools are generally used to de-

sign and optimise industrial production systems. Software

ARENA [10] SLAM [11] and APOLLO [12] are a good

illustration of this type of tools. Processes used by flow

simulation’s tools are represented by tasks’ sequences that

produce and consumed resources. It also affects the char-

acteristics of modelled and assembled parts. The execution

time of each task is calculated. The basic tasks can be

designed and modelled by the coloured Petri net model.

There are various software allowing workflow’s modelling.

These software autonomously manage inputs and outputs of

each task or group of tasks.

3.2.2 Semantic modelling

Several frameworks are developed for the semantic mod-

elling. [6] The principle of High level Architecture (HLA) is

to give a tool that interacts with other simulations, through

interface layer called Run Time Infrastructure (RTI). Other

architectures are based on XML and Web Services (WS)

systems [7]. These systems use the WS architecture and

interact with WS layer using Remote Procedure Call (RPC)

mechanism. The messages are transported on XML mes-

sages. The SCIVE framework [8] allows the development

of intelligent and interactive virtual environments. The con-

nection between heterogeneous modules is possible. SCIVE

supports also the maintainability, modularity, and interop-

erability of VR applications. The MASCARET framework

[9] provides a logical connection between the virtual reality

domain and the system engineering. It introduces an abstract

layer between the components of VE and the concepts of the

domain model. It allows building a semantic representation

of the industrial system by using the SysML language.
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MASCARET is implemented in various 3D engines, namely

Ogre or Unity©.

4. EXPERIMENTAL STUDY
The aim is to generalize the treatment of all types of carts;

by integrating its physical characteristics in the simulation.

Physical characteristics are the mass of the empty cart and

his coefficient of friction, which generates the frictional

force constraining the movements of this later. Once these

parameters are integrated into the tool. It must be capable

to planning optimal paths. These paths are generated by

the muscular forces applied by operators. The forces must

respect the norms imposed by the standard of MSD. To study

the carts, a series of measurement are performed to compare

between the real and virtual computed forces. In this section,

we will detail the protocols of acquisitions to compute the

exerted forces.

4.1 Force Sensors

Fig. 1: Modelling and installing of platinum to attach force

sensor

The force sensor can acquire the forces exerted by the

operator. It must imperatively be installed on the point of

application to acquire the exerted muscular forces. There are

several types of forces sensors, which enable the acquisition

of the exerted forces. The problem of the sensor choosing

is usually associated with forces range. The forces exerted

depending on the weight of the carriage and the charge of

this latter. Another problem is related to the installation of

the sensors on the carriage. It is necessary that the sensor be

installed on the carriage in the impact point and far from the

charge. In this context, we conducted a study on the carriage

and we have designed platinum to install the sensor.

4.2 Motion capture
There are several kinds of the motion sensors. We chose to

use the infrared motion sensors because we have an ®ART

motions capture system with 10 cameras that cover an area

of 7.5 m2. The order of precision on this system is the

millimetre. After a calibration operation the position and

orientation of the reference object is retained. The provided

data are the 3D positions of the object in the real world

with a reference position and orientation parameters of this

object in the same space. After calibration the retained data

are the 3D positions and orientation of the cart on the

space (with personalized marker for cart tracking). We can

also adjust the frequency of acquisition (send or registration

data). Note that the maximum frequency allowed by the

system is 60Hz (60 values per second). Customizing markers

is also possible. In our case, we can assign markers to any

item after a calibration and integration procedure into the

tracking system.

4.3 Protocols and experiences

Fig. 2: Laboratory environment for forces and motion

capture acquisitions.

Fig. 3: Another type of cart for tests

The primary objective of this experiment is to compare

the forces computed by the equations of the trajectory with

the forces exerted on the point of impact on the cart. A

protocol of acquisition is defined, which allows us to study

the forces. We will work on two fundamental criteria; the

charge and the velocity of the cart. Other parameters are

necessary for the DMS’s prediction as the sensor position

relative to the hand’s position. In this paper we will ignore

those settings. We are only interested in the variations of

force. The tested parameters:
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* Distance: 1m, 2m, 3m

* Speed: slow, medium, fast

* Operator: Men / Women

* Charge: 20kg, 40kg, 60kg

* Acquisition frequency for position and orientations: 50

Hz, 25Hz, 10 Hz, 5 Hz

* Acquisition frequency for the forces: 1000Hz, 100Hz,

50Hz, 25Hz, 10hz, 5hz

4.4 Data Collection
After installing the force sensor, the setting of acquisition

protocols, and the initiation of markers for 3D tracking. The

recorded data will be spread over two files. The first file

contains information about the exerted muscular forces to

move the cart. The second file retrieves the positions and

orientations of each custom marker. In the first gallop of

tests, we have customized a single marker to track only the

positions of the carriage. In the remainder of this chapter the

following frequencies are laid down: 100Hz, 50Hz, 25Hz, 10

Hz and 5 Hz.These frequencies are the retained frequencies

for the various acquisitions.

5. Data Interpretation
5.1 Fundamental principle of dynamics

Fig. 4: curves of positions, velocities, and accelerations

Once the data are available, an interpretation of these

latter is necessary. The trajectory modelling and kinematic

parameters of the carriage are required. We will compute

the instant velocity and acceleration. With this calculation

we can deduce the equations of motion, the trajectory,

and predict the performed forces on the trajectory. These

parameters will be used directly in the calculation of the

theoretical forces, or more precisely the forces computed

from the equation of motion of the cart. To extract the

motion equations we use these definitions:

−→
V = d

−→
X
δt−→

A = d
−→
V
δt ;

−→
A = d

−→
X

δt2

For force compute we use fundamental principle of

dynamics :

∑−−→
Fext = m ∗ −→A

The acquired data represents the 3D coordinates of the

cart. In a first time the calculation is performed based on

the magnitude of the position and magnitude of forces.

We have found that the main element is the component of

displacement so we eliminated the calculation of the magni-

tude and we retained only the displacement component. (i.e:

displacement component presents the displacement axis).

The first two curves that show the position data are not too

noisy. With the precision of our tracking system a smooth

curve of position is obtained. After the first derivative of the

curve positions we got the curve of velocity that is slightly

noisy. During the derivation of the velocity curve (for the

acceleration curve) we had a totally noisy curve and the

acceleration values are invaluable from this curve.

It is possible to see the difference between the two

curves. The curve forces theoretically computed (from

position values) is too noisy and has no overall look. This

curve does not follow the curve acquired by the sensor.

Noise reduction is required. To reduce the noise frequency

variation is made, this variation greatly reduces noise but it

did not allow the complete removal of the latter.
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Fig. 5: Comparison between forces computed from accelerations and real forces

Fig. 6: changing of frequencies

5.2 Polynomial approximation
To smooth the curve we will use the principle of a

polynomial approximation that can filter and smooth the

data curve. Our goal is to define a trajectory equation based

on the following polynomial form:

at2 + bt + c = y

this form is a second order polynomial. This polynomial is

easily differentiable and more stable in the interpretation.

Our goal is to calculate the coefficients of the polynomial

from the series of acquisition. These coefficients represent:

acceleration, velocity, and position. The approximation

method is based on the principle of Means square.

5.3 result
When using raw data or merging data to calculate the

acceleration by the second derivative of the value of the

position we have a noisy results that are non-exploitable

for the estimation of applied forces to the cart. A small

improvement is observed on the curve when we lowered

the acquisition frequency in other words we have lowered

the noise levels. Finally and in ideal conditions we can have

an accurate estimate of the force exerted on the cart. This

estimate is obtained for testing a linear movement in a single

direction, with forces exerted only on one axis. The shift

obtained on the force curve shows the experimental value of

the frictional forces.

6. USING RESULTS IN VR APPLICA-
TIONS

In the previous sections, we cited coupling techniques, the

method of interacting with the virtual environments, and the
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Fig. 7: Results obtained by polynomial approximation

method of computing forces based on motion capture. In

this section, we describe the exploitation of these methods

in a virtual reality application. This application combines

between these modules. Figure 8 presents the architecture

of this application. The obtained result presents an estima-

tion of muscular forces exerted in the industrial context.

This estimation can be computed automatically by trying

several combinations of trajectories. The start and the end

positions are fixed and within the constraints imposed on

the simulator offer different trajectories. The module of

creation of Virtual Environment designed the zones of the

cart circulation. A first ste of tests is done with this path.

The path decomposition Virtual Reality Module Simulation

(VRS) allows the compute of muscular forces. During the

simulation, this VRS sends in real time the information to

the 3D visualization module. That’s allows the visualization

of path personalizing operation. If the forces measured do

not generate the MSD, an optimization is performed. The

system retains the paths and varied velocities. Once speeds

are retained, the system performs other tests to check the

maximum acceptable charge.

Table 1: forces computing steps.

Steps Jobs Results

Step1 Trying different paths Retain the paths and the velocity
with constant speed that do not generate MSD

Step2 Trying different velocities Retain the threshold of velocity

Step3 Changing charges On Retain the maximum
different zones accepted charges

After this estimation the characteristics of the transaction

will be retained and sent to flow simulation software to

continue its simulations. This simulation is not parallelized

so far but in the future a parallelization of tasks can be

Fig. 8: Proposed architecture for VR application

envisaged. In another application, a flow simulation is cou-

pled with a training environment where the operator must

perform the exercise. This is the case of the interactive

and immersive virtual reality. In this case the compute of

interpretation is performed in real time with the motion

capture and the results will be validated with ergonomists

who work directly with the operator interface. The advantage

of use the calculation of the previous section in this case is

manifest in the ability to prevent the operator. A training
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Fig. 9: Reproduce of the simulation in virtual environment

phase allows the prediction of the trajectory at time T + 1

as a function of time T-1 and T. In this case the application

of the principle of " Dead reckoning " for the prediction and

for the warning of a possibility of DMS if the operator keeps

its behaviour.

7. Conclusions
In this document we presented the FP simulators of

production process in industrial context and their complex

results. The research has been conducted in order to develop

communication, or more precisely, the coupling between

the flow simulator and virtual reality. There are techniques

that allow coupling the results with the 3D visualization

of results and the interaction with the virtual environment.

In this document we detailed the evaluation aspect and

predicted the forces exerted on a cart. These forces will

be used, later, by an ergonomic assessment software. The

flow simulator will take into consideration the forces in

its workflow optimization. In this document we tried to

properly estimate the muscular exerted forces needed for

the integration of ergonomic assessment in the FP process.

This estimation can be defined either automatically with a

proposed trajectory or manually with the direct intervention

of the operator for a virtual reality simulation.
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Abstract— Visualization of scientific data can help to ana-
lyze and explore the data in ways, which cannot be achieved
with analytical methods. Most visualization programs are
typically implemented using a data flow approach. A visual-
ization programs consist of a set of components connected
via directed graph, and the data flows through the program
and this process creates images, which are later assembled
into a movie. We often need to change the properties of
the components dynamically during the visualization process
in order to create the best possible movie. We propose a
method to use the visualization program as an interpreter
for a dynamic visualization program, which allows making
these changes without rewriting the visualization program.
This method allows us to focus on a particular visual after
the visualization program has been written. This method al-
lows us to create significantly more interesting visualization
movies.

Keywords: Visualization Languages, Data Flow, Dynamic Visu-

alizations

1. Introduction
A visualization of data can produce one image or a movie,

meaning many images. This paper concerns only the type

of visualizations, which generates more than one image

for a data set. Examples for these kind of data sets are

simulations of Black Hole mergers [2], or measurements of

fracture strains[7] etc. These data sets have one common

property: one value changes during the simulation or the

experiment, but not necessarily in a linear fashion. In a

Black Hole merger simulation this property is time, which

moves forward in a linear fashion; in a fracture strain

experiment/simulation it could be force, or gauge which

changes cannot be described with a linear function.

Most visualization environments are using a data flow

framework, which was first described by Foulser[4]. A visu-

alization program can be modified and executed as often as

needed creating individual images, which are then mounted

to a movie.

In principle, a visualization program consists of com-

ponents, which are connected via a directed graph. A

component has n input channels and k output channels,

which are connected, which create the directed graph. The

same graph can also be achieved by calling methods in a

particular order. A component's functionality can typically

be fine-tuned using component-specific arguments. These

arguments specifying individual properties, like line width,

the color or transparency of a visualized object, position

of the viewpoint, look-at position etc. In most visualization

systems these properties cannot be modified during the

execution of the visualization process, or it is very difficult

to do so.

We typically create many versions of a movie from the

same data set because we are not satisfied with the final

result. For example, the camera movement starts to late/early

and is to fast/slow, or the camera speed for two different

movements needs to be identical. We decide to change when

and by how much an object becomes translucent often,

because the desired effect has not been achieved yet. Light

positions needed to be changed dynamically because the

shadow of an object hides what should be visible. Using

this technique allows us to experiment with much different

visualization until we find the best fitting one.

This paper describes a visualization environment where

all these modifications can be made without rewriting the

visualization program. This is not a new idea. The LATEX

typesetting framework follows a similar idea for typesetting

text. The text is written in a document including formatting

ideas like new paragraph, this is a bulleted lists, heading,
sub-heading etc.

The paper describes a use case in detail followed by

a discussion of related work, the Spiegel visualization

framework[5], and A Visualization Language for dynamic

visualizations (advil).

2. Dynamic Visualization
Dynamic visualizations allow changing the properties of

components during the visualization process. An example

will help to illustrate this. Let's assume we visualize the

simulation of a black hole's merger. One purpose of this

visualization is to show the trajectory of the black hole's

position over time. The number of past positions, also

called the length of the trajectory, must decrease over time

otherwise the trajectories will be on top of each other. The

left part of Figure 1 shows the simulation at the beginning

stage and the right part shows the state of the simulation

close to the merger. The decreasing length of the trajectory

cannot be described with a linear function, because the

distance between black hole's during the merger is not linear.

Another example would be to move the viewpoint from

position a to position b and then to position c. The viewpoint
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Fig. 1: Trajectory Length over Time.

position can be moved in a linear way between the anchor

points, or on a spline curve. Moving the viewpoint along

a linear function will cause a kink, if a, b, and c are not

linearly aligned; moving them along a spline curve forces

one to have less control over the exact movement because

of the nature of splines[8]. We will later explain how these

kind of problems could be addressed using Spiegel and advl.

3. Related Work
Many wonderful visualization systems have been devel-

oped. Most visualization systems focus on the quality of the

images, being able to read a wide range of data formats, and

particular visualization algorithms for very specific visual-

ization challenges. We selected two highly used visualization

systems here and a novel approach by Forbes.

The main focus of Spiegel is to create movies. Therefore

it was logical to look into the production problems of

cinematography[9]. We realized the world of cinematogra-

phy and visualizations is so different that their approaches

are not applicable for your problem.

3.1 behaviorism: a framework for dynamic
data visualization

Forbes[1] created a framework which provides flexibility

for visualizations of dynamic data. The framework is based

on three connected graphs, and operators for each graph.

The scene graph is used for rendering, a data graph is used

for accessing the data, and a time graph to connect the two.

The framework provides a range of flexibility and aims to

help visualization developer to focus on the visualization

and not on the behavior. The paper provides little about

how the behavior is controlled, it is more focused on the

implementation and the design. Therefore it is very difficult

to tell how it is used, but best to our understanding the

behavior modifications are very limited.

3.2 yt
Yt[3] is a cross-code visualization tool that works with a

number of astrophysical simulation codes, and is therefore

very well suited for astrophysical visualizations. Yt is one

out of four visualization systems supported by the Blue

Waters Sustain Petascale Computing Center[10]. Python

was the language of choice for the developer. Only the

parts, which require high performance computing, have been

implemented in C. Yt supports around 20 different data

types, numerous algorithms to examine, and visualize the

data, and MPI support for distributed visualization programs.

The code snippet in Listing 1 shows how a camera is

created, rotated, and moved to a position. Lines 1-12 create

the camera object. A camera rotation is shown in line 15,

and a movement to a position in line 16. The first argument

of move_to is the final position, and the second argument

defines in how many steps the final position will be reached.

This example gives a glimpse of how yt is used. It is fair

to say that dynamic programming is extremely difficult to

achieve in yt. It can be done, but requires a rewrite of the

visualization program. This is extremely time consuming and

therefore not advisable.

Listing 1: Creating and moving a camera in yt.

1 c e n t e r = [ 0 , 0 , 0 ]

2 normalV = [ 1 , 1 , 1 ]

3 wid th = 1 . 0

4 x P i x e l s = 512

5 y P i x e l s = 512

6 t r a n s F = y t . C o l o r T r a n s f e r F u n c t i o n ( . . . )

7

8 nor thV = [ 0 . , 0 . , 1 . ]

9

10 cam = ds . camera ( c , normalV , width ,

11 ( x P i x e l s , y P i x e l s ) ,

12 t r a n s F , nor thV = nor thV )

13

14 t h e t a =0 .2

15 cam . r o t a t i o n ( t h e t a )

16 cam . move_to ( [ 0 , 1 , 2 ] , 10)

3.3 ParaView
ParaView[6] is a visualization tool supporting C++,

Python and JavaScript. ParaView is one out of four sup-

ported visualization systems supported by the Blue Waters

Sustain Petascale Computing Center[10]. The user guide for

ParaView is 230 pages long. ParaView, differently to yt is

a more general visualization tool. ParaView supports around

11 most commonly used data formats. A graphical editor

can be used to create a visualization program, and it is also

possible to script a visualization program.

A simple Python paraView script is shown in Listing 2 to

give a glimpse of how it is used. Lines 1-4 define a sphere;

Line 7 creates a renderer, which is connected with the view

in line 9. Lines 11-13 shrink the sphere by a factor of 2 and

are rendered in line 15.

Listing 2: ParaView Code Snippet.
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1 >>> from p a r a v i e w . s i m p l e i m p o r t *
2 >>> s p h e r e O b j e c t = Sphere ( )

3 >>> s p h e r e I n s t a n c e . Rad ius = 1 . 0

4 >>> s p h e r e I n s t a n c e . C e n t e r [ 1 ] = 2 . 0

5

6 >>> s p h e r e D i s p l a y = Show ( s p h e r e I n s t a n c e )

7 >>> view = Render ( )

8

9 >>> Render ( view )

10

11 >>> s h r i n k I n s t a n c e =

12 S h r i n k ( I n p u t = s p h e r e I n s t a n c e ,

13 S h r i n k F a c t o r = 2 . 0 )

14 >>> s h r i n k D i s p l

15 >>> Render ( )

Fig. 2: ParaView Animation View [11].

ParaView supports the creation of animations using key

frames. This is described in ParaView[6] guide on the pages

119-123. The key frames can be defined using the Animation
View. The animation view is shown in Figure 2.

Only very simple animations can be created using the Ani-

mation view, like modifying a scalar, creating and modifying

a camera path. Anything sophisticated cannot be done within

this framework.

4. Spiegel
Spiegel[5] is a visualization framework written in Java. A

program in Spiegel is a directed graph connecting individual

components. An interpreter executes the program. A Spiegel

program is most often implemented by using a graphical

editor, but can also be implemented using a text editor.

The language is type safe; this means only connections of

connectors of the same type can be made. The graphical

editor uses reflection[13] to ensure this property. The Spiegel

language is simple, but it allows creating functions to create

more complex components using simpler components or

functions.

Figure 3 shows a very simple, but complete, Hello World
program. The data flows from the component named Stars

Fig. 3: Hello World.

to the BH_visualizer component, and finally to the Camera.

The size of the black hole is set via an argument to be 1.4.

Fig. 4: A Graphical Representation of a Function inSpiegel.

Figure 4 shows a representation of the camera function

used in Figure 3. As can be seen, some arguments from

the components inside the function are not accessible within

the Camera component. This encapsulating can be done

with input and output channels. Encapsulation and using

functions reduces the complexity of a creating a program

with a graphical editor significantly.

A selection of the available Spiegel components and their

categories are:

• Visuals: for visualizing Black Holes, Stars, Gas, Mesh

• Extractors: for extracting data from different data for-

mats and origins (disk/network)

• Filters: For finding intersections, extracting positions

• Inputs: for data types like double, int, point

• Light: for point light, ambiguous light

• Util: for advl, orbiter, linear value supplier

5. Dynamic Visualization and Spiegel
Simulations or experiments, which produce the data sets,

have one common property. A value changes, which drives

the simulation or the experiment. In most simulations this

variable is a scalar, like time, temperature, pressure, or light

intensity. This value is typically used to determine which

part of the data set will be used for an individual image,

and which data set will be used for the next image. We will

use this property to drive the programming of the dynamic

visualization.

We will explain this with the help of Figure 5. The goal

is to move the view point at the times 0, 3, 7, 8, and 9 to the

positions outlined in Figure 5. The points are called anchor

points. The positions of the view point locations in between
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the known positions can be interpolated. The dotted line

represents a linear and the dashed line represents a spline

interpolation.

Fig. 5: Linear vs. Spline Interpolation.

6. Spiegel and Advl
Figure 6 illustrates how the advl program is used within

the Spiegel framework. An interpreter component, output In-
terpolator, reads the program and provides for every stream

connection. This connection, in this example location of the
camera, is connected to one or more components. The input

for the Interpolator is provided by the Time component. This

component produces a series of values beginning at tbeginning

to tend with intervals of tδ and there fore the camera moves

along the defined path.

Fig. 6: Interpolating between Anchorpoints.

One component in the Spiegel framework can be pro-

gramed in advl to achieve the interpolation between points

and send out the values between the anchor points. Figure 6

depicts the graphical version of the program. The component

Interpreter interprets the advl program seen in Listing 3.

Lines 1-4 define two constant values. Lines 6-16 define the

output stream viewP. Line 8 defines the type of the output

stream. The type of interpolator used to calculate the position

between two anchor points is a TCP spline interpolator

is defined in line 9. Lines 12-16 define the output stream

simulationTime. The interpolator for this output stream is

linear as defined in line 15. Lines 18-25 define the anchor

points and the position of the viewpoints.

The Clock component is programmed to send out values

from 0 to 9 with a δ of 0.1. The simulationTime component

output of the Interpolator will send out exactly the same

values through the simulationTime output, because the line

24-25 specifies the simulationTime equal to the Clock time.

This means the camera moves along on a TCB spline[12]

path in 0.1 time units. The data set is accessed for the same

time units. This visualization program will create 90 frames.

Listing 3: Interpolating between Anchor Points.

1 v a r {

2 c o n s t dou b l e s t a r t C l o c k = 0 ;

3 c o n s t dou b l e endClock = 1 ;

4 }

5

6 s t r e a m {

7 viewP {

8 t y p e v e c t o r ;

9 i n t e r p o l a t o r TCB;

10 }

11

12 s i m u l a t i o n T i m e {

14 t y p e d o u b l e ;

15 i n t e r p o l a t o r L i n e a r ;

16 } }

17

18 s t a r t C l o c k { viewP = ( 3 , 1 , 1 ) ;

19 }

20 3 . 0 { viewP = ( 5 , 1 , 1 ) ; }

21 7 . 0 { viewP = ( 3 . 5 , 2 , 4 ) ; }

22 8 . 0 { viewP = ( 2 . 5 , 1 . 5 , 3 ) ; }

23 end { viewP = ( 1 , 1 , 5 ) ;

24 s i m u l a t i o n T i m e =

25 endClock ; }

6.1 Spiegel and Slow-Motion
We now would like to change this program to achieve

a different kind of visualization. First, changing TCBh-
pbEdMSV06 to Linear will move camera along a linear path.

The data between simulation time, 1 and 2, might be very

interesting and therefore we would like to show this part in

slow motion. This means we must generate more visuals for

this time period versus the other time periods. One way to

achieve this is to move the clock time faster forward than the

simulation time. As a result, more images will be generated

and therefore a slow-motion effect will be created.

The modified advl code is shown in listing 4. We added

a few constants to make code easier to modify. Line 12 was

changed to move the camera on a linear path. Lines 23-26

will produce 40 clock ticks. This means instead of 10, 30

images will be generated. Lines 30-33 are needed so such
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the of the visualization produces for every 0.1 time unit one

image.

Listing 4: Slow Motion.

1 v a r {

2 c o n s t dou b l e s t a r t C l o c k = 0 ;

3 c o n s t dou b l e endClock = 9 ;

4 c o n s t dou b l e s l o w S t a r t = 1 ;

5 c o n s t dou b l e s l o w D e l t a = 1 ;

6 c o n s t dou b l e c l o c k D e l t a = 5 ;

7 }

8

9 s t r e a m {

10 viewP {

11 t y p e v e c t o r ;

12 i n t e r p o l a t o r L i n e a r ;

13 }

14

15 s t r e a m s i m u l a t i o n T i m e {

17 t y p e d o u b l e ;

18 i n t e r p o l a t o r L i n e a r ;

19 } }

20

21 s t a r t C l o c k { viewP = ( 3 , 1 , 1 )

22 }

23 s l o w S t a r t {

24 s i m u l a t i o n T i m e = s l o w S t a r t Õ }

25 s l o w S t a r t + c l o c k D e l t a {

26 s i m u l a t i o n T i m e += s l o w D e l t a ; }

27 3 . 0 { viewP = ( 5 , 1 , 1 ) ; }

28 7 . 0 { viewP = ( 3 . 5 , 2 , 4 ) ; }

29 8 . 0 { viewP = ( 2 . 5 , 1 . 5 , 3 ) ; }

30 end + c l o c k D e l t a {

31 viewP = ( 1 , 1 , 5 )

32 s i m u l a t i o n T i m e = endClock +

33 s l o w D e l t a ; }

7. Advanced Advl Program
A more complicated example is show in Lisiting 5. Lines

1-8 define variables; lines 9-14 create the camera position

stream. A function, moveCam , is defined in 15-21. The

anchor point, line 23-27, defines the variables x and y.
The scope of these variables is this block. The lines 23-

34 move the camera position to a given point and back. The

value of the built in variable time is equal to deltaTime
after line 27 has been interpreted. It is worth to point out

that the speed of camera is identical for both movements. A

modification of deltaTime would change the speed for the

camera movements for both segments. Lines 35-39 moves

the camera in the time along a varying x value.

Listing 5: Advl and Spiegel in Concert.

1 v a r {

2 c o n s t d ou b l e d e l t a T i m e = 4 2 ;

3 c o n s t d o u b l e z = 2 ;

4 c o n s t d ou b l e r a d i u s C = 1 0 . 0 ;

5 c o n s t d o u b l e middleC = ( 1 , 2 , 2 ) ;

6 d ou b l e midX = 1 0 . 0 ;

7 d ou b l e midY = 2 0 . 0 ;

8 }

9 s t r e a m {

10 cameraPos {

11 t y p e p o i n t ;

12 i n t e r p o l a t o r TCB;

13 }

14 }

15 p o i n t moveCam ( do ub l e x ) {

16 do ub l e r = r a d i u s C ^ 2 ;

17 do ub l e xComp = ( x − midX ) ^ 2 ;

18 do ub l e y = ( s q r t ( r−xComp ) ) + midY ;

19

20 r e t u r n ( x , y , z ) ;

21 }

22

23 0 . 0 {

24 d o u b l e x = 9 0 . 0 ;

25 d o u b l e y = 2 0 . 0 ;

26 cameraPos = ( x , y , z ) ;

27 }

28

29 0 + d e l t a T i m e {

30 cameraPos = ( x + d e l t a , y+ d e l t a , z )

31 }

32 t ime + d e l t a T i m e {

33 cameraPos = ( x y , z )

34 }

35 t ime + d e l t a T i m e {

36 f o r ( i = 1 : 20) {

37 cameraPos = moveCam ( ( x − 10) + i ) ;

38 }

39 }

Changing of the variable deltaTime (line 2) would change

the speed of the camera movement, but not the path of the

camera movment.

8. Conclusion

Advl is a language, which allows controlling the behavior

of visualization systems effortlessly. It would be relatively

easy to add this framework to yt, or ParaView, which

would allow developers to use and control very sophisticated

visualization with the same language. Using small, domain

specific languages allows for an ease of use which can not

be achieved general purpose languages.

158 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'16  |

ISBN: 1-60132-443-X, CSREA Press ©



9. Future Work
Future work will include to add the functionality to

yt, and ParaView. Spiegel and advl do not support much

user interaction during the execution of the visualization

program. Domain specific programming languages drive the

complete visualization process. It might be useful to allow

user interaction during the visualization process to change

the visualization process if interesting things can be seen. It

might be useful to add an AI component, which can direct

the visualization process to direct the visualization process

instead of advl.
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11. Appendix: Advl
This section describes the syntax of advl .

Listing 6: advl Syntax.

prog : v a r s ? s t r e a m s func * a n c h o r +

v a r s : ’ var ’ ’{ ’ v a r D e c l * ’} ’

s t r e a m s : ’ s t r eam ’ ’{ ’ s t r e a m + ’} ’

v a r D e c l : ’ c o n s t ’ ? b a s i c ID

( ’= ’ exp r ) ? ’ ; ’

s t r e a m : ID ’{ ’ ’ type ’ b a s i c ’ ; ’

( ’ i n t e r p o l a t o r ’ i n t e r p ’ ; ’ ) ? ’} ’

func : t y p e ID ’ ( ’ params ? ’ ) ’ b l o c k

b l o c k : ’{ ’ s t m t * ( ’ r e t u r n ’ exp r ’ ; ’ ) ? ’} ’

params : b a s i c ID ( ’ , ’ b a s i c ID )*

a nc ho r : DOUBLE ( ’+ ’ ID ) ? b l o c k

s t m t : ID ( ’ = ’ | ’ + = ’ | ’ −= ’ ) exp r ’ ; ’

| ID ( ’++ ’ | ’ −− ’) ’ ; ’

| ID ’ ( ’ a r g s ? ’ ) ’ ’ ; ’

| v a r D e c l

| i f B l o c k e l s e I f B l o c k * e l s e B l o c k ?

| ’ whi le ’ ’ ( ’ exp r ’ ) ’ b l o c k

| ’ f o r ’ ’ ( ’ ID ’= ’ e x p r ’ : ’ ex p r ’ ) ’

b l o c k

i f B l o c k : ’ i f ’ ’ ( ’ exp r ’ ) ’ b l o c k

e l s e I f B l o c k : ’ e l s e i f ’ ’ ( ’ exp r ’ ) ’ b l o c k

e l s e B l o c k : ’ e l s e ’ b l o c k

exp r : ID ’ ( ’ a r g s ? ’ ) ’

| exp r ’== ’ exp r

| exp r ’ != ’ exp r

| exp r ’ <= ’ exp r

| exp r ’ >= ’ exp r

| exp r ’ > ’ exp r

| exp r ’ < ’ exp r

| exp r ’&&’ exp r

| exp r ’ | | ’ exp r

| exp r ’* ’ exp r

| exp r ’ / ’ exp r

| exp r ’+ ’ exp r

| exp r ’− ’ exp r

| exp r ’%’ exp r

| exp r ’^ ’ exp r

| ’− ’ exp r

| ’ s i n ’ exp r

| ’ cos ’ exp r

| ’ t an ’ exp r

| ’ s q r t ’ exp r

| ’ abs ’ exp r

| ’ ( ’ exp r ’ ) ’

| boo l

| INT

| DOUBLE

| p o i n t

| boo l

a r g s : exp r ( ’ , ’ exp r )*

i n t e r p : ’ L inea r ’ | ’TCB’

t y p e : ’ i n t ’ | ’ double ’ |

’ p o i n t ’ | ’ bool ’ | ’ void ’

b a s i c : ’ i n t ’ | ’ double ’ |

’ p o i n t ’ | ’ bool ’

p o i n t : ’ ( ’ doub l eVa lue ’ , ’

doub l eVa lue ’ , ’ doub l eVa lue ’ ) ’

b o o l : ’ True ’ | ’ F a l s e ’

doub leVa lue : DOUBLE | i d

ID : ID_LETTER ( ID_LETTER | DIGIT )*
INT : ’− ’? ( ’ 0 ’ | NZD DIGIT *)

DOUBLE: ’− ’? ( ’ 0 ’ | NZD DIGIT * ) ?

DOT DIGIT*

ID_LETTER : ’ a ’ . . ’ z ’ | ’ A’ . . ’ Z ’

DIGIT : ’ 0 ’ . . ’ 9 ’

NZD: ’ 1 ’ . . ’ 9 ’
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COMMA: ’ , ’

DOT: ’ . ’

LINE_COMMENT: ’ / / ’ . * ? ’ \ n ’

COMMENT: ’ / * ’ . * ? ’ * / ’

WS: [ \ t \ r \ n ]+
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Extended Abstract/Poster Paper 

Abstract – Recently, according to the advanced hardware 
technology, the price of sensors in HMD (Head Mounted 
Display) is getting cheaper and calculation speed in 
smartphone is fast enough to express a plausible virtual 
reality. Users wear the HMD device on their head and it 
shows the virtual scenes in front of users. Users can enjoy a 
wide display without any restrictions in space. Based on this 
device, users can now enjoy more realistic and plausible 
virtual reality contents in real-time. Although the use of HMD 
device keeps increasing rapidly, HMD related contents are 
insufficient for users to enjoy. In this paper, we proposed 
realistic 3D deformable object simulation based contents in 
VR. 

Keywords: HMD, Virtual Reality, Deformable Object, 
Contents, Gear VR  

1. Introduction 
According to the survey result by Tractica[1],  the virtual 
reality market with a combination of virtual reality contents 
and HMD devices in the world will be approximatively 
reached more than $20,000 in 2020. For this reason, virtual 
reality contents and HMD devices in the IT industry have 
been under the spotlight.  

Even though many 3D contents have been presented under 
various forms such as PC, console, and mobile phone, these 
3D contents should be rendered in general 2D flat-panel 
displays. To represent the three dimensional effects based 
virtual reality in 2D flat-panel display, the binocular parallax 
based methods have been deeply studied[2]. This binocular 
parallax method can be classified as stereoscopic approach 
with additional glass and auto-stereoscopic approach without 
any devices which are shown in Figure 1. 

 
Figure 1. Devices for Stereoscopic and auto-stereoscopic 

approach 

In this paper, we propose the HMD based 3D deformable 
object with Samsung Gear VR. Users wear HMD device on 
their head and the HMD device tracks the change of user's 
point of view, and it can provide a plausible 3D environments. 
Recently, HMD device has been supplied by Sony, Oculus, 
Samsung, and several other companies. For traditional virtual 
reality systems, the background and objects should be created 
by designer and it can reduce the reality of 3D VR system. 
Therefore, the proposed system utilizes a 360 degree camera 
to generate 3D background environments for VR content.  

Although previous 360 degree cameras have been used to 
record the dynamics of outdoor sports, they are recently 
applied in various fields with advance VR technology. IT 
companies have been developed some 360 degree cameras 
that can be connected with their own VR devices as shown in 
Figure 2.  

 
Figure 2. Examples of 360 degree camera 

Instead of creating all of virtual backgrounds and objects with 
computer graphics based technology for VR, the 360 degree 
camera can readily increase the reality with photographic 
quality. This technique can generate two kinds of VR: Static 
or dynamic virtual world. In static VR, only point of view for 
the background can be change from the fixed location. 
However, user can freely walk around the virtual world with 
unconstrained point of view in dynamic VR. 

 
2. 3D Deformable Object Simulation in VR 
The proposed VR system is generated with realistic 
background images which are achieved using the 360 degree 
camera, and the created virtual 3D deformable objects are 
inserted in dynamic VR system. Therefore, it can provide the 
immersive and realistic VR 3D contents in real-time. To 
reflect the change of background image according to user 
movement, other background image which is taken in the 
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same position should be updated in 3D VR system. The main 
process of the proposed interactive VR system is shown in the 
Figure 3. 

 

Figure 3. Flowchart of the proposed interactive 3D VR system 
with deformable objects 

The interactive simulation of 3D deformable object for 
representing physically natural motions of virtual object is 
essential for this system. Unlike the traditional AR system 
which requires the collision handling between virtual objects 
and user which is shown in Figure 4[3], the proposed VR 
system is focused on the collision handling between virtual 
objects for dynamic interaction with photographic 
background environments. In addition, view point mapping 
technique between virtual 3D objects and background image 
are critical issue to combine them seamlessly. 

    
Figure 4. Interactive simuation between deformable obejct 

and hand in AR system 

In this research, Euler integration method is used to estimate 
the next state of virtual 3D deformable object and OpenGL is 
applied to set up the viewing camera for perspective effect 
and to realistically render the virtual 3D objects with texture 
mapping. For dynamic simulation, 3D virtual deformable 
objects are created with tetrahedrons by Tetgen program[4]. 

For plausible simulation of 3D deformable object, collision 
contact detection and response are very important and it can 
be implemented with markerless approach for convenience. 
Therefore, computer vision based object detection and 
tacking technique are necessary for interactive simulation. In 
this research, color and shape based object detection 
algorithm and Meanshift algorithm for object movement 
tracking are designed to implement using OpenCV. The 
proposed VR system is implemented under Oculus Mobile 
SDK.  

 

3. Conclusion 
In this paper, we proposed the interactive 3D deformable 
object simulation with VR environment. The proposed VR 
system can provide realistic point of view for user and 
plausible interaction with virtual objects under photographic 
quality of background using 360 degree camera. We believe 
that the proposed system can provide more immersive 
contents in VR and can be a positive impact on various VR 
fields such as education, game, sport, medical content, 
rehabilitation, and simulation. 
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Abstract - There have been several studies advocating the need 
for, and the feasibility of, using advanced techniques to support 
decision makers in urban planning and resource monitoring.  
One such advanced technique includes a framework that 
leverages the use of remote sensing and geospatial information 
systems (GIS) in conjunction with cellular automata (CA) to 
monitor land use / land change phenomena like urban 
sprawling.  However, little research has been performed to 
analyze these frameworks’ sensitivity to the input data (e.g. 
imagery).  New technology is promising better data more 
frequently; all with an associated price tag. Understanding 
sensitivity provides decision-makers and analysts the necessary 
information to procure just the right amount, and type, of data.  
Our research focuses on arming analysts and decision makers 
with this information. 

Keywords: Sensitivity, GIS, Remote Sensing, Cellular 
Automata 
 

1� Introduction 
Urban environments are complex systems presenting 

dynamic spatial and temporal features along with emergent and 
non-linear growth behaviors.  Understanding and predicting 
these dynamic phenomena can be difficult, however useful.  
One example of a concrete problem at the nexus of engineering 
and land use are the issues associated with urban sprawl – the 
migration, or expansion, of our populations away from city 
centers outward towards low density, residential, and usually 
highly automobile-dependent areas.  The research of Ewing, et 
al. demonstrated a connection between urban sprawl and an 
epidemic affecting the United States today, obesity, stating that 
"residents of more compact counties have lower BMIs and 
lower probabilities of obesity and chronic diseases” [1].  The 
CDC also published a report [2] attributing this epidemic to 
local policies and our physical environments in which we live, 
including the lack of physical activity due to residential zoning 
strategies requiring people to drive, vice walk, to work and 
school simply because it is too far.  Ultimately, according to 
research conducted by Ogden, et al. [3], more than one-third of 
adults and 17% of youth are considered obese in the United 
States today.   

As a result of these findings, several studies have been 
published advocating the need for, and the feasibility of, using 
advanced techniques to model and simulate urban sprawl and 
provide decision makers the tools necessary for urban planning 
and resource monitoring.  One such advanced technique 
includes a framework that leverages the use of remote sensing 
and geospatial information systems (GIS) in conjunction with 
a cellular automata (CA) to monitor land use / land change 
phenomenon like urban sprawling.  While this technique has 
been shown to be a viable solution to simulate the complex 
nature of urban sprawl, little research has been conducted 
analyzing the sensitivity to input data (i.e. imagery).  
Therefore, this research seeks to analyze the relationship 
between a GIS-CA model and the imagery which feeds it; 
looking at frequency, imagery resolution, and fragmentation 
(i.e. partial coverage).  A case study simulating urban sprawl 
for the city of Albuquerque, New Mexico will be used to 
analyze the relationship between GIS-CA and the data which 
feeds it. 

2� Methodology 
The use of geospatial information systems (GIS) as we 

know them today has been around for decades; over 180 years 
in its purest form of spatial analysis.  In the simplest of terms, 
GIS is a system used to manipulate, analyze, and visualize all 
different types of geospatial information (e.g. land use, 
roads/streets, bodies of waters, elevation information, etc.).  
When used in raster form, GIS information is stored as a 
layered grid of data; each layer is a two-dimension matrix 
representing a specific piece of information as it relates to the 
geographic area being studied. 

The use of cellular automata (CA) to simulate the 
evolution of complex systems, spatially and temporally, has 
been widely applied to urban sprawl research.  CA-based 
models use a ‘bottoms up’ approach where a simple set of 
transition rules govern the interactions between cells.  They 
have the ability to represent non-linear, spatially dependent, 
stochastic processes and simulate the evolution of the complex 
systems [4].  According to Liu, et al. [5], “this ‘bottoms-up’ 
approach coincides with complexity theories stating that a 
complex system comes from the interactions of simple 
subsystems.”  The fact that a CA-model is cell based – or a 
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two-dimensional matrix – makes it perfect to couple with raster 
GIS and remote sensing data for studying the complex nature 
of urban sprawl. 

One method for deriving the dynamic transition rules of 
a CA-model takes its inspiration from nature; an intelligent 
computational technique capable of solving complex problems 
known as artificial immune systems (AIS).  Liu et al. [5] first 
used an AIS-based CA model to determine policy impacts on 
land use and found its ability to adapt, learn, organize, and 
memorize new information was extremely promising for 
complex geographical problems.  Much like natural systems, 
AIS uses the concept of ‘antigens’ and ‘antibodies’ to derive 
the transition ‘rules’ for the CA-model.  More specifically, 
cells needing to be classified are the ‘antigens’ and the 
classifiers which will assign the proper land use (e.g. urban) to 
such cells are the ‘antibodies’.  He, et al. [6] proposed a process 
to calculate the evolution probability for the urban CA-model 
through a standard recycling process: defining antigens, 
generating an initial set of antibodies, calculating 
antibody/antigen affinities, clonal selection, and the mutation 
and updating of the antibodies.  The high-level process flow of 
the AIS-based CA model is described in Figure 1.  The crux of 
our research focuses on this model’s ability to be repeatedly 
updated when new remotely sensed imagery becomes 
available; dynamically adapting and learning to the 
introduction of new antigens (i.e. information) into the 
simulation. 

 

Figure 1. Generating dynamic transition rules with an AIS-based CA model 

Today, companies (e.g. PlanetLabs) are delivering new 
technology which is promising better data more frequently all 
with an associated price tag. Understanding the sensitivity of 
this model provides decision-makers and analysts the 
necessary information to procure just the right amount, and 
type, of data.  Our research focuses on arming analysts and 
decision makers with this information.  We intend to do this by 
incorporating a sensitivity analysis into a proven urban land-
use model, AIS-CA.  By analyzing variables such as temporal 
frequency, image resolution, and segmentation, our hope is to 
increase the understanding of the relationship between input 
data (i.e. imagery) and the model’s ability to predict land use 
(i.e. accuracy). 

A hypothetical example for our temporal frequency 
based scenario would include using historical data to seed the 
antigen library and then build the antibody library.  Year sets 
could be spaced by 10 years (e.g. 1990, 2000, 2010), 5 years 
(1990, 1995, … , 2010), and 1 year or less (depending on 
available data).  Once the transition rules have been obtained, 
a simulation forward to the most recent available imagery (e.g. 
2015) could be used to measure the accuracy of each year set.  
To measure the findings between simulation results and actual 
situations, we use a cell-level comparison analysis (i.e. pixel 
by pixel) and apply a ‘figure of merit’ (FoM) metric [7].  This 
‘FoM’ is a ratio by which we measure the number of cells 
correctly simulated as urbanized cells (numerator) divided by 
the total number of instances. 

3� Conclusions 
New technologies are promising to deliver a radical 

change in access to information.  However, our research 
indicates a lack of understanding into how the complex and 
dynamic models used to monitor sprawl can leverage this new 
technology.  Therefore, this research will answer the questions 
if more, finer, and partial remote sensing data can be used to 
improve an AIS-based CA model’s accuracy. 
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Abstract - Built-up structures such as ships, cars, and 
aircrafts can have noise and vibration problems in high-
frequency ranges. The developed software in this paper deals 
with the acoustic and vibrational energetics of built-up 
structures composed of acoustic cavities and plates, and is 
implemented using MATLAB language. Finally, to validate the 
developed software, simple applications to a vessel’s 
superstructure were successfully performed. 

Keywords: SEA, TSEA, Built-up structure, acoustic and 
vibrational responses, MATLAB 

 

1 Introduction 
  The built-up structures require a higher level of 
performance in terms of noise and vibration than existing 
structures due to the high development cost of projects and 
the working environment characteristics of high wage earners. 
Therefore, a reliable prediction technique of noise and 
vibration performance in the early stage of the design of built-
up structures is necessary. In this paper, in order to analyze 
the effective broadband noise and vibration of the built-up 
structure and the numerical analysis for some ideal offshore 
plant structures was performed. For the analysis result, the 
validity was verified by comparing with the result of the 
commercial SEA program VAone. 

2 Theory 
2.1 Classical statistical energy analysis 

 Classical statistical energy analysis (CSEA), the 
representative analytic method of statistical approaches, can 
effectively predict the space- and frequency-averaged 
behavior of built-up structures at high frequencies where the 
modal overlap of structural components is high.3 In the 
fundamental principles of SEA, the averaged power flow 
between two coupled groups (subsystems) of dynamical 
modes is proportional to the difference in the averaged modal 
energies. Power flows out of a subsystem through dissipation 
or by transmission to another subsystem. Power flows into a 
subsystem either by transmission from another subsystem or 
from an external source of excitation. 

2.2 Transient Statistical Energy Analysis 

 The Transient Statistical Energy Analysis (TSEA) can 
predict the transient responses of a structure. TSEA is based 
on the basic concept of the SEA. Energy should establish the 
equilibrium in the same time area, and the power flow 
between the subsystems must also consider the effect of the 
given time interval. In addition, TSEA is a very useful tool in 
simulating a decay rate measurement in order to verify the 
damping levels used in a model.3 

3 Developed Program 
3.1 Composition of Program 

 

Fig. 1 Data structure of Input data (left) and Flowchart of 
Preprocessor (right) in program 

 The data structure of this program is effectively 
structured for the database construction of the SEA 
parameters of various flooring, including the internal 
damping loss factor, the modal density, and the coupling loss 
factor of the offshore plant structure. A database can be 
constructed from the input data. In the preprocessor, these 
databases needed for the main processor are constructed by 
referencing the database needed for the input data. In this 
program, radiation efficiency can be calculated by using 
Maidanik’s radiation efficiency equation.4 Also, a non-
resonant transmission coefficient can be calculated using 
Beranek’s equation.1 These calculated dates can be used to 
calculate coupling loss factor and added to the coupling loss 
factor library. In this library, plates can be defined by the type 
of propagated wave between subsystems. Also, cavities can 
be defined as a library by its cavities. 
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Fig. 2 Flowchart of Main processor(left) and Post 
processor(right) in program 

 The main process can then be solved. If the CSEA linear 
equation is configured in the matrix form based on the 
database constructed in the above process and then solved, 
the energy according to each subsystem can be obtained. The 
TSEA power balance equation is configured in the matrix 
form based on the shared coupling loss factor library in 
CSEA. 

3.2 Composition of Program (GUI) 

 Developed program in this paper consists of the 
following figure 3. 

 

Fig. 3 Main GUI (left) and result GUI (right) in program 

4 Verification 
 The analysis results for the cabin structure were 
compared with the commercial SEA program VAone. 

 

Fig. 4 SEA model(main noise source: cavity 1, 1W) 

Table 1 Material and physical properties in cavity 

Fluid Density 
(kg/m3) 

Volume 
(m3) 

Surface 
(m2) 

Perimeter 
length(m) 

Air 1.21 8 24 24 

Table 2 Material and physical properties of plate 

Material Dimensions 
(m) E(N/m2) Density 

(kg/m3) 
Poisson's 
ratio 

Steel 2*2*0.005 2.1*1011 7800 0.3125 
 

 

Fig. 5 Comparison between developed software results and 
VAone results (left: flexural energy in plate 5, right: acoustic 

energy in cavity 2) 

 
Fig. 6 developed software results (left: flexural energy in plate 

1, right: acoustic energy in cavity 5) 

 
5 Conclusions 
 In this study, the authors developed a statistical energy 
analysis program for the prediction of the effective noise and 
vibration response of a system in which the plates and the 
acoustic cavities are coupled as the built-up structure. They 
compared the results of the program with the results of the 
actual commercialized VAone in order to verify the reliability 
of the program. In general, it was shown that the tendency 
according to the frequency and the noise and vibration energy 
level agrees well with those of the VAone. 
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SCATTERED DATA MODELING USING A GPU:  
A CASE STUDY  
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Abstract - This paper presents a case study on how to use 
GPUs to accelerate scattered data modeling in a two-step 
approach of scattered data visualization.  Measurements were 
made to correlate GPU performance with various modeling 
parameters.  The following results were obtained: (1) 
Adjusting internal modeling parameters belonging to the 
modeling function has no impact on computing time. (2) 
Modeling time is linearly proportional to the size of the 
intermediate grid. (3) Speedup by the GPU increases as grid 
size increases. (4) Efficiency of GPU utilization increases as 
the grid size increases.  (5) Data communication between the 
GPU and the host hinders the efficiency of GPU utilization. 
But, its relative impact decreases as grid size increases.  (6) 
Among the two Block -Oriented Localized Data Modeling 
methods, the Dynamic Local Block Data Modeling method 
consumes more time than the Static Local Block Data 
Modeling method.  Future work includes GPU speedup of 
other modeling functions and accuracy of the intermediate 
grid.  

Keywords: GPU, scattered data, modeling, interpolation, 
visualization 

 

1 Introduction 
 Data visualization is a communication tool for people to 
present, analyze and understand data.  It has been widely used 
in many disciplines to help scientists and engineers to study 
all kinds of data; for example, traffic data in intelligent 
transportation systems [1], health data for wellness 
monitoring [2], grazing-incidence X-ray scattering data for 
crystal structure analysis [3], soil bacteria susceptibility for 
environmental studies [4], city data for urban planning [5], 
chemistry data for chemical information modeling [6], marine 
forecast data for oceanic studies [7], and big data for spatial 
analysis [8].  

 When the data to be visualized do not fill the volume of 
interest completely, as in the case of many real world 
applications where sample data are measured values at 
suspected areas in the volume of interest, data modeling 
becomes an inevitable part of data visualization.  This is 
especially true for scattered data.  

 Scattered data are data unevenly distributed or randomly 
spread over the volume of interest.  Examples of such data 
can be found in environmental studies, oil exploration and 
mining.   Each sample data point consists of three values for 
the position (x,y,z) and one value for the attribute (v).  The 

attribute is the data to be visualized, which could be, for 
example, the concentration of a chemical compound in a 
polluted field.  Quick interactive visualization of scattered 
data is in demand.  A commonly used approach for scattered 
data visualization consists of two steps [9] (Figure 1).  The 
first step involves converting the scattered sample data into a 
3D uniform grid, the intermediate grid, after which the 
intermediate grid is rendered using grid-based visualization 
techniques such as Marching Cubes [10].  The purpose of the 
first step is to model the data onto the volume of interest 
based on the input sample data.  The second step is to render 
the modeled volume into graphics for visualization.  Both 
interpolation and finite element method have been used in the 
modeling step [11-15].  Constraining methods have also been 
added to increase the accuracy of modeling [16].  One of the 
constraining methods is localization [16], in which only 
nearby sample points are selected to model the data value on 
a given grid node. 

 

Figure 1. Two-Step Approach to Scattered Data 
Visualization.  

 The advent of GPU based parallel processing has greatly 
improved the performance of many graphics-intensive 
applications, including visualization [17,18]. A premier 
programming API for GPUs is CUDA [19].  CUDA not only 
allows the use of a GPU to speed up graphics display but also 
allows the use of a GPU to speed up other parallelizable 
computing [19].  Since CUDA threads are grouped into 
blocks and grids, the grid based two-step approach to 
scattered data visualization makes it a good candidate for 
GPU based parallel processing.  The intermediate grid helps 
to parallelize the code in both the modeling step as the output 
and the rendering step as the input. 

 This research investigates how GPUs can be used to 
improve the speed of scattered data modeling for the purpose 
of visualization, i.e., the performance enhancements of the 
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first step in the two-step approach to scattered data 
visualization.  As an initial examination of the issue, we 
concentrate on interpolation based scattered data modeling. 

  

2 System Implementation  
 To investigate how GPUs can be used to improve 
performance of interpolation based scattered data modeling 
for the purpose of visualization, we have built a system that 
can test the performance enhancements with various 
parameter values, various intermediate grid sizes and various 
localization techniques. 
  
2.1 Interpolation Methods 
  Interpolation methods construct new data points on the 
intermediate grid with a discrete set of known input sample 
data points [20].  Given a set of n sample points,  

 Pi(xi,yi,zi), i = 1, 2, …, n,             (1)   

with a sample data value at each point  

 vi, i = 1, 2, …, n,                 (2) 

we construct an interpolation function f(x,y,z) that is valid 
everywhere inside the domain of interest and satisfies the 
condition of   

 f(xi,yi,zi) = vi, i = 1, 2, …, n.            (3) 

One of the commonly used interpolation methods is the 
Shepard method [21]. The mathematical expression of the 
method is: 

      (4) 

Where, parameter α is a positive real number; di is the 
distance between sample point i and point P(x,y,z). The 
inverse-distance weighted method is a special case of the 
Shepard’s method with α = 1.  Changing the parameter alters 
the values being interpolated onto the intermediate grid. 

2.2 Intermediate Grids 

 The intermediate grid is the bridge that connects the first 
and the second step of the two-step approach.  The modeling 
step generates the intermediate grid with data values on the 
grid nodes interpolated from the original sample data.  The 
rendering step uses the intermediate grid as the input 
representing the original sample data in the volume of interest 
and renders the intermediate grid onto the graphics display.  
Traditional grid-based visualization techniques [22] are used 
in the second step.  The intermediate grid is a 3D grid of 
dimensions (nx,ny,nz).  The size of the dimensions affects the 
accuracy of the grid, subsequently the accuracy of the 
rendering.  A grid of larger size takes more time to generate at 

the modeling step and more time to render at the rendering 
step. 

2.3 Localization  
 

One of the challenges of using interpolation methods 
to model scattered data is the accuracy dilemma [23]: Even 
though the interpolated data values are constrained by 
Equation 3 to be 100% accurate at the sample data points, the 
interpolated values of the grid nodes of the intermediate grid 
vary with different interpolation methods and even with the 
same method but different parameters. Studies have been 
conducted to measure the errors in the intermediate grid in 
representing the original sample data [24].  One way to 
reduce such error is to localize the interpolation methods [16]. 

Localized interpolation methods use only nearby 
sample points to interpolate a grid node value. The nearby 
input sample points for each grid node can be selected by (a) 
number, where a specific number of the nearest sample points 
to the grid node are selected; or (b) region, where only the 
sample points within a local region are selected.  The latter is 
further divided into two: Range-Oriented Localized Data 
Modeling (ROLDM) and Block-Oriented Localized Data 
Modeling (BOLDM). 

 ROLDM is a distance-based localized data modeling 
method.  Each time we interpolate the data value onto a node 
of the intermediate grid, we draw a sphere using this grid 
node as the center, and only use the sample points within the 
sphere to compute the data value at the grid node. The radius 
of the sphere is a modifiable parameter.  If the radius is large 
enough to contain all original sample points, the interpolated 
result will be the as same as that of the original data modeling 
method without localization.  BOLDM is similar to ROLDM 
except that we use a cube centered around the grid node 
instead of a sphere to define the boundary for selecting the 
local sample data.  Only sample points within the cube are 
used to compute the data value at the grid node. 

2.4 GPU Based Interpolation 

 To take advantage of the GPU, we implement the 
Shepard’s interpolation method as a CUDA kernel and let 
each core processor of the GPU run a kernel thread for each 
grid node. Since the interpolation of each grid node is 
independent of other nodes, the parallelization of the 
interpolation based modeling code is relatively easy.  After 
each core processor is assigned to a grid node, all core 
processors will run the interpolation method simultaneously. 
The speedup will be proportional to the number of core 
processors in the GPU. 

 An important part of GPU based computation is to 
transfer input from the host to the GPU and transfer the 
output from the GPU to the host. In terms of scattered data 
modeling, that is to transfer the input sample data from the 
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host to the GPU and transfer the output intermediate grid data 
from the GPU to the host. 

 CUDA groups threads hierarchically [17] into grids of 
blocks, with each block being formed as a grid of threads. 
There are two types of memories on the GPU: global and 
shared. The global memory is for the whole GPU.  Each 
block has a faster memory shared only by the core processors 
within the block.  The data in the shared memory of a block 
are copied in and out to the global memory of the GPU.  

 Block-Oriented Localized Data Modeling (BOLDM) fits 
well with the block structures of CUDA threads and memory. 
Since each thread is assigned to a grid node, we can load the 
sample points within the constraining block to the shared 
memory of the thread block. Below is the pseudo code for 
BOLDM.   

1) Define the size of the intermediate grid. 
2) Allocate arrays for input sample points and 

intermediate grid points on the host. 
3) Read sample data points into the host arrays. 
4) Allocate arrays for sample points and intermediate 

grid points on the GPU. 
5) Calculate GPU block and GPU grid dimensions 

according to the size of the intermediate grid. 
6) Divide sample points into blocks according to the 

GPU grid dimension. 
7) Copy the input sample points from the host to the 

GPU. 
8) Invoke the GPU kernel function by passing the block 

dimension, grid dimension, the pointers to the 
sample data array and intermediate grid array. 

9) Allocate shared memory. 
10)  Each kernel thread performs the following steps: 

a) Load this kernel’s corresponding block of input 
sample data form the global memory to the 
shared memory. 

b) Synchronize with other threads and wait until all 
input sample data are load into the shared 
memory. 

c) Interpolate this thread’s corresponding 
intermediate grid node data value by using the 
corresponding block of input sample data. 

d) Write the interpolated data value into the 
intermediate grid array on the GPU. 

11)  Copy the interpolated intermediate grid data values 
from GPU to the host. 

12)  Free GPU memories. 
 

3 Results and Analysis  

As a case study, we used the scattered data modeling 
system implemented above to model a set of sample data 
collected in the real world at a polluted chemical plant [23].  
The data value (v) at each sample point is the concentration in 
ppb (parts per billion) of a toxic chemical agent at a given 
location (x,y,z).  We collected performance measurements of 

the modeling system with different modeling parameters, 
different intermediate grid sizes and different localization 
methods. 

3.1 GPU and Performance Measurement Tool 

 The GPU that we used was an NVidia GeForce GT 
525M on a Dell laptop computer. The following are the 
specifications of the GPU: 

CUDA Driver Version / Runtime Version: 5.5/5.5 
CUDA Capability Major/Minor version number: 2.1 
Total Number of CUDA Cores: 96 
Total amount of global memory: 1024 Mbytes 
Total amount of shared memory per block: 49152 bytes 

 
 We used the NVIDIA Visual Profiler [25] to measure 
the performance of the system. The NVIDIA Visual Profiler 
is a cross-platform performance-profiling tool that delivers 
vital feedback for optimizing CUDA applications.   

3.2 Data Communication Speed 

In order to use a GUP, we need to send input data to the 
GPU from the host and get the output data from the GPU 
back to the host.  Data communication between the GPU and 
its host is an inevitable overhead for GPU based computing.  
This overhead hinders the performance of the overall system.  

Table 1 shows the data size, time, and speed of copying 
input data from the host to the GPU (device) and the output 
data from the GPU to the host with various intermediate grid 
sizes.  The kernel function implements the Shepard’s 
interpolation method without localization.  All input sample 
data were copied to the GPU and shared by all GPU cores.  
Each GPU core runs the kernel function for one grid node and 
computes the interpolated data value for the grid node.  The 
computed data values on the grid nodes were then copied 
back from the GPU to the host. 

Table 1. Measurements of Data Communication between the 
GPU and Host with Various Intermediate Grid Sizes (grid 

sizes measured in nx x ny x nz, time measured in ms). 

 

 We can make the following observations from the data 
in Table 1. 
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a) Since the size of the input sample data does not 
change with the output intermediate grid size, the 
time and speed of copying the input sample data 
from the host to the device stay nearly constant: 
~0.672 ms and ~3.06 GB/s.  

b) The size of the output data is the number of grid 
nodes multiplied by the output data size per grid 
node: (nx x ny x nz) x sizeof(v). We used floating 
point computation for v, sizeof(v) = 4 bytes. When 
grid size is less than or equal to 8x8x8 the time 
needed to copy data from the device to the host is 
less than 0.002ms.  Because the smallest time unit of 
NVIDIA Visual Profiler is 0.002ms, all time 
measurements that were smaller than 0.002ms are 
shown as 0.002ms in the table. 

c) The time needed to copy output data from the device 
to the host increases as the grid size increases.  This 
is because the output data size increases as the grid 
size increases.  

d) The speed of copying from the device to the host 
increases as the grid size, hence data size increases. 
This is due to larger data size filling the output 
pipeline fuller. But the speed peaks at 6.09GB/s 
when the data size is 1MB and the grid size is 
64x64x64.   

3.3 GPU Computation and Communication Time  

 Once the input sample data are copied to the GPU, the 
GPU cores run the kernel function to model the data onto the 
intermediate grid nodes, one core per node.  When the 
number of nodes is larger than the number of cores (96 for the 
NVidia GeForce GT 525M), each core is used repeatedly 
once for each group of 96 nodes. The Kernel Compute 
Runtime measures the computing time for each core to finish 
all nodes assigned to it.  Table 2 shows the Kernel Compute 
Runtime for various grid sizes along with the total Runtime 
and total Data Communication Time for each core, where 

  GPU Runtime = Kernel Compute Runtime + 
           Data Communication Time    (5) 
  
 Data Communication Time  = 
      Host to Device Data Copy Time + 
      Device to Host Data Copy Time + 
      Device Memory Malloc Time     (6) 
 
We can make the following observations from the data in 
Table 2. 

a) The Kernel Compute Runtime is too small for the 
NVIDIA Visual Profiler to measure when the grid 
size is less than or equal to 8x8x8 and is displayed as 
the minimal unit of 0.002ms. 

Table 2. Computation and Communication Time (in ms). 

 

b) When the intermediate grid size is larger than or 
equal to 32x32x32, the Kernel Compute Runtime 
increases linearly with the intermediate grid size 
(approximately 8 times from 32x32x32 to 64x64x64 
and 8 times again from 64x64x64 to 128x128x128.)  

c) When the intermediate grid size is in between 8x8x8 
and 32x32x32, the Kernel Compute Runtime 
increases nonlinearly with the intermediate grid size.  

d) Memory Malloc Time measures the time needed to 
allocate memories on the GPU. In table 1, the 
minimum memory allocation time is 50ms. It 
increases as the size of the intermediate grid 
increase, but not much. It increased about 20% when 
the size of the intermediate grid increased from 
1x1x1 to 128x128x128. 

e) We count Device Memory Malloc Time as part of 
the Data Communication Time since it is part of the 
non-computational overhead to get the data into the 
GPU.  The time it takes to allocate memory on the 
GPU is much longer than copying data into and out 
off the GPU. 

f) As the size of the intermediate grid increases the 
computation time increases. The ratio of Data 
Communication Time over Kernel Compute 
Runtime decreases (see Table 3).  The ratio changed 
from 8.818 for grid size 32x32x32 to 0.140 for grid 
size 128x128x128. Thus, the efficiency of the GPU 
based modeling program increases as the 
intermediate grid size increases.  

      Table 3. Ratio of Communication and Computation Time. 

Grid Size GPU 
Kernel 
Compute 
Runtime 
(ms) 

Data 
Communication 
Time (ms) 

Ratio 

32*32*32 6.804 60 8.818 
64*64*64 53.702 65 1.210 
128*128*128 428.898 60 0.140 
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 In addition, we tested the system with different α values 
of the Shepard method.  The tests shown no changes in GPU 
performance (GPU Runtime and Data Communication Time) 
if we only change the α value without changing other 
parameters.  The reason for the lack of GPU performance 
change is because α is an internal modeling parameter 
belonging to the modeling function. Its value change will not 
result in an increase of memory or an increase of computing 
steps. 

3.4 GPU Speedup Factor and GPU Usage Efficiency 

 To further investigate the efficiency of the GPU based 
modeling program, we implemented a CPU based sequential 
modeling program of the same interpolation method.  By 
comparing the performance of the GPU based program 
against the CPU based program, we can measure the GPU 
speedup factor and GPU usage efficiency.  They are defined 
below. 

 Speedup Factor = Runtime of CPU Program  
        / Runtime of GPU Program    (7) 
 
 Efficiency = Runtime of CPU Program  
     / (Runtime of GPU Program 
     x Number of GPU Cores)       (8) 
 
 We define the speedup factor as the ratio of the GPU 
Runtime and the CPU Runtime.  It measures the relative 
benefit of using the GPU.  Efficiency is the speedup factor 
divided by the number of GPU core processors.  It measures 
how efficiently we use the GPU core processors.  

 Various sizes of the intermediate grid have been chosen 
to compare the CPU and GPU programs.  Table 4 and Figure 
2 show the running times in milliseconds (ms) and each value 
is the average of ten experimental measurements.  Both 
speedup factor and efficiency increase as the size of the 
intermediate grid increases, which is due to the reduction of 
the data communication overhead relative to the overall GPU 
runtime.   

Table 4. CPU and GPU Program Comparison. 

 

 

 Figure 2. CPU and GPU Program Comparison. 

3.5 Localization Methods 

 Block-Oriented Localized Data Modeling (BOLDM) 
uses a cube centered at an intermediate grid node to select 
local sample points.  Only sample points within the cube are 
considered local and are used to compute the data value at the 
grid node.  Since the center of the cube is at the grid node to 
be computed and each GPU core is assigned to a different 
grid node, GPU cores within the same GPU block may use 
different sets of local sample points.  We term this method 
Dynamic Local Block Data Modeling as compare to the Static 
Local Block Data Modeling, where we statically divide the 
sample data volume into small blocks and copy the sample 
data points in each small block into the shared memory of a 
GPU block.  So each small block of sample points resides in 
their own shared memory and will not change at runtime.   
During modeling, each GPU core only uses the sample points 
in the shared memory of its residing GPU block.  Each grid 
node has its own block ID and its data value is interpolated by 
using the sample points that have the same block ID. 

 Comparing with this static assigning of local blocks, the 
Dynamic Local Block Data Modeling Method may need to 
fetch sample data from the global memory because each GPU 
core in a GPU block uses a different set of local sample 
points, and some of the local sample points may have not 
been copied into the shared memory of the block from the 
global memory.  So, in Static Local Block Data Modeling, a 
GPU core reads all local sample data from its own shared 
memory while in Dynamic Local Block Data Modeling it 
reads some of the local sample data from its own shared 
memory and the other local sample data from the global 
memory.  The measurements of GPU Runtime for both 
methods are shown in Table 5. 
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Table 5. Comparing Runtime of Static Local Block Data 
Modeling and Dynamic Local Block Data Modeling. 

 

 

Figure 3.  Comparing Runtime of Static Local Block Data 
Modeling and Dynamic Local Block Data Modeling. 

 We can see that Dynamic Local Block Data Modeling 
Method consumes more time than the Static Local Block Data 
Modeling Method, almost doubling the runtime length for the 
same grid size.  This is due to the Static Local Block Data 
Modeling method reading all needed sample data from faster 
shared memory while Dynamic Local Block Data Modeling 
method reads needed sample data from both faster shared 
memory and slower global memory.   

4 Conclusions 
 We have built a GPU accelerated scattered data 
modeling system and conducted a case study with a real-
world dataset using the system.  For comparisons, we also 
built a CPU based system with the same modeling function. 
We measured the performance of the systems with various 
modeling parameters.  The results show how modeling 
parameters affect the performance of such modeling systems.  
The results also reveal the bottlenecks of such systems and 
reveal the areas where further researches are needed.  

1) Adjusting internal modeling parameters belonging to 
the modeling function, such as α in the Shepard 
method, has no impact on computing time.  

2) Time needed to model the input sample data onto the 
intermediate grid is linear compared to the total 
number of grid nodes in the intermediate grid, i.e., 
the size of the intermediate grid (nx x n y x nz). The 
linear dependency is not clear when the size is small 
(less than 32x32x32 for the test case.) 

3) Speedup by the GPU as compared to the CPU 
increases as the grid size increases.  The speedup 
reached 27 with grid size of 128x128x128 for the 
test case using an NVidia GeForce GT 525M GPU.     

4) Efficiency of GPU utilization also increases as the 
grid size increases.  It reached 0.2764 with a grid 
size of 128x128x128 for the test case using an 
NVidia GeForce GT 525M GPU.    This is still far 
from the theoretical limit of 1.0.  There is room for 
our GPU program to improve.  

5) Data communication between the GPU and the host 
is a non-computational overhead that impacts the 
efficiency of GPU utilization.  However, the ratio of 
Data Communication Time over Kernel Compute 
Runtime decreases as grid size increases. In our test 
case, the ratio changed from 8.818 for grid size 
32x32x32 to 0.140 for grid size 128x128x128.  
Thus, we need to find other ways to improve GPU 
utilization at large grid sizes in addition to reducing 
data communication overhead.  

6) Among the two Block-Oriented Localized Data 
Modeling methods, the Dynamic Local Block Data 
Modeling method consumes more time than the 
Static Local Block Data Modeling method.  This is 
due to the Static Local Block Data Modeling Method 
reading all needed sample data from faster shared 
memory while the Dynamic Local Block Data 
Modeling method reads from both faster shared 
memory and slower global memory.   

 In future studies we plan to investigate GPU 
enhancement of other interpolation methods, such as volume 
spline, thin-plate-spline and multi-quadrics, in scattered data 
modeling.  Another important area that needs attention is the 
accuracy of scattered data modeling, i.e., how accurately the 
intermediate grid can represent the original sample data.  
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ABSTRACT 

Learning analytics means gathering a broad range of data, 
bringing the various sources together, and analyzing them. 
However, to draw educational insights from the results of the 
analyses, these results must be visualized and presented to the 
educators and learners. This task is often accomplished by using 
dashboards equipped with conventional and often simple 
visualizations such as bar charts or traffic lights. In this paper we 
want to introduce a method for utilizing the strengths of directed 
graphs, namely Hasse diagrams, and a competence-oriented 
approach of structuring knowledge and learning domains. After a 
brief theoretical introduction, this paper highlights and discusses 
potential advantages and gives an outlook to recent challenges for 
research. 

Keywords 
Learning analytics, data visualization, Hasse diagram, 
Competence-based Knowledge Space Theory. 

1. INTRODUCTION 
Using methods and tools from Learning Analytics (LA) can be 
considered best practice and is a key factor for making education 
more personalized, adaptive, and effective. Analyzing a variety of 
available data to uncover learning processes, strengths and 
weaknesses, competence gaps undoubtedly is a prerequisite for a 
formatively-inspired guidance, for changing and adjusting 
educational measures and teaching, and not least for disclosing 
and negotiating learner models [4]. Usually, the benefits are seen 
in the potential to reduce attrition through early risk identification, 
improve learning performance and achievement levels, enable a 
more effective use of teaching time, and improve learning design 
and instructional design [10]. On the basis of available data, 
ideally large scale data sets, smart tools and systems are being 
developed to provide teachers with effective, intuitive, and easy to 
understand aggregations of data and the related visualizations. 
There is a substantial amount of work going on this particular 
field; visualization techniques and dashboards are broadly 
available (cf. [2,4,7]), ranging from simple meter/gauge-based 
techniques (e.g., in form of traffic lights, smiley, or bar charts) to 
more sophisticated activity and network illustrations (e.g., radar 
charts or hyperbolic network trees).  
However, LA operates in a delicate and complex area. On the one 
hand, facing today’s classroom realities, we often find 
technology-lean environments, which do not easily allow or 
support recording the necessary data. Also, from a socio-
pedagogical perspective, learning must be seen as a process of 
social interaction that not always occurs in front of some 
electronic. Thus, LA must be based on fewer data. On the other 

hand, it is rather easy to visualize learning on a superficial level 
using perhaps the aforementioned traffic lights or bar charts. The 
added value to the teachers is likely of limited utility to them. To 
provide a deeper and more formative insight into the learning 
history and the current state of a learner (beyond the degree to 
which a teacher might know it intuitively) requires finding and 
presenting complex data aggregations. This, most often, bears the 
significant downside that it is hard to understand. Challenges for 
LA and its visualizations, for example, are to illustrate learning 
progress (including learning paths) and - beyond the retrospective 
view - to display the next meaningful learning steps/topics. 
In this paper we introduce the method of directed graphs, the so-
called Hasse diagrams, for structuring learning domains and for 
visualizing the progress of a learner through this domain. 

2. HASSE DIAGRAMS AND COMPE-
TENCE-BASED KNOWLEDGE SPACES 
A Hasse diagram is a strict mathematical representation of a so-
called semi-order in form of a directed graph that reads from 
bottom to top. A semi-order is a type of mathematical ordering of 
a set of items with numerical values by identifying two items as 
equal or comparable if the values are within a given interval of 
error or noise. Semi-orders were introduced in mathematical 
psychology by Duncan Luce in 1956 [8] in human decision 
research without the assumption that indifference is transitive. 
This approach is also crucial for handling human learning and the 
resulting performance that is prone to all sorts of errors and 
peripheral aspects (perhaps failing in a test although the learner 
holds the knowledge due to being tired). A Hasse diagram is one 
way of displaying such ordering – in our case competences or 
competency states (which is to be explained in the following 
section). The technique was invented in the 60s of the last century 
by Helmut Hasse. The diagram exists of entities (the nodes), 
which are connected by relationships (indicated by edges).  

The mathematical properties of a semi-order and the Hasse 
diagrams are (i) reflexivity, (ii) anti-symmetry, and (iii) 
transitivity. Reflexivity refers to the view that an item, perhaps a 
competency, references itself in a cause/effect sense. Anti-
symmetry demands that if one entity is a prerequisite of another, 
this relationship is not invertible; as an example, if competency x 
is a prerequisite to develop competency y, y cannot be the 
perquisite of competency x. Finally, transitivity means that 
whenever an element x is related to an element y, and y is in turn 
related to an element z, then x is also related to z. In principle, the 
direction of a graph is given by arrows of the edges; by 
convention however, the representation is simplified by avoiding 
the arrow heads, whereby the direction reads from bottom to top. 
In addition, the arrows from one element to itself (reflexivity 
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property), as well as all arrows indicating transitivity are not 
shown in Hasse diagrams. The following image (Figure 1) 
illustrates such a diagram. Hasse diagrams enable a complete view 
to (often huge) structures. Insofar, they appear to be ideal for 
capturing the large competence or learning spaces occurring in the 
context of assessment and learning recommendations (for 
example, all the competencies involved in the math curriculum for 
a specific age). 

In an educational context, a Hasse diagram can display the non-
linear path through a learning domain starting from an origin at 
the beginning of an educational episode (which may be a single 
school lesson but could also be the entire semester). Moreover, 
the elements in the diagram may refer to (latent) competencies, to 
learning objects or test items. Figure 1 illustrates the simple 
example of typical learning objects in a certain domain. The 
beginning of a learning episode is usually shown as { } (the empty 
set) at the bottom of the diagram. Now a learner might attend 
three learning objects (K, P, H), which is indicated by the edges; 
this, in essence, establishes three possible learning paths. After H, 
as an example, this learner might attend K, or H but not T yet, 
which in turn opens further three branches for the learning path 
until reaching the final state, within which all learning objects 
have been attended. 

As claimed initially, in the context of formative LA, a 
competence-oriented approach is necessary. Thus, a Hasse 
diagram can be used to identify and display the latent 
competencies of a learner in the form of so-called competence 
states. An elaborated theoretical approach to do so is 
Competence-based Knowledge Space Theory (CbKST). The 
approach originates from Jean-Paul Doignon and Jean-Claude 
Falmagne [5, 6] and is a mathematical psychological, set-theoretic 
framework for addressing the relations among problems (e.g., test 
items). It provides a basis for structuring a domain of knowledge 
and for representing the knowledge based on prerequisite 
relations. While the original Knowledge Space Theory focuses 
only on performance (the behavior; for example, solving a test 
item), its extension CbKST [1] introduces a separation of 
observable performance and latent, unobservable competencies, 
which determine the performance [1]. This is a psychological 
learning-theoretical approach, which highlights that competencies 
(e.g., the ability to add two integers) are unobservable latent 
constructs and which can only be observed or assessed indirectly.  

 

 
Figure 1. A simple Hasse diagram. 

 

We interpret the performance of a learner (e.g., mastering an 
addition task) in terms of holding or not holding the respective 

competency. In addition, recent developments of the approach are 
based on a probabilistic view of having or lacking certain 
competencies. In our example, mastering one specific addition 
task allows the conclusion that the person is able to add two 
numbers (to hold this competency) only to a certain degree or 
probability. When thinking of a multiple-choice item with two 
alternatives, as another example, mastering this item allows only 
to 50 percent that the person has the required competencies/ 
knowledge.  

On the basis of these fundamental views, CbKST is looking for 
the involved entities of aptitude (the competencies) and a natural 
structure, a natural course of learning in a given domain. For 
example, it is reasonable to start with the basics (e.g., the 
competency to add numbers) and increasingly advance in the 
learning domain (to subtraction, multiplication, division, etc.). As 
indicated above, this natural course is not necessary linear, which 
bears significant advantages over other learning and test theories.  

As a result we have a set of competencies in a domain and 
potential relationships between them. In terms of learning, the 
relationships define the course of learning and thus which 
competencies are learned before others. In CbKST such 
relationships are called prerequisite relations or precedence 
relations. On the basis of competencies and relationships, in a 
next step, we can obtain a so-called competence space, the 
ordered set of all meaningful competence states a learner can be 
in. As an example, a learner might have none of the competencies, 
or might be able to add and subtract numbers; other states, in turn, 
are not included in this space, for example it is not reasonable to 
assume that a learner holds the competency to multiply numbers 
but not to add them. By the logic of CbKST, each learner is, with 
certain likelihood, in one of the competence states.  

3. VISUALIZING COMPETENCE SPACES 
As claimed, Hasse diagrams are capable of holding a number of 
important information for an educator to evaluate the learning 
progress and also to make recommendations. In this paper we 
want to highlight such advantages.  

3.1 Competence States and Levels 
As outlined, a competency space is the collection of meaningful 
states a learner can be in. Depending on the domain, the amount 
of possible states might be huge. The big advantage, however, is 
that depending on the degree of structure in the domain, by far not 
all possible combinations of competencies are reasonable and thus 
part of the space. When zooming into the diagram, a teacher can 
exactly identify the set of competencies that is most likely for the 
learner, by zooming out color-coding can illustrate the most likely 
locations of a learner within the space. When looking at the entire 
space, it is obvious at first site at which completion level a learner 
is approximately (rather at the beginning or almost finished). 
These zoom levels are shown in Figure 2. Technically, there is a 
variety of options to achieve the coding, for example, bolding, 
greying, or color coding, whereas likely states are displayed more 
distinctly than such with low probability.  
Equal to individual states, Hasse diagrams can represent group 
distributions. Defined by a certain confidence interval of 
probabilities those states and areas can be made more salient that 
hold the highest percentage of learners of a group. By this means,  
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Figure 2. Hasse diagram illustrating the probability 

distribution over a competence space on three zoom levels.  

 
specific areas in the competency space become apparent within 
which the most learners are and, in contrast also positive or 
negative outliners pop out the diagram. A different method was 
suggested by [9], who altered the size of the nodes to represent 
the groups’ sizes; the larger a node the more learners hold a 
particular state.  

3.2 Learning Paths 
In addition to having insight into groups’ and individuals’ current 
states of learning, the learning history, the so-called learning 
paths, are of interested for educators; on the one hand for 
planning future activities, on the other hand, for negotiation and 
documenting the achievements of a learning episode (e.g., a 
semester). Learning paths can be simply displayed by highlighting 
the edges between the most likely state(s) over time. As for the 
states, various probable paths can be realized by making more 
likely paths more intensive (by color coding or line thickness). 
Figure 3 shows a simple example. A key strength of presenting 
learning paths, as indicated, is opening up the learner model to the 
learners (perhaps parents) themselves [9] – to explain where they 
started at the beginning of a course and how they proceeded 
 

 
 

Figure 3. Learning Path. The cutout is part of 
the structure shown in Figure 2. 

during the course and which competencies they hold today. This 
perhaps can be complemented with comparisons to others or 
groups. Not least, learning paths can unveil information about the 
effectiveness and impact of certain learning activities, materials, 
or the teacher herself. 

3.3 Tests and Recommendations 
Hasse diagram offers information about two very distinct 
concepts, the inner and outer fringes. The inner fringe indicates 
what a learner can do / knows at the moment. Mathematically it 
refers to all sets of competencies, which hold all competencies of 
the current state but one. This inner fringe is a clear hypothesis of 
which test/assessment items this learner can master within the 
margins of a certain probability. Such information may be used to 
generate effective and individualized tests. The test generation can 
be complemented with group information. If an educator has very 
clear information in which competency areas of the space most of 
the learners are, she can generate or select test item covering 
exactly those competencies. The big advantage of such approach 
is the effectiveness of a test for identifying competency states or 
for ranking the learners can be maximized while the efforts for 
this evaluation (e.g., the number of test items) can be minimized. 
And of course the test can be optimized to differentiate different 
learners and the individual capabilities.  
On the other hand, the outer fringes determine which 
competencies should be addressed in a next educational step. 
Mathematically is refers to all states which include all the 
competencies of the current state plus one. These fringes provide 
a clear set of recommendations about the most effective learning 
activities for a specific individual or a specific group of learners. 
Moreover, outer fringes, together with learning paths, allow 
specifically planning the most effective ways of reaching a 
specific learning goal (which not necessarily is the final stage of 
the competence space, the full set, and which is not necessarily 
the same goal for all individual learners). 

3.4 Costs and Pace 
When supporting teachers with information about learning 
processes, the concept of costs or learning pace (sometimes 
referred to as learning trajectories) is of distinct importance. Cost 
and pace can be considered as the time or any other measure of 
effort it takes to proceed from one competence state to another. In 
a Hasse diagram this information can be displayed by varying the 
length of the edges accordingly. If an educational leap requires a 
lot of efforts or time the edges are displayed proportionally longer 
than such that happens rather quickly. This method was 
introduced initially by [9]; an example is shown in Figure 4. Such 
information unveils criteria for the effectiveness of certain 
learning materials or acts of teaching. Particular outliers obviously 
pop out of the diagram and call educators to action to adapt 
teaching or teaching materials for a specific individual or a group.  

3.5 Subordinate Concepts and General 
Notions of Achievement, Bottlenecks 
A further important aspect in the context of LA is aligning the 
rather fine grained and low level approach to view competencies 
on a deeper level of granularity to more general concepts or rather 
superordinate notions of achievement. A general concept can be 
considered a higher level cluster of competencies; for example, 
sub-dividing mathematics into clusters like linear equations, non-
linear equations, and vector arithmetic. Lower level competencies 
can be linked to one or more of those ‘chapters’. Equally, one 
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might view learning processes in a domain in terms of maturity. 
For example, writing skills can be on a low level of maturity, 
involving certain competencies and abilities, and on a higher one. 
Such approach is given, for example, in the CEFR language skills 
(cf. http://en.wikipedia.org/wiki/Common_European_Framework 
_of_Reference_for_Languages). Finally, teaching might involve 
the achievement of certain milestones, which should be reached 
step by step. Hasse diagrams allow identifying such milestones 
even if they were unclear or unknown initially. Considering that 
milestones as bottlenecks, i.e. unique competence states, each 
learning must pass, such bottlenecks immediately pop out in of 
the diagram. In a formative sense, it is easy for an educator to 
located their learners in their approach to or exceeding of such 
milestones (cf. Figure 2). A slightly different variant was 
introduced by [9] who used additional graphical elements (e.g., 
intersecting lines) to separate certain levels of maturity (whereas 
these authors used the CMMI1 method; cf. Figure 5). 
 

 
 

Figure 4. Illustrating learning efforts (as costs or pace). The 
longer the more efforts/time it took to acquire a 

 further competency. 
 

 

 
 

Figure 5. Illustrating maturity levels. 
 

                                                                 
1 CMMI refers to the so-called Capability Maturity Model 

Integration approach which models development processes 
(e.g., in production) on different predefined levels [3]. 

4. WHERE DO DATA COME FROM? 
The features of Hasse diagrams and the arising advantages for LA 
appear all well and good. However, the key question is, where do 
they data for computing the probabilities of competence states 
come from. And everything stands or falls with this question. As 
for all techniques of LA, it depends on a data rich approach to 
education, the more and the better data exist, the better is the 
quality of LA conclusions. CbKST and Hasse diagrams are no 
exception to that. However, the approach of separating latent 
competencies, which more or less develop and exist in the black 
box ‘human brain’, and the performance they determine, bears 
particular advantages. On the one hand, performance, e.g. test 
scores, classroom participation, homework, etc., is not only 
determined by competencies or aptitude; there is a variety of 
aspects contributing to a certain performance, e.g., motivation, 
daily constitution, tiredness, external distractors, nutrition, health 
status, etc. On the other hand, CbKST-ish competence spaces are 
rather stable, once set up and validated properly. The advantage 
lays in the fact that performance such as test results, behaviors, 
achievements, etc. is considered as probability-based indicators 
for certain competencies. Mathematically this relationship is 
established in form of interpretation and representation functions 
[1], which links an arbitrary set of performances/behaviors to one 
or more competencies, either in an increasing or in a decreasing 
sense. This, in the end, allows linking all available and perhaps 
changing data sources to one and the same competence space. It’s 
not about a single test, it’s about all available information we can 
gather, even it is considered being of little importance, all sorts of 
information may contribute to strengthen the model, the view of 
the learner. In case the amount or quality of data is weak, CbKST 
allows conservative interpretations, based on the arising 
probability distributions, in case there is a richer data basis, the 
probability distributions are more reliable, valid, and robust. For 
the educator, and this is important, the uncertainty is mirrored in 
the degree of likelihood. On a weak data basis, the probabilities of 
competence states differ substantially less than on the basis of 
richer data. Such information, however, can change the educator’s 
view and evaluation of a student’s achievements. In the end, this 
approach supports a fairer and more substantiated approach to 
grading or providing formatively inspired feedback.  

5. CONCLUSIONS AND OUTLOOK 
There is little doubt that frameworks, techniques, and tools for LA 
will increasingly be part of a teacher’s professional life in the near 
future. The benefits are convincing – using the (partly massive) 
amount of available data from the students in a smart, automated, 
and effective way, supported by intelligent systems in order to 
have all the relevant information available just in time and at first 
sight. The ultimate goal is to formatively evaluate individual 
achievements and competencies and provide the learners with the 
best possible individual support and teaching. Great. The idea of 
formative assessment and educational data mining is not new but 
the hype over recent years resulted in scientific sound and robust 
approaches becoming available, and usable software products 
appeared. However, when surveying the educational landscape, at 
least that of the EU, the educational daily routines are different. 
We face technology-lean classrooms and schools, we face a lack 
of proper teacher education in using ICT in schools – not 
mentioning of using techniques of LA in schools. We face a 
certain aloofness to use breaking educational technologies and a 
well-founded pedagogical view that learning ideally is analogous 
and socially embedded and doesn’t occur in front of some kind of 
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electronic device. These are all experiences and results of a large 
scale European research project named Next-Tell (www.next-
tell.eu) that was looking into educationally practices across 
Europe and that intended to support teachers where exactly they 
are today with suitable ICT as effective and as appropriately as 
possible.  
The framework of CbKST offers a rigorously competence-based, 
probabilistic, and multi-source approach that accounts for the 
latent and holistic abilities of learners and therefore accounts for 
the recent conceptual change in Europe’s educational systems 
towards a more competence-oriented education including multi-
subject competencies and superordinate 21st century (soft) skills.  
No matter if data are rich or lean, a teacher is supported to the 
best possible degree and with a variety of important information 
about individual and group-based learning processes and 
performances and not least about the performance of learners and 
about the educator’s own performance. The probabilistic 
dimension allows teachers to have a more cautious view of 
individual achievements – it might well be that a learner has a 
competency but fails in a test; vice versa, a student might luckily 
guess an answer.  
From an application perspective, in the context of European 
projects we developed and evaluated tools that cover the 
techniques and approaches described in this paper. In the Next-
Tell project, for example, we developed a software tool named 
ProNIFA, which allowed linking multiple sources of evidence of 
learning and building CbKST-based learner models. We piloted 
various school studies and gathered feedback from teachers. In the 
end, and this can be considered an outlook for future 
developments, we had to find out that the ‘massive’ Hasse 
diagrams are overburdening teachers’ understanding and mental 
models about individual and class-based learning. Moreover, in 
order to understand the classical Hasse diagrams, it required (too) 
massive efforts in training teachers to fully utilize the potentials of 
those diagrams. Large scale surveys yielded that most educators 
still prefer simple but information-wise shallow visualizations 
such as traffic lights or bar charts significantly over more 
information-rich approaches such as Hasse diagrams or, just to 
mention another interesting approach, parallel coordinates . 
Therefore, recent efforts, e.g., in the LEA’s BOX (www.leas-
box.eu) project, seek to adjust and advance the classical Hasse 
diagrams to such visualizations that are intuitively understood by 
educators and, at the same time, hold the same density of 
information. In particular, focus of research is on an advancement 
of Hasse diagrams towards specific mental models teachers may 
hold, such as a starry night sky or organic, biological structures 
such as cells of a living being. Also, abstraction and simplification 
techniques are investigated, e.g., fisheye lenses or streamgraphs.  
In conclusion, the utility of CbKST-ish approaches to LA, 
involving a separation of latent competencies and observable 
behaviors/performance, as well as having a conservative, 
probabilistic, multi-source approach appears to be a striking 
classroom-oriented, next-level contribution to LA, learner 
modelling, and model negotiations.  
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