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Abstract – Mobility has been measured in the form of gait 
analysis – a method used to assess the physical functioning of 
a human. Many health-related clinical and pathological gait 
analysis applications have been proposed in the last decades.
Gait analysis research has been predominantly conducted in 
laboratories in a discipline-specific manner. The main 
measurement approach is to monitor intrinsic gait patterns in 
natural settings such as home or work. Our proposed mobility 
assessment approach is to assess gait along three major gait 
dimensions: intensity, symmetry, and variability. This
multidimensional metric uses a single accelerometer to assess 
the three dimensions so that the gait metric is continuously 
applied to mimic the natural human gait in daily life. Initial 
experimental results demonstrate its practical use in different 
gait patterns with various gait speeds. 

Keywords: Mobility metric, gait metric, accelerometer,
continuous monitoring, gait speed

1 Introduction
Mobility in the recent past has predominantly been 

studied using gait analysis. Gait analysis is used to assess 
individual conditions that affect a person’s ability to walk. Gait 
research broadly incorporates quantification and interpretation 
of gait patterns. Gait analysis was initially developed to assess 
the subtle changes in human gait patterns that were usually not 
noticeable by the naked eye. Many measurement approaches 
and technologies such as infrared cameras and pressure sensor 
platforms have been used to analyze human gait. For example, 
in typical gait analysis studies, high-speed digital cameras 
placed around a walkway are used. Several reflexive markers 
are attached at many different locations of the body to track 
motions of the body while walking. Another well-known
application of human gait analysis focuses on pathology. The 
pathological gait analysis measures reflect underlying 
symptoms of diseases such as cerebral palsy and stroke. This
analysis can also be applied to rehabilitation engineering,
sports training to improve performance, and biometric 
identification. 

In the last decade, gait analysis has become more popular 
in the general population, particularly because gait is now well 
known as a fundamental physical activity for maintaining
health levels [2]. With the advent of wearable devices such as 

Fitbit, many researchers are trying to quantify gait patterns
outside of laboratories [13]. Continuous gait monitoring using 
wearable devices enables us to quantify gait parameters using 
natural gaits. Many of the available wearable sensors try to 
measure physical activity by using parameters such as 
duration, number of steps, and energy consumption. The main 
advantage of wearable devices is better portability for 
assessment of gait patterns. For instance, measuring the
number of steps using a wearable device on the waist or wrist 
is a popular way to connect gait to better human physical 
health. Although gait features from wearable devices are able 
to represent mobility patterns, the information is still 
insufficient to apply to a comprehensive understanding of
human mobility to make useful predictions of activity [7]. 

A major problem for people who investigate health issues 
is to continuously monitor gait functioning and to timely 
interpret the data to prevent loss of gait functional abilities and 
improve the quality of life [17]. Although proposed wearable 
sensor-based gait analysis approaches have introduced great 
portability to assess gait patterns, many of them are discipline-
specific. Moreover, the lack of attempts to comprehensively 
depict gait patterns has been observed [15]. To address this 
gap, in this paper we propose a comprehensive mobility 
evaluation metric for continuous gait monitoring using a single 
wearable sensor. The mobility metric consists of three gait 
dimensions: symmetry, variability, and intensity.

The rest of the paper is organized as follows. Section 2
introduces the proposed mobility evaluation metric, which uses 
wearable sensor-based gait recognition and feature extraction 
techniques. In section 3, we describe a technique to acquire
data on the multidimensional components of mobility. In the 
next section, we report on an experimental study to 
demonstrate the efficacy of this metric. In the last section, we 
discuss the experimental results and their implications. 

2 Comprehensive Mobility Measurement
Human gait involves complicated sequential commands 

by neural control of locomotion to the body muscle [5]. As the 
center of gravity moves forward based on bipedal motion, 
potential energy is converted to kinetic energy. Maintaining 
efficient gait requires minimizing this complicated mechanism 
smoothly [6]. Based on the literature, human gait is generally 
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defined as a bipedal movement with dynamic balance control
[1 and 14]. We propose a comprehensive mobility assessment 
metric for continuous monitoring using a single accelerometer-
based system. We conceptualize that the mobility patterns of a 
person can be described in terms of the three key dimensions 
described in Table 1.  

Table 1. Mobility dimensions. 

Dimension Definition Functionality

Intensity Walking dynamism Locomotive ability
to walk

Symmetry Bilateral gait 
balance control Bilateral balance

Variability Stride-to-stride
variation Natural fluctuation

2.1.1 Intensity
Intensity describes the active locomotion of a person. As 

opposed to smooth wheel motion, bipedal human movement 
generates dynamic and cyclic behaviors. We define active 
locomotion as a degree of dynamic gait. This functioning 
eventually enables a person to reach an intended location with 
a certain degree of dynamic locomotion. By considering the 
activeness of gait, we are able to measure degrees of active 
locomotion that describe how active the gait is. If we solely 
consider gait intensity, a higher degree of intensity 
demonstrates a better ability to actively propel a center of 
gravity forward. 

2.1.2 Symmetry
Symmetry is a dimension that reflects the degree of 

bilateral balance of gait. Symmetry has been defined as a good 
balance between the actions of the limbs [3 and 11]. When a 
person has the capability to locomote between two locations, 
there will be patterns of locomotion. The bilateral balance of 
each stride is one of the gait functionalities that represents 
bilateral balance while walking. Bilateral balance is considered 
to be an efficacious method to analyze the balance control 
ability of humans. Gait symmetry includes the effect of limb 
dominance and different levels of muscle contributions in gait 
in order to achieve control and propulsion in gait mechanisms
[10]. Gait symmetry has been used to understand the risk for 
falls. When a difference between two successive bilateral gait 
parameters increases, we can interpret this tendency as a more 
asymmetric gait pattern in a stride.

2.1.3 Variability
As a person keeps maintaining gait cycles, there will be a 

natural fluctuation over multiple strides. The intrinsic stride-
to-stride fluctuation is natural due to bipedal movement, and it 
is also an important aspect of human gait characteristics. The 
gait cycle variation is considered as a signature of individual 
gait patterns or an indicator of malfunction of balance control. 
The dimension of variability can then be defined in terms of 
the stride-to-stride fluctuation in human gait patterns and the 

natural variations that occur in locomotive performance for 
multiple gait cycles [8]. Variability in gait is a useful indicator 
of impaired locomotor control in a clinical study and a 
parameter in the evaluation of mobile abnormality [4]. The 
ability to mitigate gait variability within certain criteria is 
important in order to maintain effective mobility. Generally, 
increased variability in a movement pattern indicates less 
cooperative behavior among the components of the underlying 
control system. Decreased variability generally indicates 
highly stable and cooperative behavior [12]. 

3 Measurement of Mobility Dimensions

Each mobility dimension is measured using attributes 
collected from our wearable sensor system. Because a single 
accelerometer is used for the wearable measurement, attributes 
are derived from three-dimensional acceleration to assess gait 
parameters. 

3.1.1 Intensity
The vector magnitude (VM) of 3-D acceleration is used 

to identify the intensity of gait. Although step time easily 
represents locomotive capability to get to a destination,
measuring time to reach the intended destination is 
inappropriate for a continuous monitoring design. Instead of 
time to get to a destination, we propose to directly use the 
magnitude of acceleration while walking. In particular, by 
taking the vector magnitude of acceleration, we can measure 
pure acceleration generated for center of gravity propulsion. A
person who generates greater intensity in each gait cycle will 
tend to have a higher center of gravity propulsion.

3.1.2 Symmetry
The symmetry index (SI) proposed by Robinson et al. is 

used to assess asymmetry of gait [9]. Using SI, we quantify left 
and right step time gap as a degree of gait symmetry. Although 
the symmetry relies on complicated mechanisms from several 
components of the body, comparing a temporal gait parameter 
that is the left and right step time of each stride is an effective 
way of measuring symmetry.

3.1.3 Variability
Stride time fluctuation is used to evaluate gait variability. 

Since we define gait variability as a natural inconsistency of 
gait over multiple strides, the natural variation of a temporal 
gait parameter is efficiently represented by the accelerometer-
based sensor system used to measure gait. The standard 
deviation (SD) of multiple stride times is used to calculate the 
degree of variability in this study. 

4 Mobility Metric Computation
Mobility in terms of the gait metrics proposed in the 

previous section is measured using a single sensor wearable 
system. The three-dimensional acceleration measured by the 
sensor is used to recognize each step and extract associated gait 
features. Initially, a gait recognition algorithm is applied to 
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determine the initiation timing of each step. Once the algorithm 
detects gait cycles, gait parameters are extracted from each gait 
cycle. In order to make this work self-contained, we briefly 
revisit the technical achievements in our preliminary studies
and relevant background information [16].

4.1 Gait Recognition

For accurate gait cycle recognition, the gait recognition 
technique searches peaks stemming from heel-strike actions. In 
Figure 1, we observe regular peaks from heel strikes. The 
actions also substantially change jerk, which is defined as a
change in the rate of acceleration as shown in Figure 2.

Figure 1. Raw acceleration data.

Figure 2. Jerk data from acceleration.

Compared to an acceleration pattern, a jerk pattern shows 
clear peak moments as shown in Figure 2. In particular, the 
anteroposterior directional jerk is used to identify each heel 
strike, rather than other directional jerks. In Figure 3, 

recognized gait cycles are shown. The vertical dotted lines 
indicate calculated gait cycles. Horizontal distances of each 
vertical line as step times are computed at this phase in order 
to extract gait dimension.

Figure 3. Recognized steps with vertical dotted lines.

Basic gait parameters listed in Table 2 are used to 
determine gait dimensions in the proposed dimensions for 
mobility. The gait parameters are directly calculated from raw 
acceleration data.

Table 2. Basic gait parameters extracted from sensor. 

Type Name Description

Acceleration Step acceleration 3-D acceleration of each step

Step time Step duration Individual step time

Stride time Standard deviation Duration of two successive 
step times

4.2 Mobility Dimension Extraction
The three mobility dimensions are eventually obtained at 

the end of the following extraction process. Using 
mathematical approaches briefly discussed in section 2
regarding gait attributes, the basic gait parameters are 
translated to associated mobility dimensions using the 
following equations (refer to Table 3). 

Table 3. Attributes of gait metric. 

Name Attribute

Intensity Vector magnitude of 3-D acceleration

Symmetry Symmetry index of successive step time

Variability Standard deviation of stride times
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Intensity is defined as an average vector magnitude of 3-
D acceleration for each step. Equation 1 below is used to 
calculate intensity using 3-D step acceleration. Equation 1 is 
used to calculate the average vector magnitude of each step,
where m is the number of acceleration samples in each step and 
x, y, and z represent each directional acceleration.
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Symmetry is assessed using the symmetry index
[Robinson, 1987] as shown in Equation 2. Symmetry of gait is 
calculated using two consecutive step times, where Todd is the 
odd number step time and Teven is the even number step time. 
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Finally, variability is computed using recognized stride 
times. We previously defined gait variability as a standard 
deviation of stride times. Stride times are entered into Equation 
3 to compute the variability of gait. In this equation, T denotes 
stride time and T is the mean of the stride times.
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5 Experimental Study
We conducted an experimental study using the proposed

multidimensional mobility metric. We chose varied walking 
speeds as an experimental protocol to demonstrate the practical 
use of the proposed gait metric. Because previous studies found 
that gait patterns changed when walking speed changed, we 
hypothesized that the proposed gait metric would reflect 
previous findings at various walking speeds. 

5.1 Protocol
Table 4. Gait speed table. 

Gait Speed Gait Speed Control

Slowest 40 percent slower speed than the preferred

Slower 20 percent slower speed than the preferred

Preferred Self-determined gait speed

Faster 20 percent faster speed than the preferred

Fastest 40 percent faster speed than the preferred

Twelve healthy subjects volunteered to participate in our 
experiment. Five male and seven female subjects with ages 
between 21 and 33 participated in the experiment. Subjects 
were required to walk a 30-meter long walkway in a building. 
They wore comfortable shoes for the experiments. Before the 
data collection, the subjects walked the walkway twice in order 
to determine their preferred walking speeds. Table IV shows 
five different gait speeds that were computed from their 
preferred gait speeds. A single accelerometer was worn at the
lower back of the trunk in each subject. 

5.2 Results
Using the data collected from our experiment, we

analyzed gait acceleration for five different gait speeds. Figure 
4 shows the typical acceleration patterns from the slowest, 
preferred, and fastest gait speeds as an example. 

Figure 4. Acceleration from three different gait speeds.

The proposed comprehensive mobility measurement
evaluated each gait pattern, Figures 5-7 illustrate these
experimental results. As shown, five different gait speeds 
showed a distinctive status of gait using our proposed metric.

Figure 5 shows the intensity pattern for each gait speed. 
Intensity highly correlates with gait speeds with clear 
boundaries between different speeds. For example, the 
intensity value for the fastest and faster gait speed distributes 
independently without overlap between them. Figures 6 and 7 
show similar patterns along with gait speeds. Typically, both 
gait dimensions yield the highest values of symmetry and 
variability at the lowest gait speeds. The results reflect 
previous findings; slow walking requires more tight dynamic 
balance control than faster gait, hence a slow gait likely has 
more inconsistency.
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Figure 5. Intensity result for five different gait speeds.

Figure 6. Symmetry result for five different gait speeds.

Figure 7. Variability results for five different gait speeds.

6 Conclusion
Gait analysis has attracted a great deal of interest in the 

domain of clinical and biomechanical research. Gait analysis 
using wearable devices provides continuous and repeatable 
results in daily activity with inexpensive cost and convenient 
portability [13]. However, using basic temporal and spatial 
gait parameters such as the number of steps, step length, and 
step duration are insufficient to get informative gait 
interpretation. 

We propose a multidimensional view of mobility that 
uses a gait metric that includes notions of balance control and 
gait agility. We conducted an experimental study for various 
gait speeds using the proposed concept. The results illustrate
that different speed gait is efficiently identified using our
comprehensive mobility metric. It addresses the inherent 
spatial limitation of laboratory-based gait analysis. Moreover, 
the mobility metric can be extended and applied to 
continuously tracking human gait in daily living and work 
settings.

We expect that our wearable sensor-based mobility 
metric can be adopted for long-term mobility monitoring to 
monitor general gait patterns. As a next step of the study, the 
multidimensional mobility concept is being applied to a 
physical activity classification system in order to capture 
various types of gait in natural setting to assess daily and 
weekly gait pattern changes.
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Abstract - No two people with hearing loss will have a similar 
audiogram. Hearing loss affects people at varying frequency 
ranges. It is therefore imperative to design a hearing aid that 
can amplify/modify sounds with a high frequency resolution. 
Our 64 channel hearing aid has a 125 Hz resolution which 
ensures that we provide a very precise control over the 8000 
Hz frequency spectrum with non-linear compression. A 
probabilistic noise reduction algorithm combined with 
feedback cancellation and directionality enhances the speech 
clarity while minimizing undesirable sound sources. 

Keywords: 125 Hz resolution; non-linear compression; 64 
channel spectrum; Noise reduction; feedback cancellation 

 

1 Introduction 
  Most hearing aids that are currently available in the 
market have a frequency resolution larger than 500 Hz. When 
you observe an audiogram of a person with hearing loss, in 
certain cases, there are varying levels of hearing within a 500 
Hz range across an 8 kHz spectrum. Applying a generic ‘fix’ 
across a 500 Hz would be sufficient enough to make sounds 
audible again, but the clarity of speech would remain elusive. 
Therefore a higher resolution becomes a necessity. To attain a 
high quality of speech, an 8000 Hz frequency spectrum is 
divided into 64 channels with each channel demarcated by a 
125 Hz step size. To further improve speech quality, 
environmental noises and inherent feedback that may exist in 
a hearing aid needs to be nullified. A probabilistic noise 
reduction algorithm was designed to suppress ambient noises 
while preserving speech. A feedback algorithm based on the 
energy level of the input sounds was used to suppress 
feedback. A dual microphone design was used in the hearing 
aid to have a directional hearing aid which can supplement 
the existing speech clarity. 

1.1 Hearing loss 
Hearing losses can be classified into three main categories [1], 

1) Conductive Hearing loss 

2) Sensorineural Hearing loss 

3) Mixed Hearing loss 

       Each type of hearing loss has inherent unique qualities 
that differentiate one from another. Standard audiometric tests 
do not provide very precise measurements of a person’s 
hearing loss irrespective of its type.   

       We therefore, designed our own In-Situ test method 
where a customer can be tested for all 64 channels with a 125 
Hz precision. Based on the intensity of the sound levels, three 
levels of measurement in the In-Situ design are assigned for 
each channel namely Loud, Normal and Soft. These three 
levels of measurement provide an explicit audiometric 
measurement of a customer’s hearing level. We use this 
measurement to design a fitting curve that would be suitable 
for a customer.   

2 64 channel non-linear compression 
        Dynamic range of hearing refers to the range between 
the maximum and minimum audible level of hearing. It is 
common knowledge that with Sensorineural hearing loss, the 
dynamic range of hearing is reduced. Softer sounds are barely 
audible, while loud sounds remain loud [2]. This can lead to 
situations where conversational speech is inaudible or 
disconcerting. To solve the issue, merely amplifying sounds 
mean speech and softer sounds are audible, but loud sounds 
are excruciatingly louder. Therefore sounds have to be 
compressed to maintain a balance between loud and soft 
sounds so that they fall within the dynamic range of a person 
with hearing loss.  

There are two distinct types of compression 

1) Linear compression 

2) Non-linear compression 

Linear compression refers to an amplification type where 
there is consistent amplification for all levels of sounds as 
shown in Figure 1. 
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                         Figure 1: Linear compression 

  

 
Figure 2: Non-Linear compression 

 
Within Linear compression, the maximum output is limited to 
a certain value and all output sounds are less than or equal to 
that value albeit with a uniform gain.  

However, in non-linear compression, varying amplification is 
applied to different levels of sound; for example, weak 
sounds get a higher amplification, while louder sounds get a 
lower amplification to fit all sounds within the dynamic range 
of the user, as shown in Figure 2.  

There are four segments within the compression region, 
namely, Squelch (s1), Linear (s2), Non-linear (s3) and 
Saturation (s4).The Squelch Threshold (SQTH) point refers to 
the end of the Squelch region (s1) where weak input sounds 
are suppressed to reduce noise levels. Segment 2 (s2), also 
known as the linear region is bordered by SQTH and the 
Lower Threshold point (LTH). Within the linear region, a 
uniform gain is applied to the input signal. The Non-linear 
region, Segment 3 (s3), is where varying levels of 
amplification are applied to the input signal. The upper 

threshold (UTH) point signals the point of maximum 
amplification that can be applied to an input signal. A low 
level gain (LLG) controls the gain threshold within the 
saturation region. Beyond UTH, lies the saturation region 
where the output is limited to a saturation level. By varying 
the High Level gain (HLG), the saturation level can be set to 
any desired level. Based on the threshold points, the 
compression parameters are calculated for the entire 
frequency spectrum.  

 
Figure 3: Compression region 

 
2.1 Calibration 
       The key aspect in the above compression scheme is the 
frequency resolution that provides our design an edge over 
others. We split the 8000 Hz frequency range into 64 distinct 
regions/channels, each channel with a frequency resolution of 
125 Hz. The precision begins even before compression is 
implemented. We start by obtaining an accurate measurement 
of a customer’s hearing ability. This is done by performing an 
In-Situ test.  

 
Figure 4: In-Situ Test 

There are three levels of measurement, Loud, Comfortable 
and Soft within an In-Situ test as shown in Figure 4 by the 
three distinct dotted lines with each dot representing a single 
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channel. A tone played at these three levels of measurements 
helps determine a customer’s hearing level across the entire 
64 channels. Coupled with the customer’s hearing ability, 
both the microphone and receiver used in the hearing aid are 
calibrated to the same 125 Hz precision which means we get 
an accurate representation of the capabilities of the 
microphone and receiver as well. The front and back 
microphone are calibrated individually. During a receiver 
calibration, both a sensitive and a saturated receiver 
calibration are done.  
 

 
 

 
Figure 5: Microphone & Receiver calibration 

With the microphone and receiver calibrated data and an 
accurate audiogram, we calculate the compression parameters 
required to design an I/O curve as shown in the figure 6 based 
on the formula for a slope, 
 
             Gain                                                       (1) 

 Where, 
                  , 
                   
                  B  
                  
    C = calibration constant which is a combination of  
            Microphone and Receiver sensitivity values.  
      
 

 
Figure 6: Compression parameters 

Due to the 125 Hz precision, the gain calculated for each of 
the 64 channels ensures that the gain applied is smooth over 
the entire frequency spectrum and best fits a hearing aid 

user’s requirement. This peerless fitting for each customer 
provides the best possible clarity a customer can hope for. 

3 Noise Reduction 
     In spite of the precise non-linear compression applied, 
environmental noises in the signal can be such a nuisance for 
someone with hearing loss. People with normal hearing can 
filter out environmental disturbances whereas people with 
hearing loss are not capable of doing the same. Therefore a 
Noise Reduction algorithm plays the part of a filter to remove 
noises present in the signal [3]. In this algorithm, we 
determine the minimum power in a predefined window of 
samples and use that information to calculate a smoothing 
parameter which helps us get the noise estimate. The estimate 
is used to calculate the SNR (Signal to Noise Ratio), which 
determines the presence or absence of speech, which in turn 
determines the gain required to suppress noise and amplify 
speech. The output has minimal distortions and is clear 
enough for practical purposes.  

3.1 Background 
 Consider a noisy speech signal, x(n).  

  x(n) = s(n) + d(n)                                                  (2) 

Where, s(n) and d(n) denote discrete time signals of clean 
speech and noise respectively. The noisy speech signal, x(n) 
is split into overlapping frames using a window function. A 
Discrete Short Fourier Transform (DSTFT) written as,  

                              (3) 

is used to analyze the overlapping frames. Where,  

      k = frequency bin index, 
      l = time frame index 
      h = Analysis window of size N, 
      M = framing step (Number of samples separating two 
                                    Successive frames) 
         
Using DSTFT analysis, (1) can be represented as,  

                                                    (4) 

3.2 Noise reduction algorithm 
 It is assumed that a noisy signal is a combination of a 
desired signal mixed with undesired sounds and signals. We 
therefore have to segregate the desired sounds from the noise 
within the noisy speech signal. It is also assumed that the 
intensity of the noisy signal has the behavior of Gaussian 
distribution in each frequency band, and that the noise is not 
correlated with the voice signal.  

         We now apply a short time (ST) Fast Fourier Transform 
(FFT) and inverse FFT as a fundamental analysis tool in order 
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to analyze the spectral characteristics of the noisy signal. We 
aim to estimate the optimal spectral gain,  so that  

                                                         (5) 

Where k = frequency bin index 
           l = time frame index 
          Y = ST FFT of the noisy signal 
          X = optimal spectral amplitude of the voice signal 

If X is the original spectral amplitude of the voice signal, we 
aim to derive G by means of minimizing

. From the Gaussian distribution hypotheses, the 
conditional Probability Density Function (PDF) of the 
observed signal are given by,  

          (6)
 

  (7) 
 

Where  and  are the variances of the signal 
without voice and of the signal with voices respectively. 
 

The noise reduction algorithm is briefly described below. 
Initially, the minimum of the local energy,  is 
tracked as follows,  

                (8)
 

                    
(9) 

 

If  is re-initialized. 

                  (10)  
 

                                                (11) 

Figure 7 shows an example of the noisy speech spectrum and 
its minimum of the local energy at any time frame. The noisy 
speech changes all the time, while the minimum of the local 
energy varies slowly. The noise spectrum is estimated based 
on the following procedure: 

The ratio between and its derived minimum of the 
local energy is denoted as, 

                     (12) 

 
Figure 7: An example of the noisy speech spectrum and the 
minimum local energy 

 
Then, the conditional speech presence probability is estimated 
as   

        (13) 
 
Where  and .  is 0.2 
and  is 5. 
The noise spectrum  is recursively estimated while a 
smoothing parameter   is updated with the conditional 
speech presence probability, . 
 

                                   (14) 

 (15) 
 

 
Figure 8: An example of the noisy speech spectrum and the 
estimated noise spectrum 

Figure 8 shows an example of the noisy speech spectrum and 
the estimated noise spectrum. If the noisy speech spectrum is 

18 Int'l Conf. Health Informatics and Medical Systems | HIMS'16  |

ISBN: 1-60132-437-5, CSREA Press ©



higher than the estimated noise spectrum at a particular 
frequency band, we assume that the noisy speech spectrum 
should be amplified at that particular frequency band. 
However if the noisy speech spectrum is lower than the 
estimated noise spectrum, the noise spectrum should be 
suppressed at that particular frequency band. The estimated 
spectral gain,     is calculated as follows,  

                                        (16) 

 (17) 

                            (18)  

                                    (19) 

                          (20) 

                                        (21)  
Where α is 0.9899. 

 

Figure 9: An example of noisy speech spectrum and the 
enhanced speech spectrum 

Figure 9 shows an example of the noisy speech spectrum and 
the enhanced speech spectrum  after multiplying 

 with G that is,  . 

3.2.1 Noise reduction results  
The noise reduction algorithm was implemented in MATLAB 
and tested. The results were observed on an oscilloscope. It 
was later translated to assembler code and implemented on an 
Ezairo 7110. A vacuum cleaner in the background served as 
the noise source and a few random words were spoken. The 
input speech signal coupled with noise passed through the 

hearing aid microphone before it was processed by the Ezairo 
7110 chip and sent out through the hearing aid receiver. A 
standard 2cc acoustic coupler transmitted the receiver output 
sound to a standard measuring amplifier and the output 
displayed on a digital oscilloscope. 

 

Figure 10: A word “One” was spoken with a noise source 
(vacuum cleaner running) in the background. At this instance, 
the Noise reduction algorithm was switched OFF.  

 

Figure 11: A word "One" was spoken with a noise source in 
the background. The Noise Reduction algorithm was turned 
ON. 

Observing Figure 10 and Figure 11 affirms the effect of the 
Noise Reduction algorithm in a noisy environment. We were 
able to obtain a 6dB voice Signal-to-Noise Ratio (SNR) 
improvement. It should be noted that the speech signals itself 
remains more or less around the same amplitude while the 
noise levels were suppressed.  
 
4 Feedback cancellation 
Hearing aid users often experience a high pitched tone 
emanating from their hearing aids at different scenarios. 
Output sounds from the hearing aid receiver that loop back 
into the hearing aid microphone produce this extremely 
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disturbing high pitched tone referred to as a feedback tone. 
For example, if the hearing aid itself is a not a custom design 
mold, but a generic design, then subtle facial movements can 
cause the hearing aid to unsettle from its ideal position 
causing feedback to occur. If the fitting for the hearing aid is 
poorly done, then feedback can occur as well. Therefore a 
feedback cancellation algorithm is implemented to avoid this 
untoward disturbance. 

4.1 Feedback cancellation design 
The Energy (squared magnitude) of the complex (frequency 
domain) data of the input signal is used to determine if there 
is feedback present in the signal or not.  

                                                 (22) 

The minimum of the local energy indicates the presence of 
feedback present within the system. We did a series of tests 
for feedback present in a hearing aid and measured the energy 
present within the signal. The results of the test are shown 
below.  

 

Figure 12: 1-Strong Feedback; 2-Weak Feedback; 3-No 
feedback; 4-Feedback in Ear; 5-Voice only; 6-Voice with 
feedback 

To suppress the feedback, we split the frequency spectrum 
into five distinct regions and check for the energy level within 
each region. The energy present within each indicates the 
presence of feedback. When feedback is detected within a 
particular region, we suppress the feedback by minimizing the 
local energy within that specific region. This causes the 

feedback to disappear. The algorithm implemented in the 
Ezairo 7110 successfully achieves the purpose of the reducing 
feedback with gains up to 30 dB present. In the near future, a 
separate paper focusing on Feedback Cancellation will be 
written to emphasize the capabilities of our Feedback 
cancellation algorithm.  

5 Conclusions 
      A 64 channel hearing aid with non-linear compression 
provides an unrivalled clarity among all the different hearing 
aids available due to its 125 Hz precision. The clarity arises 
as a combination of the compression with the background 
design setup which also functions on a 125 Hz precision. To 
aid the hearing aid user further, a probabilistic noise reduction 
algorithm and a feedback cancellation algorithm are 
implemented to suppress noise and remove feedback 
respectively.  
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Abstract –In this paper, we propose a new method to 
improve the traditional ECG automatic recognition system, 
which can assist us to utilize KNN to identify the query 
sequence in the database with no medical knowledge. The 
method consists of IPDT_PLR and SegMode_DTW. 
IPDT_PLR inherits the advantages of the ITTP_PLR to retain 
the important trend turning point and it can effectively pick out 
the important points in the sequence through the top-down 
method. SegMode_DTW improves the original DTW. First, it 
reduces the searching range and improves the time efficiency 
by MSP. Second, it introduces the concept of line segment mode 
distance in DTW framework, which effectively overcomes the 
shortcoming of DTW without considering the tending of sample 
points. Third, it proposes the sub pattern distance based on 
DTW, which ensures the alignment of the two strong feature 
points, so that the trend of each segment is clearer, and the 
error matching of DTW is reduced effectively. At the same time, 
it also speeds up the measurement. Experiments show that the 
method we propose can be widely and efficiently applied to the 
similarity query of ECG time series data sets and it in most of 
the data sets can maintain the accuracy above 85%. 

Keywords: ECG, time series, representation method, 
similarity measure, mode distance, DTW 

 

1 Introduction 
  The World Health Organization disclosure global three 

percent of the deaths are attributed to cardiovascular disease, 
heart disease has become an increasingly troubled human 
health is one of the major ills, and that it can be efficiently, 
accurate diagnosed in contemporary society has important 
practical significance. The traditional ECG automatic diagnosis 

                                                           
* This work is supported in part by National High Technology Research and Development 
Program of China (No. 2015AA016008) 

system is a recognition algorithm which distinguishes specific 
waveform, extracts waveform features and then is classified 
1with the mature classification algorithm. However, the system 
requires developers have a strong medical knowledge, but also 
need to use large data sets to train the model, and also need 
regularly updating and maintenance the model. With the 
development of medical information, the database has been a 
huge amount of storage, all kinds of ECG data. We do not have 
to stick on the waveform feature extraction in this way, but we 
can directly utilize the ECG database to find a sequence with 
the most similar to the ECG waveform, and to similar class of 
waveforms and at last determine categories of query waveform.  

The ECG sequence is a super high dimension data, 
without reprocessing directly using it will not only make the 
similar degree of change more slowly, and introduced noises 
may affect the final measure precision. This leads to an 
important research field of time series, which is the 
representation of time series. Time series representation is to 
extract more abstract features from the sequence. This part of 
the mainly two purposes: dimensionality reduction and noise 
reduction. In recent years, time series representation of the 
main representatives of: transforming time domain to 
frequency domain representation method (DFT, DCT), 
symbolic representation method (SAX [1]), piecewise linear 
partition method (PLR [2]). Transforming time domain to 
frequency domain representation method is generally said that 
we retain the low frequency part to fit the original sequence, so 
that you can retain a small amount of low frequency 
coefficients to represent the original sequence, but this method 
will lead to local information (such as extreme point and 
inflection point) and other important information loss. 
Symbolic representation method with some mapping rules 
predefined splits the original sequence into an orderly character 
set, then the string matching techniques measure the similarity 
between two strings, namely the two time series. This method 
is simple and intuitive, the disadvantage is that a large number 
of parameters need to be adjusted. Piecewise linear 
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representation (PLR) is that with a cut-off rule predefined the 
important points in the sequence are picked out, and then 
sequentially connected, and at last the original sequence of 
piecewise linear representation comes out. This method can 
effectively preserve the shape of the original sequence, reduce 
the dimension, and high efficiency. The disadvantage is that the 
method is only applicable to the processing of some types of 
time series data and has a weak generality. The method is one 
of the common methods used in time series data representation. 
Similarity measure of time series is the core problem in time 
series data mining. However, due to high dimension, 
complexity and the driftage of the time series data, now the 
time series data lack universally applicable method to measure 
similarity. However, the characteristics of the ECG data are not 
aligned. So how to measure the two time series similarity? It 
also introduces another problem in the research field of time 
sequence, time series similarity measure. Euclidean distance [3] 
is a relatively simple method, it has the advantages of intuitive, 
simple calculation, low time complexity. The disadvantage is 
that the two time series must have the same length, and it is 
sensitive to drifting time axis. Cosine distance [4] is to compare 
the angle between the two vectors in the high dimension space. 
If the time sequence is regarded as a high dimensional vector, 
then we can calculate the similarity with the two angle vector 
time series. The advantages of this method are also easy to 
calculate, easy to understand. But this method does not apply 
to the time series data of severe turbulence. Edit distance [5] is 
using the idea of dynamic programming to convert a string into 
another string to the minimum number of operations. With 
application to the time series, we compare two adjacent 
elements in the time series, if the deviation is greater than a 
certain value, it will be set to 1, otherwise it to 0, so that we get 
a binary sequence representing the original sequence. The 
advantage of this method is a good use of string matching 
technique. The disadvantage is that there is need to be set to 
map time series discretization rules for string, time cost is 
larger. Longest common subsequence [6] and the edit distance 
is the string matching technique is used to measure the time 
series similarity. The longest common subsequence is first time 
series discretization as a string, and then compare two string 
sequence of the longest common sub on relative to the length 
ratio of the longer sequence length of the string, then use it as 
the similarity of two time sequences. Dynamic time warping 
distance [7] is based on the time axis stretching and compression 
to explain longitudinal data, allowing comparison between the 
time series length is not consistent, but the computing 
complexity is very high, many experts and scholars put forward 
many improved algorithm based on dynamic time warping 
algorithm to improve the computational efficiency, but not all 
the data on the set of applicable, commonly used method is 
limits on a curved path. The SegMode_DTW algorithm based 
on dynamic time warping algorithm is proposed. Experimental 
results show that it can effectively measure the similarity of 
two ECG time series. 

2 Preliminaries 
2.1 IPDT_PLR 

 Extreme point and inflection point of ECG time series 
often contains important information, are visually more 
important point and are the important basis on which doctors 
diagnose. Piecewise linear representation method is able to 
effectively retains the original sequence of shape, and 
ITTP_PLR is the outstanding representative. In this paper the 
IPDT_PLR is proposed based on the method of ITTP_PLR. 

ITTP_PLR algorithm is divided into two parts: first part by 
traversing the original sequence it recognizes from all the trend 
of turning points, which are similar in the mathematical sense 
of extreme points, and this part of the sequence is viewed as 
potentially important points. The second part is to identify the 
key points from potential important points. In the algorithm at 
the bow and stern endpoints are important points, first of all the 
first point of the sequence is added to the important points set, 
and then while traveling trend turning point sequence, the 
distance D between the current point and the line consisting of 
the front point and the later point can be got, and if D is more 
than the predefined threshold , the current point will be added 
to the important point set, or the current point will be 
abandoned. The points in the important point set are connected 
in proper order, and in the end a polygonal line can be got, 
which is the representation of the original sequence. 

The advantage of this method are to retain the important 
information of extreme points and piecewise high efficiency 
(time complexity is ), but there are three major problems:  

(1) When the shape of the sequence is monotonic, the method 
does not fit well. As shown in Figure 1 below: 

 
Figure 1 an example of ITTP_PLR 

Seen from the diagram, the sequence (solid line ACB) is a 
monotonically increasing sequence and there is no extreme 
points. Applying ITTP_PLR PLR, we can obtain only fore A 
and the end B. Obviously the line AB represents the original 
sequence, fitting effect of which is poor. In the ECG time series 
data, there are many similar parts, so with it fitting results 
certainly are relatively poor. Through the above analysis, an 
ITTP_PLR algorithm fitting effect is poor and it does not 
consider inflection point information. As shown above, C is a 
turning point in the sequence, if the point C will be added to the 
important point set, to represent the original sequence by using 
the line BC and line CA, fitting effect will significantly 
improve. 

(2) While selecting important points, ITTP_PLR does not 
consider the trend information of the parts. 
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Figure 2 ITTP_PLR select the important point 

From the figure 2, the trend of the sequence of the turning 
point has 3 points: B, C, D. ITTP_PLR identifies turning points 
in these three trends, but in the end B, C may be abandoned, 
and the important point set includes A, D, E. However the point 
B is more important (because B has a larger amplitude than D). 
Eventually join the important point sequence is only a little D, 
A, E. However, from the figure can see that B is a more 
important point (because the B amplitude higher than D), but D 
but was added to an important point sequence, and B is 
abandoned. This is because selecting important points, 
ITTP_PLR does not consider the trend of the current part 
information.  

(3) ITTP_PLR does not consider the time span of the trend 
of turning point, as shown in Figure 3: 

 
Figure 3 ITTP_PLR trend turning point in time span 

In the ITTP_PLR PLR, the part in the figure 2.3 (A) has a 
higher priority to segment than the part in the figure 2.3 (B), 
because of the greater 2.3 (A) a point and the deflection 
distance. However, to reduce the fitting error, B can better 
reduce fitting error, because B trend turning a longer time span. 
The area below the B point is clearly larger than the area below 
the A point. In terms of reducing the fitting error, it is better to 
choose a large flat wave with a smaller span than the span. If 
piecewise fitting error as a condition for judging whether need 
to be segmented, rather than simply relying on deflection 
distance of the trend better segmentation.  

In this paper, we propose a segmentation method based on 
the important points of the trend deflection distance, 
IPDT_PLR method. The method effectively improves the 
ITTP_PLR PLR methods fitting error shortcomings, the three 
problems of the method for ITTP_PLR PLR.  

(1) In order to solve the ITTP_PLR problem that it cannot fit 
the trend of monotone sequences, while travelling the sequence 
of the original, IPDT_PLR retains the information of extreme 
points and inflection point. 

(2) In order to solve the problem that ITTP_PLR does not 
consider the piecewise trend information in the choice point, 
IPDT PLR adopts a top-down selection important point. 
IPDT_PLR first connects the head and rear endpoint in the 
sequence, and the line consisting of the head and the rear point 
is regarded as the trend line. Then we calculate the piecewise 
on each point to the trend line distance and find the deflection 
trend point of the maximum distance. We take this point as the 

piecewise point, and the sequence is segmented into two sub 
part. In each sub segment to the implementation of the 
algorithm until it meets the conditions where the fitting error is 
less than the predefined threshold.  

(3) In order to solve that ITTP_PLR in the segment does not 
consider the turning point of the trend of the time span, 
IPDT_PLR calculates every point to trend sequences and the 
deflection distance, and calculate deflection trend distance as 
the fitting error. If fitting error is greater than the threshold, it 
will continue segment; if not, then stop segmentation.s 
The IPDT_PLR method can be effective to fit the ECG time 
series data through the improvement of the above three aspects. 
But because the method is top-down selection an important 
point, so the time complexity is  , where n is a 
turning point in the trend of sequence number. 

2.2 SegMode_DTW 
 DTW algorithm is the most widely used one of the 

algorithms which measure time series similarity. It has a time 
allows dynamic axle bending, and many other advantages. 
However, there are still many problems in this algorithm. 

(1) The computational complexity of similarity measure 
( ): DTW uses dynamic programming to solve in order to 
meet the constraints of optimal bending path, so that the two 
time series similarity measure is a feature matching a feature 
(peak vs. peak, trough vs troughs). When the dimension of time 
series is very large, the time complexity of DTW algorithm is 
not acceptable. 

(2) DTW algorithm does not guarantee that the obtained path 
must be the optimal path. Keogh pointed out that the DTW 
algorithm can’t make all of the time series in a way to compare 
feature alignment. As shown in Figure 2.4: 

 
Figure 4 DTW algorithm can’t be aligned with the 

characteristics of the example 
Can be seen from the figure 4, matching the two time series 

of the original nature should be as shown in Figure 4 (b). But 
after DTW calculation that matching path is as shown in Figure 
4 (c) is shown, from the figure can be seen, the characteristics 
of the two time series is not in alignment. This is because the 
DTW algorithm is in the constraint conditions, the calculation 
of the global optimal matching path. This may cause the value 
in order to obtain a smaller curved path, leading to a sequence 
of single point and another sequence of sequence matching a 
piece, which will lead to such as Figure 4 (c) above. 

(3) DTW algorithm is based on the difference between the 
point and the point, but does not consider the shape difference. 

The algorithm only considers the difference in the amplitude 
between the point and the point under the constraint condition. 
However, for single points of a sequence, each point has the 
time and amplitude information, but trend information. 
Suppose there are two points x, y which are located respectively 
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in the sequence Q and Sequence C, and x and y have a 
longitudinal axis of the same value, but the point x in a period 
of rising trend sequences in that point y in a period of decline 
trend series, DTW algorithm will give priority to the two point 
matching, because the minimum cost. But, intuitively, we don't 
want to match the two different trends. 

Based on the DTW algorithm, the algorithm combines the 
characteristics of ECG time series data. The specific steps of 
the algorithm are as follows: 

(1) Main sub pattern matching: find the main sub part in a 
sequence of unknown origin, and use the main sub model of the 
unknown sequence to match and find the approximate 
sequential approximation of M candidate in the database, so as 
to narrow the search scope. 

(2) Piecewise linear representation of time series: with 
IPDT_PLR, segment candidate approximation sequences into 
candidate representations, and record the position of the peaks 
and troughs in the sequence of segments. 

(3)Segmenting the sequence according to the extreme point: 
according to wave crests and troughs, the sequence is divided 
into three segment trend more nearly monotone sequence, 
which has three purposes. Firstly, it improves the 
computational efficiency, because time complexity of DTW is 

. With the increasing sequence length n, time complexity 
degrees is approximately exponential growth, so piecewise can 
improve efficiency. Secondly, the accuracy is improved, 
because DTW in monotone sequences have better effect. 
Thirdly, the matching error is reduced, because the wave crest 
and trough are strong features, DTW forces alignment to reduce 
global optimization and matching errors. 

(4) Calculating of the fragment mode distance: it will be 
introduced explicitly later. 

(5) Classification using KNN classifier. Find the most 
similar sequence of K. The K sequences of the label vote 
determine the subsequence category. 

The sub sequence between the maximum point and the 
minimum point of the sequence is called the main sub pattern. 
The main sub model of ECG time series is more important in 
the visual piece sequence, and is also a sequence trend 
beginning to change a sequence. That main sub pattern 
matching narrows the scope of retrieval is based on the 
assumption of that the main pattern of similar time series is 
similar. The converse-negative proposition of this assumption 
is that if the main sub sequence modes are not similar, the time 
series will not be similar sequence. 

Why do you want to choose the sequence between the 
maximum and the minimum as the main sub pattern? Because 
the main sub model is usually a shorter sub sequence in the 
entire time sequence, and changes in trend is most significant. 
Trend varying clearly is easy to distinguish, and short length 
determines the algorithm can possible complete the main sub 
pattern match in the shortest time. 

The global maxima and minima point can be found, while 
travelling the sequence, and these two points are strong features 
of the ECG sequence. By the two vertices of the original time 
series to segment, there are the following two advantages: one 
is that after segmenting every part of the time series trend seems 
monotone. DTW in monotone sequences has an excellent 

performance, and can reduce the nonoccurrence of correct 
matching; the other one is DTW's time complexity is , 
when the time series dimension is large, the time complexity 
becomes approximately exponential growth. Therefore, the 
time complexity can be greatly reduced. 

The length of the main sub mode in the two time series is no 
likely to the same. Therefore, it cannot be used directly with 
Euclidean distance to measure the main sub pattern similarity. 
If the main sub pattern of two time series in length have a big 
difference or opposite trend, it will return directly to infinity. 
Otherwise, it will be matching sequences of the main sub model 
according to the main sub model of unknown origin sequence 
length attainment, isotonic position if not an integer, aliquots of 
position (that is, the time axis digital) rounded up five into an 
integer position. The integer position as the matching points 
and the corresponding points of the query sequence, and then 
calculate the difference between them. 

The main sub mode distance between the two series is the 
sum of the deviation of the corresponding points in the two 
main sub mode and smaller it is, and more similar the main sub 
patterns are. Distance Find the most similar K sequences to the 
query sequence, and the K sequences as candidate sequence. It 
only need to retrieve the most similar sequences in the K 
sequences, without having to search the most similar sequences 
in the database. 

Line mode distance is the similarity measure of the distance 
between two line segments, segment pattern distance measure 
as follows: 

Assuming there are two linear subsections, a and b. Segment 
of a represented by ( ), and b by 
( ), where  respectively express 
starting and ending time, and k and b are respectively the slope 
and intercept. Their span of time are recorded as 

 (assuming len 
Len_a<len_b). The length of the two line segments recorded as 
side_a and side_b. 

We shift two segments to left aligned, and shifting 
horizontally distance is not considered to be counted, because 
DTW, for time axis stretching and compression, is not sensitive. 
The distance of the line segment is measured in 3 cases, as 
shown in Figure 5: 

 

 
Figure 5 mode distance of the three cases 

In the first case, as shown in Figure (a), the segment of line_a 
is moved to line_a' position. The vertical translation area is 
assigned as , and line a' and line B angle area assigned as , 
the distance of the line segment model for D= . It is 
explained that the similarity distance between line_a and line_b 
is converted into the sum of the distance of line_a and line_a' 
and the distance of a' and b. Where and  can be calculated 
by the following steps: 

The height between the line segment a and the line segment 
a' can be calculated by the formula (1): 
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(1)

Thus it can be concluded that the area of   is as shown in 
formula (2): 

(2)
The sine H value of the included angle between the two line 

segments can be determined by the formula (3): 
  (3)

The angle between the line segment a' and the line segment 
b can be calculated by the formula (4) in the area of the  

           (4)                          

In the second case, as shown in Figure 5 (b), first to get the 
crossing point, then calculates the length of each truncation line, 
using the area formula obtained , area, concrete can 
obtained by the following steps  

Intersection of two line segments, can be calculated by the 
formula (5) two line segments of the intersection position. 

  (5)
The position of the intersection point is 

obtained by the formula (5). 
Using formula (4) , can be obtained, thus we can get 

line pattern distance D= + . 
For the third situation, as shown in Figure 5 (c), what only 

need to calculate is the vertical translation area . 
However, considering the difference of the length between 

two line segments, we also need to add a length difference and 
a relatively small gamma,  area such as formula (6): 

(6)
The line pattern distance of line segment a and line segment 

a is shown in the formula (7): 
(7)

Through the above steps we can calculate the pattern 
distance of two lines, but in the algorithm, what we expect is 
two line segments of nearly equal length are matched, so line 
mode distance is multiplied by a weight, which is set to the 
absolute value of the difference between the two segments of 
length. The pattern distance of the line segments is shown in 
the formula (8)  

 (8)
Because the number of the corresponding segment of the line 

may be different, and DTW can measure the similarity of 
sequences of different lengths, in this paper DTW is applied to 
calculate the segmental pattern distance. In other words, in the 
outer loop of the algorithm is still use the DTW, while in the 
inner element it is the calculation of the distance of the line 
segment model, instead of computing the difference between 
points. 

Suppose two time series segmented with the extreme points 
by the IPDT PLR, two line segment lists can be got, 
respectively denoted segs_list1, segs_list2. The length of 
segs_list1 is m, and that of segs_list2 is n. Due to needing to 
record matching path, so we assign a  
cumulative distance matrix as M. At the beginning of the 

algorithm, the starting poing in one series corresponds to the 
starting point in the other one, and the end to the end. That is, 
DTW should start from the upper left corner of the matrix to 
the lower right corner. So the first row and the first column in 
the matrix M in addition to the upper left corner of the elements 
are initialized to infinite number and the upper left corner is set 
to 0, which can insure that the algorithm is starting from the 
upper left corner. What the M[i,j] represents is the similarity 
distance between the first i segments in one sequence and the 
first j segments in the other sequence. The algorithm scans the 
matrix with the line priority, with formula (9) to update the 

 the value. 
 

(9)

The d[i, J] in the formula (9) is segment mode distance 
between the i-th line segment in the first sequence and the j-th 
one in the second sequence. Until M[m, n] is updated, the 
algorithm will be completed. The greater the value of M[m,n], 
the lower the similarity of the two time series, and vice versa. 

The specific algorithm is shown in algorithm 1: 
Algorithm 1 SegMode_DTW 

Input segs_list1 sequence Q linear segment 
          segs_list2 sequence C linear segment 
Output dist distance between Q and C 

CAL_DTW_DIST(segs_list1  segs_list2): 
(1) m = seqs_list1.length 
(2) n = seqs_list2.length 
(3) M is a matrix of  
(4) for  i  =1 to m 
(5)      for  j  = 1 to n 
(6)           M[i,j]=SegDistance 

(segs_list1[ i ],segs_list2[ j ]) 
(7) for  i  =1 to m 
(8)       M[ i  1 ] = INF 
(9) for  j = 1  to n 
(10)       M[ 1  j ] = INF 
(11)  M [ 1  1 ] = 0 
(12)  for  i = 2  to m 
(13)       for  j = 2  to n 
(14)         M[i  j] += min(M[i-1 j-1],M[i, j-1],M[i-1

j]) 
(15)   return M[m  n] 

 

3 Conclusions 
 In this section, there are time series similar measurement 

methods which are commonly used in several methods for 
comparison, and these similarity distance measure method are 
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respectively ED, DTW, DTW (c), EDR, LCSS, Swale, Spade 
[9], TSBF [10], CID [11], FSH [12], SegMode_DTW. These 
methods cover all categories of similarity measure method. 
Among them, ED, Swale are based on lock step, DTW, DTW 
(c) and CID are based on elastic, LCSS, EDR are based on 
mode, Spade is based on threshold, FSH is based on model. 
Evaluation criteria are used to classify the data set with the 
correct rate and time consuming, and the results are from [13] 
and [14]. 

 
 
 

Table 1 Comparison among algorithms above 

Similarit
y method 

CinC_E
CG_torso 

ECG
200 

ECGFiv
eDays 

TwoLea
dECG 

ED 0.949 0.84
0 

0.882 0.871 

DTW 0.835 0.78
0 

0.846 0.967 

DTW(c) 0.994 0.85
0 

0.878 0.930 

EDR 0.989 0.79
0 

0.889 0.935 

LCSS 0.943 0.83
0 

0.768 0.854 

Swale 0.943 0.83
0 

0.710 0.851 

Spade 0.850 0.74
0 

0.735 0.983 

TSBF 0.748 0.86
0 

0.817 0.954 

CID 0.916 0.89
0 

0.782 0.768 

FSH 0.836 0.77
0 

0.996 0.910 

SegMod
_DTW 

0.961 0.92
0 

0.877 0.889 

In addition, the experiment also measures the performance 
of the proposed algorithm from the time efficiency. The 
comparison includes the time efficiency of ED, DTW, and 
DTW (c), which are the most representative. ED's time 
complexity is , DTW for time complexity is , and 
DTW (c) 's time complexity is O (sn), s is a constant. They are 
shown in table 3.2: 

 
Table 2 time consuming results for searching similar 

sequences of various algorithms (s) 

Similarity 
method 

CinC_ECG
_torso 

ECG
200 

ECGFive
Days 

TwoLead
ECG 

ED 24.4 0.4 1.0 0.9 
DTW 60085.0  223.4 877.2 457.6 

DTW(c) 3069.5 18.2 51.1 7.5 
SegMode_

DTW 
119.6 9.4 7.5 5.4 

From the table 2 we conclude that SegMode_DTW is better 
than DTW and DTW(c) in time efficiency. With respect to ED's 
linear time complexity, the running time of SegMode_DTW is 
just a constant times of ED's. So SegMode_DTW can be used 
to quickly query similar sequences in large data sets. 

SegMode_DTW in ECG200 data sets performs best, because 
the data contain more noise points, and the methods based on 
point matching is easily affected by noise. SegMode_DTW is 
based on line distance of the pattern, the original sequence after 
piecewise representation is compressed in dimension and 
denoised effectively, so it avoids the interference of noise. In 
TwoLeadECG, DTW has a far better performance than ED, 
indicating that the data set for the time axis of migration and 
compression is more sensitive. SegMode_DTW is based on 
DTW, and it has a certain tension compression capability. 
However, in the calculation of the distance of the line segment, 
the time axis cannot be dynamically bent. So, in this data set 
SegMode_DTW performance weak. In ECGFiveDays, DTW 
and SegMode_DTW do not work very well, indicating that this 
flexible way in this type of data does not arrive in what we want. 
In CINC_ECG_torso, ED is far better than the performance of 
DTW. Because the data set is basically feature alignment. 
Applying DTW to it, we will get a false match. While 
SegMode_DTW often has a good classification effect. In fact, 
we can explain that the SegMode_DTW is a similarity measure 
algorithm with limited bending capacity. 

The original intention of SegMode_DTW is to improve the 
time efficiency of the DTW. There are three aspects to make 
DTW better. Firstly, the piecewise linear representation of time 
series, can effectively reduce the dimension. Secondly, is the 
calculation of line distance of the pattern, it is no longer the 
point matching method but the line pattern distance. Thirdly, 
according to the maximum and minimum values of a sequence 
segment, the time complexity of SegMode_DTW is O ( ), 
where k is the number of the line segment representation.  

The above experimental results, we can see, both in terms of 
accuracy and in time efficiency, SegMode_DTW than most 
similarity algorithm has more advantages. 

From the accuracy point of view, DTW is based on the 
distance between points, and it did not consider the sequence of 
shape. The outer frame of SegMode_DTW is DTW, but in the 
inner algorithm the calculation is line mode distance, which 
consider the length of a line segment, ramp rate and amplitude 
of three aspects. It can be seen that SegMode is a kind of 
similarity measure method based on shape instead of point. 

The main sub pattern matching gets 8 candidate sequences 
which are the approximations of the query sequence, and in the 
8 candidates, we will find the most similar waveform. The 
experimental results are shown in table 3.3. 

Table 3 Comparison of the classification accuracy of the 
main sub pattern matching.  

DataSet SegMode_DTW Sub_SegMode_
DTW 

ECG200 92.0% 87.0% 
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CinC_ECG_torso 96.1% 87.2% 
ECGFiveDays 87.7% 82.8% 
TwoLeadECG 88.9% 85.6% 

SegMode_DTW don t have a main sub partern, but 
Sub_SegMode_DTW has one. In addition, we also compared 
computation time with and without the main mode, the 
experimental results are shown in table 3.4. 

 
 
 

Table 4 Time consuming comparison of the computation 
of the main sub pattern matching (s) 

DataSet SegMode_DTW Sub_SegMode_
DTW 

ECG200 9.4 1.3 
CinC_ECG_torso 119.6 62.0 
ECGFiveDays 7.5 4.9 
TwoLeadECG 5.4 2.9 
In table 3, with the main sub pattern matching the 

classification accuracy has declined, indicating that the main 
sub pattern match may do some underreporting behavior. But 
in table 1, although main sub pattern matching method 
classification does not work best, it not worst in all of the 
methods. The method in most of the data sets can maintain the 
accuracy above 85%. And combined with advantages of the 
method in the similarity metric efficiency, the method is 
completely used to assist physicians in the diagnosis of disease. 

In the computational time-consuming, the main sub pattern 
matching, greatly reduced search scope, which can in a shorter 
period of time to realize similarity measure. In table 4 we can 
also see the main sub pattern matching algorithm 
computational complexity degree decrease obviously. 
Above experimental results analysis, we can draw that 
SegMode_DTW can be widely and efficiently, accurately 
applied on the ECG time series data set similarity queries. 
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Abstract— The main objective of this study is the measure-
ment of the activity of the autonomic nervous system through
Heart Rate Variability (HRV). Determination of the ratio
of parasympathetic and sympathetic tone has meaningful
clinical benefit in the case of certain disease´s diagnosis,
and a possible follow-up may be in the field of competitive
sports.

An embedded system was created to make measurements
on a specific microcontroller. Instead of the previously stud-
ied Electrocardiogram (ECG) curves, we processed the more
easily recorded Photoplethysmogram (PPG) signals by Pan-
Tompkins peak detection algorithm. For this measurements
we used the InnoCare Pico tool, which was provided by the
Innomed Medical Ltd..

The algorithm enables the determination of the parame-
ters of HRV, which is based on the obtained data from the
PPG signals. We will cover the main parameters of the tool,
resource requirements and the calculation capacity of the
implemented algorithm.

Keywords: Heart Rate Variability (HRV), Photoplethysmogram

(PPG), Embedded System, Pan-Tompkins algorithm

1. Introduction
Heart rate variability (HRV) analysis related research is

increasing in the last half-decade, however the research has

not been implemented widely in clinical usage. This is

due to the often lengthy investigation and the requirement

of expertise. On the one hand, this kind of equipment is

primarily used during a 24-hour Holter monitoring, which is

quite specific medically. On the other hand, the commercially

available sports equipment is often very expensive and too

sophisticated, and its diagnostic relevance is not necessarily

reliable.

The tool presented here is designed to be relatively easy

to be implemented not only for doctors, but also healthcare

workers, perhaps even the public. Our aim was short-term

monitoring. We did not want to validate the HRV analysis,

because it has been a standard procedure for the last 20

years. Our goal was to develop a tool that makes real-

time assessment of the HRV parameters without computer.

Accordingly, it is an online embedded system, which is able

to calculate the HRV parameters.

The tool development is especially for clinical purposes,

which helps the doctors to follow the patient´s medical

condition in the direct diagnosis. Even basics such as blood

pressure, blood glucose level, the amount of the blood

lactic acid or other diagnostic parameters are not necessary

information, by themselves for the doctors. However, such

data may have diagnostic force and aid doctors in becoming

aware of the health status of the studied subjects.

Unfortunately, infarct is an especially Hungarian endemic,

with many social implications. In this area, the biggest risk

segment of the population is that of 40-year-old men, who

are fathers in many cases and who accomplish useful tasks

in terms of the society at work.

The number of heart attacks is growing continuously in

the population thanks to the advanced medical and technical

achievement. Therefore the patients do not die during the

acute event like earlier, so the number of heart failures

continues to increase. It is therefore becoming increasingly

important to conduct better HRV analysis, which would help

the work of doctors so that they would be able to predict

cardiovascular disease, the occurrence of complications and

these alterations.

2. Neurobiological mechanisms behind
If we would like to get to know any information about

the state of health of the human body, we can use the

following models. The main components of the exercise

capacity are the heart and vascular conditions, pulmonary

regulation and metabolic processes. These three components

are like interlocking gears.

Fig. 1: The model of human organ
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In simple terms, it could be said that the blood is the

transport medium, which transmits the fresh oxygen to the

cells metabolic processes.

2.1 Autonomic nervous system
The autonomic nervous system is responsible for main-

taining homeostasis. It is closely related to the endocrine

system. The autonomic nervous system is responsible for

regulation of the central and the peripheral nervous system.
The autonomic nervous system has an important role

in the regulation of organs and tissues, which include the

cardiac muscle, the smooth muscle and the exocrine gland.

The majority are not aware, however, of the autonomic

nervous system, in which preganglionic neurons are located

in the central nervous system centres[1].
The postganglionic cell bodies of neurons form autonomic

ganglia, as ganglia outside the central nervous system. The

postganglionic neurons are the paravertebral ganglia in the

case of the sympathetic nervous system, and the ganglions

are located in the wall of the organs in the case of parasym-

pathetic nervous system, which regulation is fast. However, it

is extending in the whole body, namely one postganglionic

with several other neurons preganglionic neurons forms a

synapse.
The sympathetic and parasympathetic nervous system has

opposite effects in terms of most of the body. However,

the two neural control functions are interconnected, and the

balance of the activity can maintain the homeostasis.

2.2 The cardiac conduction and stimulus for-
mation

The heart conduction system controls the generation and

propagation of electrical signals or action potentials. They

cause heart muscles to contract and the heart to pump blood.

Fig. 2: The ECG QRS Complex represents this rapid ventricle depolarization. Atrial
depolarization also occurs in this time. But any atrial activity is hidden on the ECG
by the QRS complex [2].

This electrical activity can be measured by electrodes

placed at specific points on the skin through the recording

known as Electrocardiogram (ECG). A tracing of the overall

electrical activity of the heart is possible, resulting from the

propagation of many action potentials.

2.3 Photoplethysmograph
The blood oxygen level is in accordance with pulmonary

processes in the cardiac cycle. The pulse is a peripheral

output of the heart rate. Photoplethysmograph (PPG) mea-

sures the oxygen saturation (SpO2 level) of the peripheral

capillaries and the volume of blood capillaries. SpO2 shows

that the percentage of haemoglobin (Hb) binds oxygen

molecules, i.e. how many percent saturated with oxygen. The

PPG signal represents the blood volume, which corresponds

to the pulse wave.

3. Heart Rate Variability
Cardiovascular autonomic nervous system activity results

in different fluctuations in heart rate, which is called heart

rate variability. The heart rate variability (Heart Rate Vari-

ability / HRV) [3] analysis is a non-invasive method that

examines the autonomic nervous system. The studies and

research go back to the 1980´s.

The heart rate frequency analysis is suitable to measure

the activity of the autonomic nervous system. HRV reduction

may indicate several pathological effects: sudden cardiac

death, coronary artery diseases, cardiac failure, acute my-

ocardial infarction, hypertension, renal failure, in varying

degrees of damage to the brain etc.

3.1 Analysis of Heart Rate Variability
The HRV analysis is divided into two parts: the time and

frequency domain analysis. As a general rule, it can say that

the short-time (5 minutes) images are used for analysis of

the frequency, and for the time domain a 24-hour analysis

usually is required [4].

Fig. 3: Results of Time and Frequency Domain Analysis of HRV with the Pan-
Tompkins algorithm. #NN is the number of peak to peak intervals. NN50 is the number
of pairs of adjacent NN intervals differing by more than 50 ms in the entire recording.
The pNN50 is the ratio between NN50 and the total number of NN intervals. The
ration of the low and high frequency (LF/HF) integrals are depicted in the frequency
domain
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The problem of short-term analysis is that low frequency

vibrations cause distractions. In contrast, the long-running

analysis of the confounding factors may have environmental

impacts.

3.2 Time Domain Analysis
This is a continuous ECG recording, which is suitable for

examination of heart rhythm or measuring distance of the

QRS complexes. The time range can be evaluated with the

following parameters:

• Standard deviation of normal R-R intervals (SDNN).

• Standard deviation of the average normal R-R

(SDANN).

• Root mean square of successive R-R interval differ-

ences (RMSSD).

• Ratio between NN50 and the total number of NN

intervals (pNN50 or HRV index).In the Fig. 2 1.25 mm

indicates 50 ms, i.e. 1 + 1
4 small squares.

At the time-domain analysis it is necessary to understand

the innervations of sympathetic and parasympathetic nerves,

since the heart rate is controlled by the innervations. The

parasympathetic nerve controls the sinus node by the vagus

nerve. The sympathetic nerve is innervated at the lower

neck 1-2, 5-6 and the upper thoracic segment. As a result,

the expansion of the lungs during inhalation inhibits the

parasympathetic path, which results in a sympathetic domi-

nance, thus increasing the frequency of the heart. The effect

disappears during exhalation: the parasympathetic nerve will

dominate again, so as a result, there is a decrease of the heart

frequency. This phenomenon is known as respiratory sinus

arrhythmia. The pNN50 indicates that variability.

3.3 Frequency Domain Analysis
The spectrum can be divided into two components at the

analysis of the short term HRV: a high frequency (HF)

component (0.15 to 0.40 Hz) and a low-frequency (LF)

component (0.04 to 0.15 Hz). These frequency components

are involved in the parasympathetic and sympathetic nervous

systems in the regulation . For the time being it is not

yet known exactly what role the very low (VLF and ULF)

frequency components play. The power of the frequency

components is correlated with the following parameters [5]:

• HF: RMSSD and pNN50

• VLF and LF: SDNN

• ULF: SDNN and SDNN

The parasympathetic activity is characterized by pNN50

and RMSSD parameters, while SDNN parameter indicates

the sympathetic activity. The high frequency components

are responsible for the parasympathetic, while the low-

frequency components for the sympathetic response. How-

ever it has been shown [6] that the SDNN and the SDANN,

correlate with the ultra-low frequency domain (ULF); also

these parameters indicates the control parasympathetic and

sympathetic heart control.

Pulse spectrum changes in heart can be approximated by

parametric and non-parametric methods:

• Autoregressive model:heart rate detection at abrupt

changes, (whether in 1-5 minutes monitorin)

• Non-parametric models: Based on Fourier analysis,

which is needed to transform the data of the R-R

interval in frequency spectrum

3.4 The effects of abnormal HRV parameters

Before beginning to discuss pathological cases, it is im-

portant to understand the correlation between the autonomic

nervous system and heart function. The parasympathetic

nerve uses acetylcholine as a neurotransmitter, which breaks

down and acts fast. However, it results in slow heartbeat. In

contrast, the sympathetic nervous system uses noradrenaline

(or adrenaline) as the neurotransmitter, which could slow

down the process; and it breaks down slowly. This in

turn accelerates the heart function. So it can be said that

the sympathetic nervous system inhibits the secretion of

acetylcholine and stimulates the secretion of adrenaline and

noradrenaline in case of emergency.

An analogy of sympathetic regulation can be the gas

pedal, which escalates the motor relatively slowly, and the

parasympathetic control can be the brake, which is able to

stop vehicle suddenly. It is important to see that the control

of the sympathetic and parasympathetic nervous systems is

different at the normal and pathological cases. HRV analysis

can help to determine the effects of the cardiac autonomic

nervous system.

HRV analysis is based on rapid fluctuations of the sym-

pathetic and vagal activity. If the pNN50<RMSSD 3% and

<25 ms, then the activity of the vagus nerve is decreasing.

Similarly, if the SD<50 ms and SDNN<100 ms than abnor-

mal activity of sympathetic regulation be observed [3]. The

LF and HF ratio arises from to the sympathetic and vagal

interaction. The balance of sympathetic reflex is disturbing

with the reduction of LF/HF ratio and vagus nerve activity

becomes dominant. So based on these it can be said that

low HRV values imply sympathetic dominance in general,

which could be the result of high sympathetic and/or low

parasympathetic activity.

The clinical state of the patient must be known to be

able to draw exact conclusions in clinical cases. The main

factors are ethnic roots, the type of disease (diabetes, ar-

teriosclerosis, heart failure etc.). In addition, it also plays

a role when the test was made, for example, early in the

morning, or early afternoon time. For the healthy middle-

aged man, the heart rate has reduced variability in morning;

then arrives to minimum in the early afternoon, followed by

a continuous increase in the value until the next morning.

Thus, the sympathetic modulation can be described with the

LF / HF rate and pulse rate.
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3.5 HRV analysis for clinical applications
After more than 30 years of HRV analysis, the first

clinical review appeared only in 1996. Although the number

of articles on this topic is constantly growing in recent

years [7], the clinical usage is still lagging behind. In June

2015, the latest review came out for clinical purposes since

1996 [3], which draws attention to the implication of HRV

analysis.

The relationship of autonomic nervous system and various

cardiovascular diseases is highlighted in the study of the

American Heart Association and the European Society of

Cardiology in 1996. Since then, this study has produced

several standard parameters in the whole world and more

than 5,000 scientific studies cite this [7]. The statistical

indication of sudden cardiac death was one of the aims

of this study at the myocardial infarction patients. The

death prediction of left ventricular ejection fraction (EF) 1

and HRV indexes are same. The HRV guarantees a more

precise prediction at the arrhythmia (sudden cardiac death

and ventricular tachycardia).

Based on this study it would be possible to say, the

indication of the HRV is better at arrhythmic cardiac death,

in contrast with the not arrhythmic case. However, the HRV

indexes are not obviously different after acute myocardial

infarct at the sudden and not sudden cardiac death. All the

same, HRV could be a predictor of sudden cardiac death.

These standard methods are still not implemented on

embedded systems. Firstly, our aims were to determine the

HRV parameters on embedded systems. The implementation

of the latest methods is our overarching plan. The latest

published clinical study is about the myocardial infarct and

congestive heart failure, which are connected to the HRV

analysis.

In Hungary cardiovascular diseases are still the leading

cause of death. With better care of organisation of the acute

myocardial infarction cases, there is a proportional increase

of heart failure. Later these patients will be in the health care

system with heart failure. Heart failure can be an inherited

condition or an acquired cardiac disease. In the developed

countries 1-2% of the adult population has certain forms of

heart failure, and this rate increases to 10% over 70 years

of age [8].

3.6 Usage of PPG signals at HRV analysis
The photoplethysmography (PPG) signals can be easily

measured with finger and ear pulse oximetry, while the ECG

requires at least three body surface electrodes. The move-

ment of skeletal muscle produces artefacts in the recorded

signal. It is significant at the ECG; meanwhile, the PPG can

provide low-noise signal even at movement. In clinical usage

1Ejection fraction is the fraction of outbound blood pumped from the
heart with each heartbeat

an important aspect is simplicity. The PPG is simply like the

blood pressure measurement.

The PPG based HRV analysis is referred to by several

studies [9], [10] and it has strong correlation with the ECG

achievements., which was proved also my studies. It was a

mayor point of my further studies. In a PPG based HRV

analysis was shown [10] the R-R intervals (RRI) of ECG

are better correlated with the valley to valley intervals (VVI)

than with peak to peak intervals (PPI). Differences between

heart rate and pulse can be the implication of extra systole,

since they do not appear in the periphery, because the

electrical impulses do not result in a volume of outflow from

the heart in real time.

At the PPG signals two peaks can be observed (Fig.6):
the first is the end-diastolic pressure wave of the right

ventricle, the second peak resulted at the beginning of

systole, when the semilunar valves are closing and generate

a short pressure wave. At the peak, detection can be an

artefact, when the second pressure wave is higher than the

first one. In contrast, at the VVI detection, it cannot happen

because of the well separated systolic pressure.

4. Embedded systems
Embedded systems are an area of electronics and nano-

electronics systems which are suited for particular tasks,

such as: MP3 players, digital cameras, washing machines,

telephones etc.. The type of hardware and type of program

required for these embedded systems are quite specific.

The embedded ECG signal processing has several mo-

tivations in the regulation of human disease e.g.: essential

hypertension, obesity, chronic renal diseases, diabetes, or-

thostatic intolerance, and congestive heart failure.

In this study, a Tiva C Series TM4C123G microcontroller

was used, which is supported by the Texas Instruments

Tiva C Series development board (Fig.5). The processor

supports a number of peripherals, but it was used primarily

to debug port and two UART channels. In this microcon-

troller 8 UART channels are available. All of them must

be configurable because of testing, in order to monitor each

processing part. At the final usage it is enough to have only

two channels.

5. Data processing
For the measurement an InnoCare Pico tool was used,

which was provided by the Innomed Medical Ltd. Firstly

data had to be converted into the suitable data format in

the microprocessor. The InnoCare Pico is a multiparametric

and telemetric tool. It can measure three ECG leading,

haemoglobin saturation, breathing cure and capnography.

The data processing is divided into several parts:

• Communication system

• Extraction and processing of raw data

• Time domain analysis
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• Frequency domain analysis

The online data processing was directly connected to RX

and TX pins of microcontroller the InnocCare Pico tool. The

receiving data were processed firstly by a state-machine on

the microprocessor. The state-machine provides the extrac-

tion of ECG and PPG signals, too. This was a critical point

of real time data processing. The microprocessor is able to

display the stored data, online data, and the processed data,

which was necessary for the tool development.

5.1 Time domain analysis
The Pan-Tompkins algorithm is one of the most popular

real-time QRS detection algorithms [11]. First of all, the

Pan-Tompkins algorithm was implemented in MATLAB, and

later on also implemented on a microcontroller. The Pan-

Tompkins algorithm is mainly used for ECG peak detection.

That is why the filter parameters had to change.

The Pan-Tompkins algorithm is divided into 5 parts:

low-pass, high-pass filter and band-pass filter, differentiator,

squaring operation, moving-window integrator and peak

detection.

• Low pass filter: it helps to filter the low frequency

noises. The transfer function can be described by the

following difference equation.

H(z)lp =
1

32

(1 − z−6)2

(1 − z−1)2
(1)

The output y(n) is related to the input x(n) as

y(n) = 2y(n−1)−y(n−2)+
1

32
[x(n)−2x(n−6)+x(n−12)] (2)

• The transfer function of the high pass filter:

H(z)hp = z
−16 − 1

32
Hlp (3)

the input-output relationship is

y(n) = x(n − 16) − 1

32
[y(n − 1) + x(n) − x(n − 32)] (4)

which cut off frequency is 5 Hz

• Derivative operator: The differentiation of signal is

coming after the filtering, which helps to emphasize

QRS complex and suppress P and T wave components

of the signal.

y(n) =
1

8
[2x(n) + x(n − 1) − x(n − 3) − 2x(n − 4)] (5)

• Squaring: It has two important roles; it makes the

results positive and emphasizes larger differences re-

sulting from QRS complexes.

• Moving-window integrator/smoothing: it helps to

smooth the signals with a moving-window integrator.

At noisy signal can be used two times. The transfer

function can be described by the following differential

equation:

y(n) =
1

N
[x(n − (N − 1)) + x(n − (N − 2)) + ... + x(n)] (6)

The structure of Infinite Impulse Response (IIR) filters are

difference between in MATLAB and CMSIS2. MATLAB

calculates with the direct form structure, which uses the

poles and zeros of transfer function. Nevertheless, by the

CMSIS provided lattice form is faster. The filter structures

are equivalent.

The diagnostic parameters can be defined by the Pan-

Tompkins algorithm. The pNN50 time domain parameter

characterize the HRV. The filtering provides the local max-

imum searching, which takes the 0.5-3 Hz heart frequency.

5.2 Frequency domain analysis
Fast Fourier Transform (FFT) can represent the dominant

frequency component of the input signal. The frequency

spectrum of ECG and PPG are same. The dominant fre-

quency component is the heart rate (0.8-3 Hz), breathing

rate (0.3-0.8 Hz) and the vegetative tone (0.04-0.4 Hz). This

frequency component can modulate each other, which can be

eliminated by Principal component analysis at many signals.

We observed first the vegetative tone (0.04-0.4 Hz) at the

frequency domain analysis. The integral of the frequency

domain spectra is necessary to determine the sympathetic

and parasympathetic activity. The lowest observed frequency

is 0.04 Hz; therefore, the frequency accuracy must be

the same, or less. The spectral resolution depends on the

sampling frequency and the FFT accuracy. According to

the Nyquis-Shannon sampling theorem, the bandwidth of

the signal is half of the sampling frequency. The PPG was

sampled with 75 Hz in our measurement.

Spectral resolution =
Bandwidth

FFT size
=

75/2

2048
= 0, 01831Hz

The FFT was also well defined on the microcontroller. The

resource requirements of the tool are visible, the cornerstone

of the 32 bit microprocessor is the size implemented FFT.

A 2048 accuracy FFT was implemented, which has good

enough spectral resolution to the signal processing. The

sympathetic and parasympathetic activity can be determined

by the spectra of the signal. The MATLAB calculates primly

with the trapeze integral, and it was also implemented on the

microcontroller for communicability.

6. The measuring tool
The measurements were carried out in a calm atmosphere.

Raw data were delivered by InnoCare Pico tool from PPG

sensor to the pins of the microcontroller. The InnoCare Pico

can calculate the heart rate, pulse and oxygen saturation,

they were not used for own calculation.

2The Cortex Microcontroller Software Interface Standard (CMSIS) is a
vendor-independent hardware abstraction layer for the Cortex-M processor
series and defines generic tool interfaces.
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Fig. 4: The schematic figure of data processing and data capture.

The PPG signal was sampled at 75 Hz, and the ECG at

300 Hz by the InnoCare Pico. The input data were processed

according to the given structure by a state-machine on the

microcontroller.

The data were delivered to the PC in order to ensure

reproducibility by a serial port and a debug port. The

implemented state-machine and the data arriving were also

tested physically by an oscilloscope. It was a critical point

of the measurement to be really sure of the data arriving. In

this construction the microcontroller is able to send data to

InnoCare Pico, and receive from the PC.

Fig. 5: The prototype of the tool. Data processing parts: PPG sensor, InnoCare
Pico, serial port converters and microcontrollers. Date saving: microcontroller, serial
port converters USB hub, PC.

For the measurements the main pillars were: simplicity

and reproducibility. That is why the PPG signals used were

inconstant with three leading ECG. Although the measuring

tool has one input from the PPG sensor and one output to

PC, it is possible to monitor simultaneously the raw data,

the frequency and time domain curve and output processed

parameters.

6.1 Data acquisition
The measurements were made on three different groups:

1) Infarcted peoples (15 subject)

2) Sportsmen (10 subject)

3) Normal test subject (20 subject)

The data acquisition was made at The Heart and Vascular

Center of Semmelweis University (15 subject), at Faculty

of Physical Education and Sport Sciences of Semmelweis

University (10 subject) and at Faculty of Information Tech-

nology and Bionics of Pázmány Péter Catholic University

(20 subject). Totally 45 test subjects were observed at the

measurements.

According to the reported literature [3], the average HRV

index (pNN50) would be around 35% for normal test sub-

jects, it is higher for sportsmen, and definitely lower for

infarcted people.

6.2 The tool resource requirements
Tiva TM C Series architecture offers a 80 MHz Cortex-M

with FPU 3. The power supply of the microcontroller system

is 5 Volts, which is needed for the communication with the

Innocare Pico. The microprocessor loads can be determined

by the sampling frequency and size of the FFT.

The sampling frequency of the PPG sensor is 75 Hz. The

constant load of the communication load is 3.8 milliseconds.

The total load is a bit more because of the FFT usages, which

is 28 milliseconds at every 2048th sample.

Processor utilization =

(
Constant load of the communication load

Sampling frequency
+

Total FFT load

FFT size

)
∗ 100 =(

3.8 ∗ 10−3

1
75

+
28 ∗ 10−3

2048

)
∗ 100 = 28.501%

It is visible that the total load of our microcontroller

system is less than 30%, which can allow further additional

development opportunities.

7. Results
The measurement results must be separated from the mi-

crocontroller implementation at the evaluation. Furthermore,

it is necessary to review the resource requirements and the

computing capacity.

7.1 Processing Capacity
The implemented algorithm is equal to the result of

MATLAB, which is virtually the same. One fact is not

evident, namely that various hardware issues may surface

during data processing e.g.: memory misallocation, the usage

not being an available variable, data mismatching etc.

3A floating-point unit is a part of a computer system specially designed
to carry out operations on floating point numbers.
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Fig. 6: Results of Pan-Tompkins algorithm in Matlab and microcontroller in the
frequency domain.

The microcontrollers have a strong resource limitation

that is why the optimization is important. Another source

of error can be the soldering inaccuracy on the pin of the

microcontroller, which can result in electrical background

noises. These failures can be checked by an appropriate

oscilloscope.

During the HRV analysis the data were recorded by PC.

It was necessary for reproducibility. This signal can be

reprocessed by the microcontroller. A five minute recording

can be reprocessed by the microcontroller in 70 minutes,

which is 10 times faster than the MATLAB data processing.

The reproducibility allows further analysis. All of these

requirements are indispensable for examining greater pop-

ulations.

7.2 Measurements results
The reported literature and the prognosticate results are

consistent with our measurement results. The HRV index

was the lowest at the infarcted subjects, it was higher at the

normal subject and the highest were sportsmen. Although

neither the age, nor the sex ratio were the same for the

observed subjects, even so this tool development reflects on

the clinical significance of usage because of the simplicity

and reproducibility.

It is a fact that the HRV index and the LF/HF ratio is

decreasing by aging and health status deterioration. The low

HRV index is not a primary indicator of sudden cardiac

death, because it is subject specific. A good example for that

is high blood pressure, which can be the result of cardiac

vascular disease and heart failure. Although many people

have healthy life with high blood pressure, but this has a

diagnostic relevance at the whole population.

There were several prominent cases during the measure-

ment. Low HRV indexes were expected at the infarcted

subjects; nevertheless, in some cases it was higher than

the variability of sportsman. It turned out that the observed

patient has atrial fibrillation, which is a chaotic heart rate

failure. However, it was not the goal to show that during

the HRV analysis, this device is able to determine the atrial

fibrillation.

Type pNN50 (%) LF/HF (%) Avg.
age

BMI
(kg/m2) #Sub.

Infarcted 11.9±3.9 89.3±19.9 71 25.7±1.8 15
Sportsman 41.4±21.0 111.9±20.4 20 24.2±1.9 10
Normal 31.8±15.1 110.7±17.7 22 23.6±3.8 20

Table 1: HRV analysis results. The average HRV index (pNN50) would be around
35% [3] for the normal test subject, it is higher for sportsmen, and definitely lower
for the infarcted peoples.

The low HRV index does not mean unambiguous heart

failure, because it was observed for the sportsmen, too.

However it was interesting fact that the HRV index of normal

test subjects was definitely lower at smokers than others, who

do regularly any kind of sport activity at least once a week.

The HRV analysis has relevant meaning for the health

follow-up of subjects. A 24 hour HRV monitoring would

be more precise, but a 5 minute analysis was able to show

the main heart condition. As the hyperglycemia can be the

result of diabetes or a current state after the meal, it is

a prerequisite to measure it if somebody is diabetic. The

continuous monitoring of HRV parameters can help doctors

and sport trainers.

8. Discussion and Conclusions
The measurement results are consistent with the relevant

literature. The main goal was a tool development, which

makes the HRV analysis easier. Therefore the main achieve-

ment of this study is the algorithm implementation on an

embedded system, which is able to carry out a real time

heart condition assessment with PPG signals.

The results of the tool are reliable and produce accurate

calculations, and the results of the measurements are repro-

ducible. The tool has several development areas e.g.: internal

memory upgrades and the development of a more compact

measuring device.

The obtained results of the calculated diagnostic param-

eters form the basis of further algorithm implementations,

which are reported in the recent standard methods [7]. These

methods are capable of improvements. The techniques can

be used for other nonlinear dynamic systems to describe

more general heart conditions.
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Abstract - With the development of sensor technology 
and people pay more attention to the health, activity 
recognition has become a popular research direction, which is 
analyzing the acceleration sensor data and finding human 
activity pattern. So far, the research has mainly used the 
traditional classification techniques but the clustering method 
is seldom involved. Most of the current research methods only 
consider the prior knowledge, ignoring the characteristics of 
dynamic changes of data flow, resulting in classification 
model in the static data with high accuracy and bad practical 
experience. In addition, the current research methods do not 
take into account user differences, which cause serious 
individual problems. This paper has proposed using the K - 
Means clustering method to construct the human activity state 
identification model, and finally designed human movement 
activity system based on Android mobile phone. At the end of 
experiments, to prove the effectiveness of the clustering 
algorithm, three clustering algorithms and three classification 
algorithm of recognition results were compared to verify the 
model problem of individuality, and mature products were 
compared. The results show that human activity recognition 
model is feasible based on clustering methods, and the model 
has real-time, lightweight and easy adjustment features. 

Keywords: acceleration sensor, stream data mining, 
human activity recognition, K-Means clustering. 

1 Introduction 
In today's rapid development of science and technology 
environment, the internet technology permeates all aspects of 
life, such as the internet financial, medical internet, internet 
education, etc. As people living standard rises, people pay 
more and more attention to health. Many internet companies 
seize the business opportunities and develop various 
applications as an aid to improve people's health. Most of 
these applications have one thing in common: by monitoring 
the body’s daily motion, calculating the amount of exercising 
in a day to provide advice and reminders. Due to the variation 
of people's daily movement, such as walking, running, sitting, 
etc., and energy consumption of each sports, it is important to 
design an exact activity state recognition algorithm. 

The recognition research of human movement state is 
mainly analyzing human motion data, using data mining and 
machine learning method to mining data in the fixed model. 
There are two main aspects using the model: A. motion state 
recognition: according to the existing data to tell someone, 
which one is in the state of motion; B. identification: 
calculating the similarity between the data and model to 
distinguish the data belongs to whom, it is mainly used in 
forensic aspect [1]. 

At present, according to the study of different data types, 
motion recognition research is divided into the following three 
directions [2]: 

1) Based on the movement of sound recognition: this 
method has obvious flaws: applicable scenario is very limited 
and the cost is expensive. 

2) Activity state recognition based on video: this method is 
mainly based on the analysis of mining data from the camera 
to capture human body’s movement range. The video data is 
influenced by weather, light, distance, azimuth, and other 
factors. Therefore, the scenario used is also very limited. 

3) Activity state recognition based on wearable devices: this 
method is mainly through wearing sensors and analysis 
equipment to collect data. Relative to the above two methods, 
this method has the following advantages: a, low-cost and 
portable, the price of small equipment is lower and it is easy to 
wear; b, strong anti-interference, the external influence of 
collecting data process is small; c, collecting capacity data 
steadily: wearable devices can guarantee us to receive the data 
continuously. 

Motion state recognition not only can help people to 
monitor the movement condition of the day, but also is a 
major research field of smart home. It may bring a new way of 
human-computer interaction, such as motion sensing games, 
so that the life of people is more intelligent [3]. Studying 
motion state recognition for improving the quality of human 
life has great significance. 

The data that the three-axis acceleration sensor collected is a 
kind of typical time series data [4], which has infinite length, 
which makes it more challenging than the static data mining. 
Due to the characteristics of data streams, the typical 
traditional data mining technology cannot be directly applied 
to stream data. With the collected data, the mode may not be 
available to the coming data, it causes the phenomenon of 
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"concept drift"[5], it is easy to cause inaccuracy of movement 
state recognition. Therefore, the classification model of this 
paper should be able to adjust itself as the data changing, but 
the attempt to design a classification algorithm which is 
applicable all the time is not desirable. 
 

2  Basic Research 
2.1 Data collection 
At the beginning of the study, data collection was a very big 
problem, since at that time the sensor technology was not as 
advanced as presented. The sensor size was larger, users were 
not willing to carry them, so the data was only from the 
laboratory, and the data set and the value of the research were 
small. As the development of wearable equipment and the rise 
of cloud services, producing a surprising number of user data, 
which has huge potential research value. In addition, most of 
these motion data is acceleration sensor data, so the topic is 
based on the acceleration sensor for studying the human 
movement state recognition. 

Acceleration sensor [6] is a kind of electrical equipment used 
to measure acceleration. By physical knowledge, we can know 
that acceleration can well reflect the movement of objects or 
people. 

 
Figure 2-1 triaxial acceleration sensor 

Figure 2-1 is a triaxial acceleration sensor device. Most 
smart phone on the market has a built-in triaxial acceleration 
sensor. The frequency of the acceleration sensor is fixed, 
about 20 Hz [7], that is collect data once every 50ms. 
According to the following format to record the sampling 
point (             ), of which, the x, y, z are three axis 
acceleration values, collection of data will contain a series of 
data points, follow-up study is to analyze the training data 
points. 

Carry ways of smart devices have a great influence on the 
collected data [8], some people like to take it in hand, some 
people like to hang it in the chest, and some like to put it in 
front of the pants pocket. The ways of carrying will cause a 
greater difference between the data collected, so it influences 
the experimental results.  

Data collected by equipment is mainly cached to a local file.  

2.2 Data preprocessing 
The original data collected by accelerometer contain all 

kinds of noise. The cause of the noise has: acceleration of 

gravity instability of sensors, hardware, and the influence of 
the human body shake [9]. 

The acceleration signal data pretreatment methods including 
de-noising, smoothing, sliding window segmentation, etc. [10] 
General process is as follows: first use filter method, and then 
to smooth data with the average method, at the end do the data 
segmentation. 
2.2.1 DE-noising and Smoothing 

At this phase, the main method is to use filter. Most used 
methods in motion recognition research are round filter and 
Chebyshev type I digital low-pass filter. 

After De-noising, we need more data processing, such as the 
data smoothing. Mainly use the averaging for curve smoothing. 
2.2.2 Data Segmentation 

 After the de-noising and smoothing processing, stream data 
needs to be split processing. Mainly because the data is time 
series data, has a high sampling frequency. The data is 
generally long, feature extraction and classification for a 
single data does not make sense. Using the sliding window 
method [11] can segment the stream data into small pieces, each 
represents should to be a sample, and we can do feature 
extraction on these small pieces of data. The window size can 
be fixed and can be changed. When window size is fixed, 
there is no theory to prove how can achieve optimal, but the 
results show that as long as the guarantee of each window 
sample point number is about 120[11]. So to the acceleration 
sensor has the frequency of 20 HZ, 6 seconds is the most 
appropriate window size. The unfixed window’s size is 
divided according to the event and each window represents 
from beginning to the end of an event. 

2.2.3 Feature Extraction 
After completing data segmentation process, need to extract 

a set of features to represent the window sample, the group 
features can be used to measure the similarity between two 
window data. Using these features, the data window can be 
classified or clustering analyzed. 

The method used in this art for feature extraction is called 
the time domain analysis. Mathematical statistics feature are 
considered first in this method, for example, the mean, 
variance, the maximum and the minimum. And then using 
some statistical machine learning method to train models, such 
as J48, SVM, neural network and so on. The results depend 
directly on the feature selection policy. 

There are two methods of feature extraction, which are 
widely used, and they are frequency domain analysis and time-
frequency analysis respectively. A typical representative 
method of frequency domain analysis method is the fast 
Fourier transform. This method has the characteristics of high 
accuracy and high computational complexity. Because the 
mobile phone hardware resources are limited, this feature 
extraction method is not suitable for use on a mobile phone. 
Wavelet analysis is a classical time-frequency method, which 
combines the characteristics of both time and frequency. 
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2.3 Learning model building 
After data preprocessing is completed, should use the data 

to construct the learning model. Aim to use the model on 
mobile phones, lightweight, flexible, easy to transplant, high 
accuracy are required. 

Mainly used in the present study is almost the traditional 
algorithm of classification algorithms, such as support vector 
machines, decision tree, random forests, Bayesian and neural 
network, etc. The classification algorithm’s problems are as 
follows: A. relying on prior knowledge, not pay much 
attention on the characteristics of stream data; B. some of the 
algorithms’ construction phase is overweight, not easy to 
Deployment on the phone; C. some of the algorithms need the 
original training data to classify, makes little sense to practical 
use. Because of these problems, the classifier has a good 
performance on the training set but bad on using. The 
fundamental reason of this phenomenon is learning model 
does not considering the actual use complex situation. 

To solve the existing problem of the above algorithm, this 
paper put forward constructing classification model based on 
the clustering algorithm, and finally constructs an adaptive 
learning model to deal with the real environment. 

2.4 Human activity state real-time recognition 
system 

After model constructed and tested by the test set, the next 
job is deploy model on mobile phones. Use mobile phone to 
build a real-time human motion recognition system, which is 
used in real environment to verify the effect, makes the 
research more practical. 

3 Activity state recognition based on 
clustering algorithm 

The research mainly includes two stages: offline phase and 
online phase. In the offline phase, the main task is to build a 
learning model. Through the study of labeled data clustering, 
finally get a learning model based on cluster of purity, this 
phase is completed on the PC. In the online phase, the 
principle task is to design movement recognition model on 
mobile phone, identify new data movement category and 
regulate the learning model by itself. 

3.1 Prepare data 
In this research, the data is collected by the triaxial 

accelerometer, and each sample point contains three float 
values, representing the acceleration in three directions. 
Because the model will be deployed on the mobile phones and 
users carry their mobile phones in different ways, it will cause 
a swap of the three directions of the acceleration value. 
Another existing problem of the acceleration sensor is that it is 
affected by gravity acceleration, so the data collected does not 
response the true acceleration of the body. These above two 
questions need to be solved before applying data. Solution is 
as follows: 

(1) using the first-order low-pass filter to calculate the 
gravitational acceleration component 

 

Which 	  is the filter parameters, gj is the j-th acceleration 
component, (0) (0)j jg 	� . 	 is typically determined by 

the experimental results( 0 1	
 
 ), it will be adjusted 
during the experiment, and the initial value is set 0.8 (from 
Android document Suggestions). In addition to the set value, 
it can also be calculated as the following formula Android 
documentation Suggestions. In addition to directly set can be 
controlled by the following formula: 

 

The t means the time constant of low pass filter; dT means 
frequency of sampling frequency. 

After using the above formula to obtain the gravitational 
acceleration component on the X, Y, Z-axis, use the original 
value minus the gravitational acceleration component, and the 
result is the real motion acceleration value. 

Formula (3-1), (3-2) from the Android official document 
sample code. In order to verify the effect of the formula, use a 
set of sitting data from a user to analyze. If the formula 
effectively, then before using the formula, the acceleration  
influenced by the acceleration of gravity does not equal to 
zero, and after using the formula processing, three values 
should be approximately equal to 0, and the result is as figure 
1. 

 
a) not eliminate the gravity 

 
b) eliminate the gravity 

Figure 1 the influence of gravity acceleration diagram 

(2) increasing dimension to reduce the influence of the axes 
swaps. 
There are three methods to reduce the influence of the axes 
swapping: 

(a) By calculating the summation acceleration to reduce the 
influence of swapping. Transform the 3-d data points p (x, y, z) 
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into one dimension point 'p  by the formula 2 2 2a x y z� � � . 
There is a serious problem that data loss serious by this way, 
because it is completely ignore the relationship between the 
three axes, makes the result not very satisfactory. 

(b) Calculate the combined acceleration belongs X axis and 
Z axis, Y axis and Z axis respectively, so the data’s dimension 
reduce one. This can reduce some influence of the axes 
swapping and have a good accuracy. 

(c) Adding three gravity components and three true 
acceleration components of body, the data will increase to 
nine dimensions. By this way can reduce the influence of the 
axes swapping and do not lose any information. 

3.2 Clustering stage 
After data preparation is done, the next job is to use 

clustering algorithm to the training data. The clustering 
method of this paper is using the sample point without using 
windows partition method. Each point is a sample. Because 
using the original points to cluster, the scale of the problem 
will become very large, clustering process will take a long 
time. K-Means clustering method is chosen because its 
principle is easy, and running time is short, the number of 
clusters can be artificially set. K - Means cluster's goal is high 
cohesion and low coupling. Clustering results evaluated by the 
following function: 

 
 
 
n represents the total number of samples, Ci represent the i-

th cluster.  Error function is as follows: 
 
 

ic  is the center of iC , dist( , ip c ) is the distance between  
p and the center of the i-th cluster. Euclidean distance is used 
here
The number of clusters should be determined before using K- 
Means clustering. This paper uses the inflection method. The 
relationship of error and k is shown as figure 3-2. 

 
Figure 2 average error VS clusters number k curve 

As the figure 2 shows that, the inflection appears when k is 
5  So choosing 5 to be the number of the cluster at first is 
suggested. Then test other values around 5, finally choose the 
k which can get the best experiment result.  

After the cluster number k was determined, use k - Means to 
cluster the data and the parameter settings are as follows: the 
maximum number of iterations is 2000, the error rate e is 10-6. 
Because the initial center of the cluster influence the 
experiment seriously, so several experiment is necessary. In 
this paper cluster 20 times and finally choose the best one 
from the results. The evaluation criteria is the result of the 
recognition. 
3.3 Extract learning model 

After clustering is completed, the classification model 
should be built in accordance with the clustering result. And 
finally set classification strategy. The extracted model is 
shown below: 
 

iC  is the i-th cluster, k is the number of clusters.  
Classification strategy is as follows: firstly, training data is 

collected from the continuous windows. Window size should 
be bigger than a cycle time of an operation of an activity. In 
this paper, 2 seconds is chosen. In addition, the step length is 1 
second so that the current window overlaps 50% with the last 
one. Secondly, for each sample point in the current window, 
calculate the dist( , ip c ) and i is range of 1 to k, and according 
to the distance from each cluster to find the nearest cluster. 
Then get the confidence rates of the point belong to every 
activities according to the distribution of the nearest cluster. 
Finally, calculate the sum of the confidence of every point, 
and get the largest confidence rate p. If p is larger than 0.6, 
believe the predictions are reliable. In order to identify the 
noise data, when a data point is coming, if the distance 
between the point and the nearest center of the clusters is 1.5 
times larger than the radius of the cluster, then believe the data 
point is a noise point and discard it. Noise point determination 
conditions can be adjusted according to demand. 

3.4 Design human activity real-time 
recognition system 

This part belongs to the online phase, at this phase will use 
the result of the offline phase. The model will be used on 
android smartphone to complete activity recognition, in the 
actual dynamic environment using the model. Activity 
recognition system based on Android platform mainly includes 
the following modules: data collection module, data 
pretreatment module, motion recognition module, model-
updating module and data display module. 

3.4.1 Data collection:  
There are two ways to collect data: mobile phones and 

hand ring. Because the Android phones and smart wristbands 
have accelerometer inside, so they can collect the motion data 
of human. Because people’s hands perform complex actions 
every day and it cannot represent the true acceleration of the 
body. Besides, the mobile phone against the user's body 
generally all the day. In order to get a better effect, the 
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classification is designed for phones. The collected data 
contains four values, the first one is time stamp, and the others 
are the accelerations in x, y and z directions. 

X, y and z directions in the real three-dimensional space 
are shown in figure 3: 

Data collection process is summarized as follows: when 
the first time of the program starts, a service will automatic 
start, this service has two threads: one thread collects the 
acceleration data from the sensor and saves them into an array 
blocking queue. The second thread fetches these data from the 
queue at a frequency of 20 Hz. So there is no data overflow. 

 

 
Figure3 triaxial acceleration in the space diagram 

3.4.2 Data Pretreatment:  
The main function of this module is the raw data 

processing and formatting. The method contains the 
elimination of gravity component, increase the data dimension, 
and de-noising. 

3.4.3 Activity Recognition:   
In the offline phase, the paper uses a clustering method to 

build classification model, in the online phase, use the model 
to build an activity recognition system. 

3.4.4 Model Updating:   
In the offline phase, each classification model can achieve 

a good result, and have a good performance on the training 
data. Because most of the data is detached, the model can fit 
the data very well. But when it is used in daily life, the result 
is not satisfactory. Reasons are mainly as follows: A. the 
actual data is continuous, and it change every time, as the time 
float, it will cause  "concept drift" and the existing model may 
be not accurate; B. personalized problem, activity action of 
everyone have difference more or less, so the acceleration is 
different too, the model cannot fit every user; C. the training 
data  is collected in an experiment environment, but the testing 
environment is much more complex, so the data is not so 
standard as the training data.  The model must be adjusted by 
itself with the testing data. 

In this paper proved the single sample updated is effective.  
The update formula is as follows: 

 
 
 
Among them, n is amount of the point in the cluster which 

will to be update, oldcentroid is of old center of the cluster 

and newcentroid is center of cluster after the update, newdata  
is the point to update the cluster. 

Distribution of the clusters must be update as well; the 
method is similar as update the center. 

4 results of experiments and analysis 
4.1 Experiment environment and experiment 

data sets 

4.1.1 Experiment Environment 
 This subject is mainly divided into two parts, the offline 
and online phases. Offline stage experiment is done on PC 
with the OS of win-x64. The online stage is design for android 
platform, and the testing environment is MI 4L TE-CMCC. 

4.1.2 Experimental Data 
 In the offline stage, the model is built according to the data 
set from the United States Fordham university WISDM 
(Wireless Sensor Data Mining) laboratory. The data contain 
acceleration data and GPS data from 36 volunteers. The data 
set is used by many researches and has been proved to be 
effective. This topic is based on the acceleration data, so this 
environment uses the WISDM latest acceleration data set to 
build the classification model. The data set 's collection 
process is as follows: in the experimental environment, 36 
volunteers  carry the Android mobile phone with the same 
Android app and perform the given six activity include 
jogging, walking, up-stairs, down-stairs, sitting and standing 
to collect the acceleration data so that all data is labeled. The 
data set is collected in December 2014. 

4.2 Experiment Plan 
To demonstrate the effectiveness of the clustering method, 

first use part of the WISDM data to construction cluster model, 
and then use the other data and the real data collected by 5 
volunteers in our laboratory to test the model. Results 
evaluated by two indicators precision and recall. Experiments 
final calculates the accuracy to measure the performance of 
the classification model. 

One window of test data contains 40 points, so to the 
devices whose sampling rate is 20 Hz, the window size is 2 
seconds. The moving step length is half of the window size, so 
that the current window overlaps 50% in the last one. Because 
the size of one test data is one window. So the window size 
will affect the performance of the system. So far, no one can 
prove how much the window size is can achieve the best 
results. The window size can only be selected by experimental 
results. 

Screen of phone 

Z 

X 

Y 
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 This paper mainly contains the following experiments: 
clustering method validation, comparison between several  
clustering method and several traditional method, personalized 
experimental accuracy and comparisons with mature products. 

4.3 Result of the experiment and analysis 
In order to verify the effectiveness of activity recognition 

model based on clustering algorithm, this paper tries to use K - 
Means algorithm to train data, and uses the cluster result to 
build the classification model. 
Experiments using the k-fold cross validation to verify the 
validity of the classification model, and let k be 5. Firstly, 
cluster the raw data directly without any processing, the 
number of cluster is 10, and the result is shown in table 1. 

Table 1 classification results with raw data  
True 

Predicted Walking Jogging Sitting Standing Upstairs Downstairs Precision 

Walking 1608 679 0 0 733 758 0.4256 
Jogging 632 1009 0 0 103 113 0.5433 
Sitting 0 0 2529 506 0 0 0.8333 
Standing 20 0 511 559 0 0 0.5128 
Upstairs 90 0 0 0 37 23 0.2467 
Downstairs 71 0 0 0 2 14 0.1609 
Recall 0.6642 0.6049 0.8319 0.5249 0.0418 0.0154 — 

The results shows that the classification model based on 
the raw data has a poor performance. Only to "sitting" data 
can be  distinguished out. The clustering results show that 
many different types of data are overlapped together. It cause 
most of the cluster has an evenly distribution, they are mixed 
with several acvitity data. So this paper use the low-pass filter 
to separate the acceleration of gravity, and increase the 
original 3-d data into 9-d, the form is shown as follow: 
 
 

After processing the original data, use the new cluser to 
build the classification model and test it. The reslut is shown 
in table 2. 

Table 2 classification results after data processing 
Tru

e Predicted Walking Jogging Sitting Standing Upstairs Downstairs Precision 

Walking 2301 109 0 0 805 845 0.5681 
Jogging 0 1579 1 0 45 55 0.9398 
Sitting 0 0 2911 121 0 0 0.9601 
Standing 0 0 129 944 36 0 0.8512 
Upstairs 0 0 0 0 0 0 0 
Downstairs 0 0 0 0 0 20 1.0000 
Recall 1.0000 0.9354 0.9573 0.8864 0.0000 0.0220 — 

The result shows that the classification accuracy of 
"jogging", "sit" and "standing" is high, the precision rate and 
recall rate are above 85%, classifier recognition accuracy is 
0.8195. But the classification can't distinguish the "upstairs" 
data and "downstairs" data, they are considered as "walk" data, 
and it causes the reducing of the accuracy. 
Research shows that these considered to be  "walking" data 
which not belong to "walking" have a highest confidence rate 
determined to be "walking", and also have a second and third 
highest confidence rate determined to be "upstaris" and 
"downstairs".   The real indistinguishable data is "upstaris" 
and "downstairs". Since they overlap serious, single cluster 

classifier can't effectively distinguish them. So we merge them 
into one class called "stairs". The experimental results is 
shown in table 3. 

Table 3 experimental results after mergeing the stairs data 
True 

Predicted Walking Jogging Sitting Standing Stairs Precision 

Walking 1899 89 0 0 322 0.8221 
Jogging 0 1583 3 0 35 0.9765 
Sitting 0 0 2914 128 0 0.9579 
Standing 201 0 126 937 36 0.8525 
Stairs 321 0 0 0 1410 0.8145 
Recall 0.7844 0.9468 0.9576 0.8798 0.7820 — 

Table 3 shows that after merging the data, the 
classification accuracy is 0.8740, and for each kind of activity 
the model has a good classification effect. 
     In order to further verify the effectiveness of the clustering 
method, the experiment compare the K - Means, DBSCAN 
and  gaussian mixture model (GMM) three kinds of clustering 
algorithm with SVM, random forest (RF), naive bayesian 
classification (NaiveBayes) three activity recognition 
classification algorithm. And the algorithm parameters are set 
as follows: A. K - Means algorithm: the number of cluster K is 
10, The maximum number of iterations is 2000, the number of 
error threshold value is 10-6, and run 20 times to get  the 
optimal result; B. DBSCAN: the radius is 0.5 and the 
minimum number of a cluster is  50 samples; C.gaussian 
mixture model: the number of gaussian model is 10 and the 
number of iterations is 1000; D. the other three classification 
methods use the WeKa software[14] directly, and use the 
default parameters. Experimental results is shown in table 4-4 
below.  
Table 4 comparation between the clustering method and the 
traditional classification method 
Algorithm Walking Jogging Sitting Standing Stairs All Time 

K-Means 0.8221 0.9765 0.9579 0.8525 0.8145 0.8740 7.03s 

DBSCAN 0.5889 0.6043 0.7785 0.5561 0.4473 0.5229 21.21s 

GMM 0.8007 0.9805 0.9488 0.8339 0.8037 0.8604 44.17s 

SVM 0.9610 0.9743. 0.9640 0.9391 0.4869 0.8536 3.02s 

RF 0.9840 0.9872 0.9593 0.9448 0.8284 0.9443 4.53s 

NaiveBayes 0.8971 0.9340 0.8210 0.7572 0.3041 0.7426 0.12s  

The table 4 shows that the result of the classification by using 
the six algorithms. We can find that the accuracy of them is 
very close, except the DBSCAN cluster model. But the cluster 
classifier is light weight, it only contains some cluster features  
and is not need to save the original data. And the biggest 
advantage of the cluster method is that it can adjust itself 
easily but the traditional classification method can't. 

Although the RF have the best performance, but the cluster 
is the most suitable algorithm.  

Ideally, the project hope to build a general classifier that 
everyone useing it will get a accurate results. But in fact 
everyone's sports movement is very different, so it is nearly 
impossible. The follow experiment is using one person's data 
to train the classifer and use it on others, and the result is 
shown  in table 5. 

Table 5 shows that the model can not have a good 
performance on other users. The third user gets a good result, 
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but other's is poor. Such as the user 9, the overall classification 
accuracy is only 0.4626. Personalization is in conflict with 
applicability, the only way is to let the model adjust itself by 
user's data. The next experiment is using the training set 
composed by all user. Each user's data is as long as 2 
minutes,and the result is shown in table 6 
Table 5 model of personalized classification accuracy results 

User Walking Jogging Sitting Standing Stairs All 

1 0.6335 0.7705 0.5576 0.5535 0.4133 0.5859 
2 0.6773 0.5066 0.7443 0.6991 0.5773 0.6409 
3 0.8223 0.8865 0.9078 0.8559 0.7768 0.8498 
4 0.4633 0.5665. 0.4645 0.5388 0.4970 0.5060 
5 0.5991 0.6977 0.7588 0.6459 0.7557 0.6914 
6 0.6961 0.5359 0.6322 0.6568 0.5057 0.6053 
7 0.7988 0.7447 0.7655 0.7445 0.6227 0.7358 
8 0.8869 0.7366 0.8287 0.7572 0.7781 0.7975 
9 0.4999 0.5339 0.5205 0.4546 0.3041 0.4626 
10 0.3971 0.4340 0.5229 0.6554 0.4472 0.4913 

Table 6 use multiple user data to construct the model 
True 

Predicted 
Walking Jogging Sitting Standing Stairs Precision 

Walking 12488 2226 0 556 2066 0.7204 
Jogging 3237 13043 0 8 1090 0.7505 
Sitting 0 0 14447 2628 0 0.8461 
Standing 701 0 2833 14088 3036 0.6820 
Stairs 854 2011 0 0 11088 0.7947 
Recall 0.72269 0.7548 0.8361 0.8152 0.6417 — 

As the table 6 and table 3 shows, when use the multiple data, 
the result is worse than using one user's data. However, 
compared with the table 6 and 5, the previous is better. 

So the model should be trained by the multiple data at first. 
Although the initial accuracy is not very high, but it will not be 
too low, so it can adjust itself when it is used. If the initial 
accuracy is too low, the adjustment results will be worse. 

5 Conclusions 
This paper explores how to use clustering methods to build 

a learning model and use it for human motion recognition, and 
eventually deploy the model on the android phone. The 
classifier uses the existing data to train the learning model, due 
to personalize reason, the accuracy of the system will be low 
at the start. But over time, the model is adjusting itself every 
time, so the accuracy will increase. 

A large number of studies have shown that, through some 
data processing method, it can make the accuracy of simple 
human activity recognition reach 90%. But it can't be used in 
daily life. The reasons are following: A, the using environment 
is complex; B, personalized problem, the same kind of activity 
belongs to different users have a differect acceleration. C. 
Some actions are inseparable or boundaries are not clear. 

The research results are as follows: 
(1) Prove the effectiveness of using a cluster model to 

classify the human activity. 
(2) Giving a suitable clustering algorithm model updating 

method  on human activity recognition 

The further research is to solve these several problems 
mentioned in this paper. One is how to process the data so that 
it can reflect the ture body acceleration when the phone has a 
slight shaking. The other is to find a better method to solve the 
personalized problem, and find a find a general model that can 
easy fit all ordinary person. 
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Abstract - The purpose of this study was to investigate the 
perceptions, level of knowledge, attitudes, and behaviour of 
nurses at the hospitals in Riyadh and Jeddah city towards 
using electronic medical records. A questionnaire comprised 
of closed and open questions was distributed online to all 
participated MOH’s hospitals in Riyadh and Jeddah’s city. 
This paper will present the results of the study highlighting 
key findings in relation to nurses’ perceptions, knowledge, 
and attitudes to EMR with a view to identifying ways to help 
plan and organise better education and training programs for 
nurses in order to gain their support for enhanced use of 
EMR, thereby contributing to the success of the Ministry of 
Health’s (MOH) e-health project in Saudi Arabia. 

Keywords: E-Health, Electronic Medical Records, Nurses, 
Health Informatics, Hospitals, Saudi Arabia. 

1 Introduction 

        Health care in the Kingdom of Saudi Arabia has been 
developing since 1949, with one such development being the 
move from handwritten records as the method used to store 
medical information to the use of electronic health systems in 
many hospitals and organizations in Saudi Arabia.  Health 
care and medical service in Saudi Arabia are divided into 
three major sectors (1) Ministry of Health, (2) Other 
Governmental agencies such as Teaching Hospitals, 
University Hospitals, Military Hospitals and (3) the private 
Health Care Sector [1]. The Saudi government and the private 
sector in Saudi Arabia have invested heavily to build the 
essential infrastructure required to ensure adequate health care 
is provides for all people [2, 3, 4, 5]. In doing so, they have 
established a high level of health care infrastructure and other 
resources analogous with health care levels in many developed 
countries [6, 7]. However, the use of EMR is often not 
centralized or standardized across hospitals and private health 
organizations, and harmonization between the different health 
care providers and other associated sectors is required [8]. 
Research by Gallagher highlights gaps that require further 
study such as improvements to learning systems and efforts 
made by hospitals to improve the readiness of staff to use 
EMR [5]. Al Sheifi suggests that in order to implement 
successful EMR, the Ministry of Health should give “strong 
support” to female nurses receiving computer training 

including search techniques and data entry skills, in 
preparation for their use of medical records [9].  

Saudi government has given high priority to improve health 
care services at all levels: primary, secondary and tertiary. As 
a result, health care services in Saudi Arabia have improved 
but there still numeral of issues make challenges to the health 
care system, such as barrier, internal and external change, and 
technological, economical and social factors. This paper 
presents the case study survey involved 1428 nurses at MOH’s 
hospitals in Riyadh and Jeddah city in Saudi Arabia to assess 
their view regarding the features of the current system, the 
benefits and barriers of more complete EMR. The findings 
show that there is a strong significant relation between years 
of Prior computer experience and the knowledge or attitude 
toward EMR P-value <0.000. The reason behind the 
significance relationship between level of qualification and 
knowledge or attitude toward EMR is because of the absence 
of proper teaching or modules that depend on EMR to perform 
nurses’ tasks. This point highlights the need for improving the 
healthcare system to make it able to adopt with the 
development in medical recording. 

1.1 Objective 
          Building on a previous pilot study undertaken with 
female nurses in single clinic at Jeddah, the aim of the PhD is 
to investigate more widely and in more depth the perceptions, 
knowledge, and attitudes of nurses at all levels of clinical 
practice toward the use of Electronic Medical Records in 
order to identify the main benefits of, and barriers that affect, 
adoption of EMRs within Riyadh and Jeddah City hospitals. 
The aim of this study to detect the perception, knowledge, and 
attitudes of nurses in Riyadh and Jeddah city toward using 
electronic medical records and how these can be used to build 
future adoption of EMR in Saudi Arabia. 

2 Literature review 
          Nurses as a part of the medical teams in hospitals need 
to be targeted by investigating their perceptions, needs, and 
attitudes toward EMR and by using the information to conduct 
training programs and management initiatives to improve the 
commitment of nurses in the transition toward automated 
medical records. A study conducted at a large Magnet hospital 
in Southwest Florida used the five-item, Likert-type attitude 
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scale to assess 100 nursing personnel preferences, perceptions, 
and attitudes toward using Electronic Health Records; the 
study concluded that most of nurses believed that EHRs 
improved the quality and performance of patients care and 
nurses with expertise in computers, 80%, had positive 
attitudes toward EHRS than nurses with less expertise [10]. 
Another study conducted a survey among nurses to predict 
nurses willingness to participate and use a new electronic 
patient record system (EPRS); its results showed that there 
was an overall positive attitudes toward EPRS and age has a 
significant effect on determination toward the EPRS [11]. 
Whittaker et al., explain that the perceived of EHR usefulness 
was dependent on how the nurse acceptance it. The attitudes 
positive when a nurse perceived the advantages  comparing  
with negative attitudes if a nurse had  lacked on time 
management skills, poor training and technology[12].  
Similarity with study suggested that  to accept technology by  
healthcare professionals  its need to be  perceived as useful 
and has ease of use. Other study found that if a nurse had 
capability to use the IT system nervous tension and workload 
at work reduced.  The study found that there was adiffrent of 
the size of the stress by gender female nurses  reporting less 
stress and more satisfaction with work than the male nurses. 
The  findings showed that nurses were more positive attitude 
and  less nervous when not using IT or eaither internet which 
influnced nervous levels [13].  
  
Other  study was conducted in primary healthcare centres 
(PHC) in Al Ain, United Arab Emirates (UAE) by using  
qualitative study on three focus group interviews among 
physicians using open-ended questions. In this study Focus 
group contained of 7–9 physicians working in PHC as family 
medicine, a mix of males and females of different age groups 
and professional experience. The finding showed a positive 
perception of  physicians who satisfied with EMR about the 
application of the system. Their participants stated that they 
were satisfied with EMR system because it was “fast, easy to 
use, well documented, more precise and provided patient 
engagement tools such as the patient education resources and 
patients’ portal” [14]. 
 In Saudi Arabia, however, there is a lack of information 
regarding the attitudes and perception of nurses toward EMR. 
This might have occurred due to what is described as 
“incomplete, inaccurate, unreliable and not timely” of data 
collection which lead to an ambiguous picture of the potential 
EMR systems in developing countries. One study in Saudi 
Arabia investigated the usefulness of EMR system 
implemented at a teaching hospital in the eastern province of 
Saudi Arabia [15]. The study surveyed 142 physicians in the 
hospital and considered confounding factors such as 
demographic data, physician computer experience. The study 
assessed the satisfaction of the physicians after the 
implementation of the EMR system.  In Norway, more than 
50% of the physicians were dissatisfied especially for those 
who do not have previous knowledge about computers and 
lack typing skills since going to different screens to review 
charts which take longer than reviewing paper records. 

Physicians preferred utilising paper records than utilising the 
system for less than half of the daily job [16]. 
 
3 Theoretical model of user acceptance 
         This study useed the Technology Acceptance Model 
(TAM) to assess the factors that particularly appropriate in the 
Health Information Technology field since it focuses on two 
particular variable assumed to effect the use of  information 
technology. Perceived usefulness is the factor that signified 
the degree that the person trusts the IS  which  will evalute 
them in the performance of their job. Also, Perceived ease of 
use is the second factor that used to show how hard the person 
trusts the planned system would be to use. A review of the 
literature demonstrates few studies in the health information 
field which are used the TAM dealing with a large range of 
information technologies which found that person’s behavioral 
intention is determined by the person’s attitude. The Davis' 
model 1989 version (Figure 1), adopted  to expect and clarify 
users’ “acceptance and rejection” of computer technology 
[17]. 

 
Figuer.1 Technology acceptance model (Davis et al, 1989) 

 
4 Research methods and Hypothesis 
          The researcher choose a mixed methods approach such 
as quantitative and qualitative methods to explore more about 
nurses perception, attitude and knowledge towards the use of 
EMR but this research primarily quantitative as it seek to 
evaluate  the Health Information system between the nurses 
and EMR. It’s let to test and identify the Hypotheses. To 
collect and analyse data the research design is used as a 
guideline to prepare the study [18]. The researcher used 
different technique when collecting the data, for example, 
distribute the questionnaire, interview with the most 
experience senior nurses and focus group with different group 
of nurses such as male female, Saudi and non Saudi, different 
ages to allow test different variable. In addition, after 
reviewed relevant studies, this research proposes three 
external variables: General Information, Professional Factors 
and Organizational Factors. The researcher trusts that the 
proposed external variables moderate the original TAM 
variables. Therefore, the following is null hypothises: 1) NH1: 
perceived ease of use affected negatively on perceived 
usefulness of the use of EMR.2) NH 2: perceived ease of use 
affected negatively on attitude towards the use of EMR.3) 
NH3: perceived usefulness affected negatively on Self 
Efficacy of the use of EMR.4) NH4: perceived ease of use 
affected negatively on Self-Efficacy of the use of EMR.5) 
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NH5: perceived ease of use affected negatively on Perceived 
Behavioural Control of the use of EMR.6) NH6: perceived 
usefulness affected negatively on Perceived Behavioural 
Control of the use of EMR.7) NH7: perceived usefulness 
affected negatively on Sufficient Training of the use of 
EMR.8) NH8: perceived ease of use affected negatively on 
Sufficient Training of the use of EMR. 9) NH9: general 
information affected negatively on attitude towards the use of 
EMR . 

 

Figure 2 : Technology Acceptance Model for this study 

5 Study methods 
      The study was conducted all nurses at the MOH’s 
hospitals in Riyadh and Jeddah’s City.  Questionnaires were 
used as the primary research methodology in this study. The 
questionnaire used in this study was modified from the 
original David’s measurement scales used in TAM and from 
other literatures by changing some wording and validation to 
fit the context of the use of EMR to make sure content 
validity. The questionnaire was written in both English and 
Arabic to take into account nurses’ nationality and academic 
backgrounds. SPSS statically was applied to assess group 
differences across different variables. Participants – nurses at 
the MOH’s hospitals in Riyadh and Jeddah’s City – were 
asked closed questions about EMRs as well as being 
encouraged to write about their knowledge, perceptions and 
attitudes towards the use of EMR through three open-ended 
questions. The researcher designed a questionnaire 64-item. 
The questionnaire divided in to seven parts. The first section 
included questions about general information for nurse such as 
Age, Nationality, Gender, years of practicing nursing numbers 
of a years from “1 – 4” to “15 or more” and highest level of 
educational such as Licensed practical Nurse, Associates 
degree in Nursing, Bachelor of Science in Nursing, Master of 

Science in Nursing, Master of Science Non- Nursing, 
Doctorate Nursing and Doctorate Non-Nursing. The second 
section contained questions about computer literacy such as 
comfort with technology using a 5-point Likert scale ranging 
from “very uncomfortable” to “very comfortable”, having 
personal computer or laptop, having computer in their office, 
spending time on using computer, having computer skills 
using “Yes” and “No” options and years of Prior computer 
experience numbers of a years from “1 – 4” to “15 or more”. 
The third section included questions about nurses ‘knowledge 
and perceptions of EMR contained a table of their perceptions 
regarding statements about EMR. These statements are: Paper-
based are more credible than EMR, EMR require special 
training, EMR add a burden to nurses workloads, EMR are 
worth the time and effort required to use them, EMR will 
decrease productivity, EMR enable  services such as access 
structured historic patient information to be efficiently 
provided, EMR mean that requested records are always 
available, EMR mean that requested records are delivered 
promptly, EMR improve communication between medical and 
nursing staff in hospitals, EMR enable medical staff to be 
cooperative and responsive to patients needs, There are 
concerns with the confidentiality of EMR, Staff is highly 
trained and knowledgeable about EMR, EMR documents/files 
are complete and well-organized, The format of EMR is 
highly acceptable, EMR documents are available in a timely 
manner to all authorized users, There are currently issues with 
EMR meeting international standards, EMR are Properly 
arranged, EMR works to reduce human errors, EMR improve 
patient safety and quality of care, EMR work well in practice, 
EMR works to facilitate the completion of the work, EMR 
assist patient data entry, EMR enable access to medical 
records from different places in the hospital, EMR assist 
medical staff to make the right decision in the care of patients, 
The use of EMR may lead to the loss of patient information 
because of technical errors. EMR will help in building a 
database of national health care using a 5-point Likert scale 
ranging from “strongly agree” to “strongly disagree”. 

 The forth section contained questions about using EMR such 
as percentage of time spend when dealing with patient records 
at work using from “0%”, “75-100%”, recording and 
accessing clinical documentation using 100% as paper based 
records, 100% as Electronic Medical Records, Mostly paper 
based records, Mostly EMR, Approximately 50:50 paper 
based records and EMR and switch from paper=based records 
to EMR has been a positive experience overall using “Yes” 
and “No” options. The fifth section contained questions about 
nurses’ satisfaction with EMR such as system provide the 
precise information, the information content meet their needs, 
provide sufficient information, the output is presented in a 
useful format, the information clear, easy to use, get the 
information on time and  provide up-to-date information using 
a 4-point Likert scale ranging from “Never” to “Always” and 
their satisfaction with EMR in their department using a 5-point 
Likert scale ranging from “excellent” to “poor.” EMR make it 
easier to review patients’ problems, EMR make it easier to 
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find specific information from patient records and EMR can 
produce data reviews for specific patient groups, e.g. 
complication rate, diagnoses using “Yes” and “No” options.  
Select the problems that you have had with EMR use such as 
Downtime, Limits communication with other health care team 
members, Decrease amount of time spent with patient, 
Accessibility to computers, Accessibility of patient 
information, Speed of Log-in, No problems noted, Other. The 
sixth section included questions about global assessment about 
EMR in their department such as the performance of 
department, the performance of own tasks and  the quality of 
the department using 7-point Likert scale ranging from 
“difficult” to “easier”. The seventh section included questions 
about using EMR such as the ability to use EMR, EMR received 
any training in the use of EMR using “Yes” and “No” options, 
training received and for how long, ranking factors that might 
help to adapt with a new EMR in a hospital according to their 
importance to them. These factors are “training courses 
outside the hospital”, “training courses inside the hospital”, 
“and colleagues at the hospitals”, “personal experience, 
other”. The final items (62, 63, 64) was open-ended questions 
inviting a written response about the barriers and the benefits 
for applying effective EMR in hospitals and any issues the 
nurses felt were not adequately addressed by the 
questionnaire. 

5.1    Demographics of Study Population  
             The reason to carried out this study to investigate 
nurses perceptions, knowledges, attitudes about the EMR 
system. The researcher contacted MOH’s hospitals regarding 
to fill in the questionnaire and 21 Health care professionals 
responded (table 1). Some of participants have different 
backgrounds which are Religion, Geography and Art 
graduates with Licensed practical Nurse. The highst of them 
qualified Bachelor of Science in Nursing and only one 
Doctorate Non-Nursing. 

Table :1 Data resourses used in this research 

 
 
5.2     Participants 
          The participants in this study were 1428  nurses from 
different hospitals and diffeent departments who willingly  
participated in the online survey +12 nurses willingly 
participated in the interviews and focus groups  in Riyadh and 

Jeddah city. All participants in this study were member of 
private and public hospital  working MOH, who suitable for 
the purpose and context of this study. 
5.3    Instrumentation 
         The research instrument consists of seven main sections. 
The first section includes a nominal scale to classify 
particepants’ demographic information. The second section 
containes computer Literacy such as skills and computer 
experience. The third and fourth section uses 5-point Likert 
scale where 5: Strongly disagree, 4: disagree, 3: don’t know, 
2: agree, 1: Strongly agree. The fifth section includes the use 
of  EMR. The sixth section includes the overall Satisfaction of 
EMR. Finally, The seventh section includes training recived 
with EMR. The last sex sections includes TAM constructs. 
 
 5.4     Demographic characteristics  
               This section of the questioner defines particepantes’ 
demographic characteristics. It includes 5 items such as age, 
gender, nationality, years of  practicing nursing and  highest 
level of qualification (table 2).  

Table 2 : Questionnaire section1 
Section 1: General information (GI) 

 
1- Age : 
  □ 20-30 yrs          □ 31-40 yrs        □ 41-50 yrs    □ > 50 yrs 
 
2- Nationality:                   □ Saudi                    □ Non Saudi   
 
3- Gender:                       □ Male                     □ Female  
4- How many years do you practicing nursing? 

□ 1-4 yrs 

□ 5-9 yrs 

□ 10-14 yrs 

□ <15 yrs 
 5- Which of the following indicates your highest level of qualification 
preparation? 

□ Licensed practical Nurse. 

□ Associates degree in Nursing. 

□ Bachelor of Science in Nursing. 

□ Master of Science in Nursing. 

□ Master of Science Non- Nursing. 

□ Doctorate Nursing. 

□ Doctorate Non-Nursing. 

 
5.5        Measuring TAM constructs 
              The second, third, fourth, fifth, fixth and feventh 
sections of the survey (Table3), as mentioned  in the 
questionnaire design above, measures TAM constructs ulitised 
in this study. As shown in table 3, there are 59 items measured 
in accordance with the current study’s research model. The 
measured items include Self-Efficacy (SE) (6 items),  
perceived ease of use (PEOU) (17items),perceived 
usefulness(PU) (16 items), attitude toward usage(ATU) (3 
items), Perceived Behavioural Control (PBC) (14 items), and 
Sufficient Training as an external factor (ST) (3items).   
 
Table 3 : Questionnaire sections 2, 3, 4, 5,6 and 7 
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6 Data analysis and results  
6.1   Demographics 
 The majority of participants were between 20 and 30 
years, with 25.56% from 31 to 40, 24.39% from 41 to 50, and 
11.69% above 50. The female participants were almost more 
than male in term of gender, with 246 (17.23%) males and 
1182 (82.77%) females. Saudi-nationality nurses the highest 
response rate, at 79.55%.The majority of participants 
practicing nursing were have 5-9 years, with 29.48% from 10-
14 years, 16.39% from 1-4 years and with a low minority 
(13.80%) above 50. The majority of participants were have 
BS in nursing in term of highest level of qualification, with 
36.83% have LP nurses, 11.55% have MS non nursing, 2.73% 
have Associates degree in nursing, 2.38% have MS in nursing, 
1.12% have Doctorate nursing and with a low minority 
(0.07%) have Doctorate non nursing.( see table 4). 

Table 4: Respondents’ demographics information 

 

 6.2    Validity and reliability 
             The reliability is important for the researcher which 
protects his data and subject from repeat it by other study.  

Int'l Conf. Health Informatics and Medical Systems | HIMS'16  | 49

ISBN: 1-60132-437-5, CSREA Press ©



The reliability is an ability of the research creates consistent 
results (Sarantakos 1998). 

Table 5: Instrument reliability Cronbach alpha 

 
 
The overall Cronbach’s alpha reliability of the questionnaire 
items is 0. 754 (see table 5) and this value coefficient is 
considered as a high and acceptable. All measures for PU and 
PEOU in this study show a high level of reliability, ranging 
from 0.750 to 0.978. All Cronbach Alpha value > 0.70, and 
therefore the survey is considered reliable.  Moreover, some of 
respondents were had plenty of knowledge and computer 
experience to respond to the entire questionnaire items. In this 
study, the reliability assessment was done using Statistical 
Package for Social Sciences (SPSS) version 21. As presented 
on table 6, there is a strong significant relationship between 
the perceived ease of use and perceived usefulness of the use 
of EMR .P-value = 0.000, NH1 is rejected. 

 
Table: 6 PEOU and PU correlations 

 
As presented on table 7,8 there is a strong significant 
relationship between the perceived ease of use, perceived 
usefulness and attitude towards the use of EMR .P-value = 
0.000, NH2 and NH3 are rejected. 
 
Table: 7 PEOU and ATU correlations 

 
 
Table: 8 PU and ATU correlations 

a: The value is negative due to a negative average covariance among  items. 
This violates reliability mel assumptions.  

As presented on table 9,10 there is a strong significant 
relationship between the perceived usefulness, perceived ease 
of use and Self-Efficacy of the use of EMR .P-value = 0.000, 
NH4 and NH5are rejected. 

Table: 9 PU and SE correlations 

 
 

Table: 10 PEOU and SE correlations 

 
As presented on table 11, 12 there is a strong significant 
relationship between the perceived ease of use, perceived 
usefulness and Perceived Behavioural Control of the use of 
EMR .P-value = 0.000, NH6 and NH7are rejected. 

 
Table: 11 PEOU and PBC correlations 

 
 

Table: 12 PU and PBC correlations 

 
As presented on table 13,14 there is a strong significant 
relationship between perceived usefulness, perceived ease of 
use and Sufficient Training of the use of EMR .P-value = 
0.000, NH8 is rejected. 

Table: 13 PU and ST correlations 

 
 

Table: 14 PEOU and ST correlations 
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As presented on table 15, there is a strong significant 
relationship between general information and attitude towards 
the use of EMR .P-value = 0.000, NH9 is rejected. 
 

Table: 15 GI and ATU correlations 

 

7 Conclusions 
       The findings show that there is a significant relation 
between ages, gender, nationality and the level of the 
qualification, and the knowledge or attitude towards EMR, 
although there is a significant relationship between gender, 
nationality, the level of the qualification and the nurses’ work 
experience to use EMR. Most of the views asked for better 
qualifications in the area of EMR and health information 
systems in general. These statements need to be considered in 
the national processes of change towards e-health. Other 
barriers or concerns in relation to EMRs were linked to 
technical, financial and workload issues. The results from this 
study will helped other study investigating the perceptions of 
EMR and barrier to its uptake in both male and female nurses 
at all stages in their careers. 
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Abstract— Bipolar Disorder affects approx. 5.7 million adult 
Americans(NIHM). It is the 6th leading cause of disability in 
the world(WHO) driving a need of constant monitoring. 
Bipolar Depression, one of the expressions of Bipolar 
Disorder is a chronic mental illness that can prove harmful if 
not monitored and treated early. Early detection is the key to 
the prevention of adverse consequences of a bipolar episode 
that can in an extreme situation lead to suicidal attempts. 
With the wide use of mobile devices, there is a great potential 
to harness the power of size, mobility, convenience, cost 
efficiency and easy access to efficiently augment and 
complement the management of chronic illnesses such as 
Bipolar Depression [3]. 
    This study proposes a wireless solution to monitor bipolar 
depression. The solution involves the use of wearable wireless 
sensor to track the patient vitals – such as heart rate, in 
addition to sleep, mood patterns and medication to identify 
the prodrome to predict a bipolar episode. 
 
Keywords – bipolar depression, health informatics, wireless solution 
to bipolar depression 
 

1� Introduction 
 Bipolar Disorder affects approximately 5.7 million 

adult Americans every year or about 2.6% of the U.S. 
population age 18 and older every year. The median age of 
onset for bipolar disorder is 25 years, although the illness can 
start in early childhood or as late as the 40's and 50's. An 
equal number of men and women develop bipolar illness and 
it is found in all ages, races, ethnic groups and social classes 

More than two-thirds of people with bipolar disorder have 
at least one close relative with the illness or with unipolar 
major depression, indicating that the disease has a heritable 
component [4].  

 Although only 1% of the population in the United 
States reported Bipolar Disorder (BPD) in a study that 
replicated the National Comorbidity Survey, this illness can 
lead to grim outcomes such as suicide and other consequences 
such as heart disease and diabetes. The threshold criteria to 
diagnose BPD are necessary and in it’s absence can lead to 
hospitalizations, increased healthcare costs and associated 
medical conditions that can result due to untreated BPD.  The 

most premature deaths from suicide are caused due to BPD. 
There is an observed increase in healthcare costs due to manic 
and depressive episodes. Bipolar disorder can present itself in 
many forms including mania, which can last for as long as a 
week or more; hypomania, which can last as long as four or 
more weeks; and major depressive episode (MDE). Some 
consistent socio demographic correlations can be observed 
across the BPD spectrum such as – an inverse correlation to 
age, education level, previous marital status, and employment 
status; and no correlation to age, ethnicity, race and family 
income [1].  

1.1�Bipolar Disorder 
 Depression is a chronic mental illness experienced by 

numerous individuals, irrespective of age, sex, caste, and 
creed. It is one of the most common prevalent mental illnesses 
where an individual experiences sadness, dullness, anger and 
frustration for a longer period of time.  
 

Various types of Depression are listed below: 
•� Bipolar Depression - a type of bipolar disorder is a 

mental condition where an individual experience 
episodes of extreme melancholy even leading to a 
heightened desire to commit suicide. 

•� Postpartum Depression is most common among 
pregnant women characterized by a state of shock after 
childbirth. Women under extreme stress are more prone 
to this type of depression. 

•� Seasonal Depression can be triggered by changes in 
weather, especially during long winters where the lack 
of sunlight can activate a depression episode.  

•� Premenstrual Dysphoric Disorder is experienced by 
women during their menstruation cycles, which is 
characterized by frustration and edginess before the 
onset of their menstruation, also known as premenstrual 
syndrome. Prolonged symptoms can be indicative of 
premenstrual dysphoric disorder. 

 Bipolar Depression patients may get rush of feelings, 
known as the episode where they can either harm themselves 
or people around them.  
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1.2�Need for Treatment That Involves 
Technology 

 Treatment is common among 80% of the patients 
suffering from lifetime BPD. Of these some are treated by 
psychiatrists while others are treated by medical professionals 
that are not psychiatrists. Approximately 45% of the patients 
who are receiving treatment from psychiatrists receive the 
appropriate treatment while only 9% of the patients treated by 
non-psychiatrist professionals receive appropriate treatment. 
There is a clear lack in treatment by psychiatrists. To reduce 
healthcare costs health institutes are moving towards the 
employment of non specialized processionals[1]. Mobile 
interventions have been used to provide psychoeducation [12] 
and adscititious support to treatment by augmenting the reach 
of therapy [2].  
  

1.3�Mobile Interventions to Enhance the Care of 
Patients Suffering from BPD 

 The Mobile Health Worker Project study revealed 
five key benefits of the application of mobile technology to 
improve the healthcare delivery – i) the healthcare 
professionals were found to benefit from mobile technology; 
ii) the patient data could be shared and viewed by clinicians at 
multiple clinical services; iii) the time spent with patients 
could be improved by much as 104%; iv) there was a 
reduction in the duplication of data by 92%; and v) the 
number of no access visits were reduced by 50%. This and 
other studies provide evidence that the mobile interventions 
have a potential to improve healthcare delivery and practice 
[5]. In addition the management of behavioral risk factors and 
education of chronic health conditions can potentially improve 
healthcare management. 70% of deaths are caused due to 
some chronic health condition, while 75% of healthcare costs 
can be attributed to the management of chronic illnesses. 
Mobile technology can not only extend the reach of the 
management of chronic diseases such as heart, cancer and 
lung but also BPD and the result of self monitoring and 
management can bring more awareness and education of 
symptom management and prevention [6]. The efficient use of 
mobile technology can help manage prevent and extend the 
reach of therapy in patients with mental illnesses. Although 
the mobile technology cannot replace the face-to-face therapy, 
it can certainly augment cognitive behavioral therapy and 
improve self- management of mental illness. Mobile phones 
not only increase access to care but increase supervision and 
surveillance and the monitoring of health outcomes [7]. 

1.4�Behavioral Science and it’s Role in 
Enhancing BPD Management 

 Behavioral science research has emphasized the 
understanding of human health behavior and how technology 
can be leveraged to improve health. Mobile technology plays 
an important role due to its ease of accessibility and 
availability in understanding health behavior and 

implementing mobile interventions to alter this behavior to 
impact public health [8]. The integration of behavioral science 
and technologies such as mobile devices, wearable sensors, 
and the ability to bring access to therapeutic support has the 
potential to better manage mental health by developing 
systematic structures and effective evidence based algorithms 
[11]. 

1.5�Challenges of Mobile Interventions in Mental 
Care Management 

 Although mobile technology has the potential to aid 
in the management, acre and prevention of mental illnesses, it 
also poses many challenges such as ethical use of the 
technology, the implementation of proper therapy algorithms, 
and the advise and guidance of qualified professionals from 
the field of psychology [7]. 

 Another challenge is that the mobile interventions 
have not been evaluated by means clinical trials. There is a 
lack of research on the effectiveness of the mobile 
interventions. There is clearly a need to understand health 
behavior and it’s impact on health, especially mental health 
concerns including BPD [8][ 9]. In the process of mental 
health reform, mobile solutions for the assessment, prevention 
and treatment are emerging. The challenge is to ensure that 
the population served by the mobile technologies have 
sufficient access, are engaged and most importantly benefit 
from these technologies [9]. 
 
2� Framework with Emphasis on Structure and 

Function in BPD 
 The advocates, promoters and supporters of mental 

health reform encourage collaborative investigative practices 
that would make mobile mental health solutions a reality. In 
order to accomplish this the mobile solutions should be 
grounded in interdisciplinary evidence based research from 
psychology, computer science, public health and engineering. 
This practical and accessible solution should be founded on a 
conceptual framework that emphasis structure and function of 
the mobile intervention. The structure component would 
involve the delivery mechanism with the ability to reach 
various age groups, from children through adulthood and 
geriatrics. In this sense the mobile solution appears to be one 
of the most viable and sustainable solution due to its ability to 
extend and make therapy accessible. In terms of functionality 
various tools were explored that proposed mental health 
assessment and treatment and the problems from a 
psychological perspective were studied to propose a 
codependency on sleep patterns, mood, heart rate and BPD. 
The function component of this proposed solution is based on 
research that identifies lack of sleep, mood and heart rate as 
variables that are affected by each other and can potentially 
lead to a BPD episode [9] [10][11]. Lack of sleep can lead to 
changes in mood and vice versa, changes in mood can lead to 
lack of sleep, with both sleep and mood playing a major role 
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in the onset of BPD [10][12]. The proposed conceptual 
framework can be seen in Fig 1. 

 
Fig 1. Conceptual Framework for BPD [10] 

 

2.1�Mood Spectrum 

 The mood swing element is derived from the mood 
spectrum as seen in Fig 2. The state of depression 
increasing from left to right in this figure, with Unipolar 
being the least complex form of depression and the 
Bipolar I being the most complex with manic episodes. 
Depression can be either genetic/chemical in nature or 
situational, for example death of a loved one [12].  

 

 
Fig 2. Mood Spectrum [12] 

 
3� Methods 

 A study conducted by [2] evaluated the quality and 
applicability of existing mobile solutions to the management 
of BPD. Of the apps evaluated 36% were informational apps 
that provided information on BPD, 15% provided guidelines 
to best practices, the rest offered tools for symptom 
monitoring, assessment, screening and community support. 
This study identified some features and capabilities that the 
existing apps were lacking. Some of the shortfalls of the 
existing apps are as follows: 

•� Privacy and security was not addresses appropriately 
•� Important factors such as medication management was 

not taken into consideration in the symptom 
management as medication compliance can play an 
important role in BPD 

•� Another important factor that was ignored was the sleep 
patterns 

•� The lack of citation of the resources 
•� And the insufficient use of the validated screening 

measures [2]. 

 The solution proposed in this paper takes into 
consideration all of the above concerns and addresses them 
individually and incorporates them in the proposed 
framework.  

Patients who suffer from bipolar depression lack sleep and 
this in turn can lead into mood swings leading to bipolar 
depression. Medication compliance can positively or 
negatively impact the occurrence of a BPD episode. Non-
compliance of prescribed medication and therapy in a timely 
and accurate manner is a major cause for the triggering of 
BPD. 

3.1�Technological Structure and Platform 
Based on the Conceptual Model 

 The app proposed to predict the prodrome for BPD is 
built on the iOS platform with Objective-C as the langue for 
programming with Xcode as the integrated development 
environment.  The Basis Peak sensors for the heart rate and 
the sleep are employed to gather the sleep and heart rate via 
Bluetooth. The app is designed to read the data from the 
sensors and store it in real time with a time stamp using the 
Bluetooth manager framework in the iOS platform. 
 

3.2�Technological Functions Based on the 
Conceptual Model 

 An app is proposed as a solution for tracking and 
monitoring the bipolar depression. A wearable wrist sensor 
that tracks sleep and heart rate is employed to monitor sleep 
patters. The mood can be tracked by the app as a self-
reporting tool. This app has the following components  

•� Mood tracker – the mood tracker prompts the user for 
the mood. The user will enter the mood by clicking on 
the face emoji that represents their mood. This 
algorithm is based on the mood spectrum described in 
the previous section. The self reported mood data 
gathered by the app will be saved and analyzed along 
with numerous other patients mood data to better 
understand the role of mood in BPD and other mental 
illnesses.  

•� Sleep tracker – The sleep data is acquired from a 
wearable sleep-tracking sensor. The real time data is 
decrypted and stored to be processed and analyzed 
independently to understand sleep and make evidence 
based recommendations based on the sleep data 
collected from multiple patients. The same data is also 
processed in conjunction with the mood data to not only 
better understand BPD but also predict the onset of a 
BPD episode. 

•� Heart rate tracker – There is evidence that the heart rate 
is a physiological measure of stress and illness severity. 
The heart rate was more constricted among patients 
with increased illness severity. Hence there can be a 
correlation between illness severity, heart rate and BPD. 
The heart rate of a person suffering from bipolar 

BPD 

g

B

Sleep  
Sensor 

Mood 
Self-
report 

Heart rate 
Sensor 
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depression varies considerably. The wearable sensor 
that can track the heart rate is employed to acquire real 
time heart rate and processed independently and in 
correlation with the mood and sleep data with respect to 
BPD. This data can be further used to make evidence-
based recommendations to patients suffering from BPD 
[14][17][18]. 

•� Medication manager – This part of the app verifies 
medication compliance to the prescription in addition to 
providing notifications and reminders to take 
medications. One of the major problems with chronic 
illnesses is medication non-compliance. Medication 
compliance is critical in the prevention of BPD episodes 
[15] [16]. 

•� HIPAA compliance of privacy and security – 
Management of the data according to the HIPAA law is 
an essential component of this app. 

•� Psycheducation component – This is another 
componenet built into the app to provide information on 
BPD. It is critical for patients to understand the 
prodrome for the BPD and psychological interventions 
such as the psycheducation can help the patient identify 
their prodrome before the onset of the episode and take 
precautionary preventive measures to avoid an 
episode[12][16] 

•� Data Collection for evidence based practice. The data 
from the app will consist of self-reported mood data and 
the medication compliance data. This data along with 
the data from the sensor that tracks sleep and the heart 
rate is collected and stored in the cloud to be analyzed 
to generate future recommendations to patients based o 
the evidence gathered from this data. 

•� Health behavior management – Involves monitoring of 
sleep patterns and making recommendations to realize 
and management it to develop healthy sleep habits is 
essential for the mental well being. Clinicians can make 
recommendations to change sleep behavior based on the 
recorded sleep data. 

 The sensors data is acquired through Bluetooth 
technology and corroborated with the mood to predict a 
bipolar episode. 

3.3 Research Question and Hypothesis  
 Research Question: There exists an algorithm that 

combines sleep, mood and heart rate that can be detected 
using mobile technology to predict BPD. 
 
The hypothesis are: 

�� H1: sleep does have a direct impact on the onset of 
BPD 

�� H2: mood changes have a direct impact on the onset of 
BPD 

�� H3: sudden changes in heart rate can help determine the 
onset of BPD 

�� H4: The data analysis of the sleep, mood and heart rate 
can produce significant recommendations evidence 
based practice. 

The algorithm for the bipolar depression app is shown in 
fig 3. 
 

 

Fig 3 – Algorithm for the detection of BPD episode 

 
The screen shots for the app are shown in figs 4,5,6,7.�

              
Fig 4                      Fig 5 

 

              
Fig 6                    Fig 7 

 

Int'l Conf. Health Informatics and Medical Systems | HIMS'16  | 55

ISBN: 1-60132-437-5, CSREA Press ©



  

4� Discussions 
 A proposal was developed to monitor bipolar 

depression episodes using wireless mobile technology. Sleep 
patterns, mood swings and physiological elements such as 
heart rate can be used to predict the onset of an episode of 
bipolar depression. Early intervention can alleviate the 
episode of BPD. Use of wireless technology can help the 
patient from harming themselves or people around them. 
Mobile devices has become the device of communication in 
most households, with 25-29% of households relying on 
mobile devices solely as a means of communication instead of 
the land lines [21].  The mobile device with the wearable 
sensors utilize an app that is designed to take the input from 
human on the mood and read the sleep pattern from the 
wearable sensor and finally take into consideration a 
physiological vital such as the heart rate. This data will be 
stored in the cloud and analyzed to find patterns that would 
help develop an algorithm to predict the prodrome for a 
bipolar episode. The algorithm in figure 3 depicts the path of 
the app in predicting the prodrome for BPD. The purpose of 
this app is prevent the onset of new episodes by warning the 
person and suggesting behavior changes to prevent the 
episode from occurring. Inaddition data collected from 
numerous patients can be corroborated to predict patterns 
based on which the clinicians can make recommendations to 
patients- practicing evidence based decision-making. 

The app has the following features: 

1. Educational component  
2. Self-reporting mood tracker – Fig 7 
3. Wireless wearable sensor that monitors and tracks sleep 

–Fig 5  
4. Wireless wearable sensor that monitors heart rate tracker 

– Fig 6 
5. Medication manager 

4.1 Outcomes  
•� Proposal to develop mobile intervention to provide 

psych education and offer adscititious . 
•� A framework based on sleep patterns, mood swings, 

heart rate, and medication compliance is proposed. 
•� The proposed solution attempts to predict a bipolar 

episode which can be treated immediately 
•� Immediate treatment has a potential to reduction in 

hospitalizations, healthcare costs, and most importantly 
premature death due to suicide. 
 

5� Conclusions 
 The framework for a wireless solution that uses 

sensors to monitor and identify a prodrome to predict bipolar 
depression is proposed. The iOS platform is employed with 
Objective-C as the primary programming language with 
Xcode as the integrated development environment. Based on 
the evaluation of existing mobile solutions for BPD a solution 
that uses sensors and Bluetooth technology is proposed. This 

evidence based conceptual framework resulted from the 
integration of mobile devices, wearable sensors, the need to 
bring access to therapeutic support and behavioral science to 
better manage mental health by developing an effective 
evidence based algorithm [10][11]. The heart rate and the 
sleep sensor are employed to track the sleep and heart rate. 
This sensor data is acquired via Bluetooth and stored in the 
cloud along with the self reported data from the mood tracker 
app. 

 There are many benefits to the use of smart mobile 
devices to manage mental illnesses such as BPD. Of the many 
benefits some can be identified as an improvement in the 
physician-patient communication, increased therapeutic reach, 
accessibility, symptom assessment, psycheducation, resource 
locator, a formalized system to track treatment progression 
and the ability to practice evidence based health 
recommendations [20]. Studies have found mobile 
intervention to improve the delivery of psychotherapy and 
behavioral interventions. Hence this app can augment the 
current therapy for BPD, overcome barriers and enhance the 
clinical practices [13][19]. 

 Some of the challenges associated with the use of 
technological solutions to enhance care are cost, usability, 
network bandwidth, accessibility, battery power issues, 
limited resources  due to the mobile platform and privacy 
issues. The mobile solution we propose has been developed 
taking all of these considerations into account and to 
maximize it’s use and efficiency while maintaining security 
and privacy not sacrificing any computation power due to the 
low resources of the mobile app. Some of these hurdles have 
been overcome by the use of cloud as a platform for storage 
and data analysis[21]. 
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Abstract— Flexibility and change at both design- and run-
time are fast becoming the Rule rather than the Exception
in disease surveillance processes. This is attributed to the
diversity in public health threats, to continuous advances in
domain knowledge, the increase in expert knowledge, and the
diverse and heterogeneous nature of contextual variables.
Disease surveillance is one such processes and it is charac-
terized by collaborative work and decision making between
users with heterogeneous profiles on processes designed on-
the-fly. A model for disease surveillance processes should
thus natively support flexible workflow design and enactment
as well as human interactions. We show in this paper how
the Active Workspaces model proposed by Badouel et al. for
distributed collaborative systems provides this support.

Keywords: Disease Surveillance, Business Process Modeling,

Collaborative Systems, Active-Workspaces

1. Introduction
For over twenty years, public health information systems

have prospered in all medical areas and activities, in line with

the advances in health informatics and related technologies.

These systems are identified by the American Medical Infor-

matics Association (AMIA) as belonging to Public Health

Informatics (PHI), a specific subdomain of Health Informat-

ics, defined as "the systematic application of information and

computer science and technology to public health practice,

research, and learning [23]. The scope of PHI was described

as "the conceptualization, design, development, deployment,

refinement, maintenance, and evaluation of communication,

surveillance, information, and learning systems relevant to

public health." A recent article in the AMIA yearbook of

medical informatics [27] introduces a review of English-

language PHI publications in Medline (2012-2014), in which

authors propose main essential services such as monitoring

health, supporting diagnosis, investigating outbreaks, and

evaluating systems. The systems providing these services

could be considered as decision support systems since it

uses data, documents, knowledge and/or models to identify

and solve problems and make decisions.

Concerning syndromic surveillance, defined as the contin-

uous monitoring of public health-related information sources

for early detection of adverse disease events, numerous early

warning systems are currently used by experts belonging

to international, national or local public health institutions.

This decreases the response delays, improves effectiveness,

and reduces the health impact of the outbreak. According to

Chaudet et al. [26][17], outbreak identification and confir-

mation are managed by epidemiologists during "situation di-

agnosis," which consists in validating (or revoking) an alarm

(signal identified as aberrant or abnormal) and transforming

it into an alert (real characterized outbreak), then proposing

initial countermeasures.
In health domains, known for their complexity and un-

certainty, carrying out situation diagnosis implies complex

decision-making processes and involves a wide range of in-

terrelated human, biological and/or environmental activities.

A disease surveillance network is thus a socio-technical sys-

tem which associates geographically distant medical stake-

holders (up to a few thousand people in different specialties)

with dedicated systems and technical tools (telephone, satel-

lite, digital documentation, . . . ) collaborating to detect and

manage outbreaks [28]. More so, disease surveillance is a

semi-structured [16] process which entails that only high

level tasks can be clearly defined prior to process execution

since most of the activities are discovered at runtime as data

becomes available. This increases the complexity as users

have to design and run the process-workflow on-the-fly.
Such a system in which users collaborate and share

information intensively over a process model defined on-the-

fly is termed a dynamic knowledge intensive system [2][11].

The modelling objective in such systems is not to completely

automate the processes and their orchestrations but to pro-

vide users with expressive tools to permit them flexibly and

efficiently create and run processes while making optimal

use of the resources at their disposal. These tools can be

grouped into four main categories:

1) Tools for Real-time Iterative Workflow Construc-
tion and Orchestration: As mentioned above, situ-

ation diagnoses for instance which is a major phase
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in the syndromic surveillance process is an expert

activity[17][26]. This means that the decisions and

actions to be taken are determined by the expert usu-

ally based on incomplete non-pathogenic data. Thus

the activity though standardised but remains highly

unpredictable.

2) Tools for User-Interactions: Disease surveillance is

a distributed collaborative activity (spatial and tem-

poral) involving several stakeholders with diverse

profiles[29][28]. These stakeholders interact (asyn-

chronously) in myriad ways to find solutions to ques-

tions raised during disease surveillance[28].

3) Tools for managing Exceptions and Uncertainty:
Disease surveillance data is usually described as being

incomplete, non-pathogenic, and biased [17]. These

are sources of uncertainty and inconclusive decision

making. This uncertainty is even accentuated when

attempts are made to predict future disease incidences.

[30] presents uncertainty as one of the cross-cutting

issues that all disease surveillance systems need to

address.

4) Tools to support Decision Making: The main

objective of monitoring diseases is to facilitate

decision making and take timely action against

public health threats[8][31][32]. In [31], PHI decision

support is defined as the process of bringing relevant

knowledge to bear to aid decisions involving the

health and wellbeing of a population through the use

of electronic information. Providing decision support

is thus mandatory in all PHI information systems.

In this paper, we present an informal description of the

Active-Workspaces model [1], a distributed, user-centric, and

data-driven business process model built on guarded attribute

grammars. Though the Active Workspaces model can be

easily extended to address all of the four tools above, we

limit this paper to showing how it provides support for Tools

1 and 2.

The rest of the paper is organized thus: section 2, presents

related works in disease surveillance process modeling and

business process modeling tools; section 3 presents an il-

lustrative scenario; Sections 4 and 5 respectively elucidate

the Active-Workspaces model with its user-centered col-

laborative constructs, and how the workspace can evolve.

Conclusions and future works are stated in section 6.

2. Related Work
Research in public health informatics and disease surveil-

lance in particular has focused on identifying trends/patterns

in diseases, potentially viable data variables and sources,

and developing novel methods of collecting, aggregating,

analysing, and interpreting surveillance information. Little

has been done to capture the activities, data, decision, and

collaboration schemes that are involved in disease surveil-

lance. In [6], [5], [19] and [8] high-level steps are presented

with sample activities that can be carried out at each of

them. They go further to characterise the environments (pre-

conditions) that favour the application of each of these

activities. These pre-conditions only become satisfied at

run-time thus supporting our argument for iterative process

design and execution.

Futhermore, business process modelling use cases have

evolved so far from models that stress on the control

and coordination of tasks using state-based formalisms like

automata and petri-nets [18][21][14][20][13][10], through

data-centric approaches [22][25][4] that use data to dictate

the orchestration of activities in a business process, to artifact

centric workflows [7][3][24][15] that combine data and

activities in one whole (artifacts) and use state-based [24] or

declarative [3] [7][15] constructs to guide the evolution of

these artifacts in a business process. These techniques how-

ever are adapted for structured-domains since they lack the

required flexibility needed in disease surveillance processes

and place users in the external environment.

3. Illustrative Scenario
We describe below scenarios in syndromic surveillance to

better motivate the work presented in this paper.

Several users participate in this scenario: clinicians, biol-

ogists, epidemiologists, and pharmacists. We suppose that

an Influenza outbreak alarm has just been raised and an

epidemiologist assigned to investigate the alarm. We recall

that the investigation process aims at confirming the alarm

into an alert or revoking it.

The epidemiologist knows of the existence of the different

actors listed above but cannot say a priori when or how he

will need them during the investigation. Suppose for example

that the indicator variable that produced the alarm was

pharmarcy_sales. He will start by contacting pharmacists

in the epidemic zone to ensure that the sales hike is genuine,

that is, it is not caused by some commercial campaign or

a similar activity. The alarm is immediately revoked if the

latter is true. Otherwise, he has to investigate more. Given

the high sensitivity associated with using pharmacy_sales
as an indicator, he decides to pursue tasks that use data

tightly correlated with the outbreak. In this case clinical

and laboratory diagnostic data. He contacts clinicians in

health districts around the epidemic zone for consultation

data and runs additional analysis. He requests that patients

with Influenza symptoms be contacted and samples obtained

if possible and that this be carried out systematically for all

new patients presenting symptoms of Influenza. He can even

go ahead to request that each sample be multiplied and sent

to different biologists for laboratory analysis. This especially

if he possesses the required resources or if several tests need

to be carried out and he wants to maximize time by spreading

the tests across several laboratories.
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In parallel to the activities above, he also has to man-

age a number of support activities such as organizing the

transportation of samples from health centers to laboratories,

ensuring that the laboratories possess the required reagents

and equipment to run the requested tests, etc. He also has

to report regularly to public health officials to help them

prepare the resources to contain the potential outbreak. He

continuous to initiate and run activities collaboratively with

other actors until he reaches a conclusion.

If on the other hand the indicator variable was

different, say school_absenteeism or triade_calls or

consultation_data, a completely different set of activities

will probably be executed. Futhermore, if this task was

assigned to a different epidemiologist, it is not certain that he

will run the activities in the same order, or even use the same

set of activities. This is because the latter and their ordering

highly depend on the experience and expertise of the user

and on how much he knows of his environment. Hence the

Knowledge-Intensive character of surveillance systems.

This scenario shows how complex resolving a simple task

might become when new data becomes available and how

unpredictable the surveillance process can be. A model for

such a process should therefore provide flexible constructs

for building and executing process workflows on-the-fly. The

fact that the process model changes is the rule and not the

exception.

We also note different forms of interactions between

the users and their working environments and equipment

(phones, computers, etc.), and among users. For example,

the epidemiologist has to interact with his work environment

to accept and complete the alarm investigation request and

at some point he needs to communicate with other users

by sending new requests. Suppose that for some reason in

the middle of the investigation, the acting epidemiologist

becomes unavailable, the activities he has carried out as well

as the information he has gathered will have to be transfered

to the new epidemiologist. This is another form of interaction

between users: synchronizing expert data.

4. Active-Workspace : User-centered
Flexible and Collaborative constructs

In this section we present a succinct informal definition

of the Active-Workspaces model. We lay emphasis on the

properties that are required to address the two preoccupations

treated in this paper. A more formal and complete description

of the model is found in [1].

4.1 Active-Workspace
The Active-Workspaces (AW) model is an asynchronous

cooperation model in which each participating user is as-

signed a workspace. A user’s workspace is an arborescent

(mindmap-like) structure that holds all tasks in which the

user is involved as well as the data required to resolve

these tasks. The arborescent structure is reminiscent of the

hierarchical organisation of tasks in which large complex

tasks are broken down to small less complex ones. Each

node of the mindmap has a sort s indicating the name of

the task assigned to it. Task s can be further decomposed

into subtasks s1, . . . , sn by applying production P : s →
s1, . . . , sn. A node is said to be closed when one such

production P has been applied to it, otherwise, it is an

open node. In the former case, the node has successors

corresponding to subtasks in the right hand side of P . If the

right hand side of P is empty, then node s is a leave of the

tree. Open nodes, also called buds, have no successor nodes.

A bud represents a pending task that requires the attention

of the user: the bud grows when the user decides to apply

a production to it. When this happens, the bud becomes a

closed node associated with the production and it has n
successor nodes that are newly created buds given by the

subtasks s1, . . . , sn in the right-hand side of the production.

The hierarchical decomposition of tasks is thus not pre-

defined but depends on decisions made by the user at

each step. In disease surveillance, this is particularly useful

especially during situation diagnosis. For example, faced

with an Influenza outbreak alarm, an expert has to decide

whether to use an approach that integrates clinical informa-

tion, laboratory diagnostic information, spatial data, more

profound data analysis, etc. or to just stick with an approach

that combines a few of these activities. These approaches can

be captured in different productions with the same sort from

which the expert can choose when necessary.

Also, Active Workspaces have two main structurally in-

dependent layers: an underlying guarded attribute grammar

(GAG) model and a GAG execution engine. Any changes

made to the underlying grammar are directly visible to the

execution engine. This means that new production rules

can be added to the grammar at any time and they are

immediately available for subsequent task resolution. In the

example above, if the expert wants to use an approach for

which no defining production exists, he can instantly create

one and use it.

4.2 Collaboration and User Interactions
Each workspace is associated with at least one service

rendered by the user. A service is represented by a unique

sort called the axiom of the grammar. The particularity of

this sort is that it does not appear in the right hand side

of any production of the grammar. Nodes whose sorts are

axioms (service nodes) are directly attached to the root

node of the workspace tree. The resulting sub-tree rooted

at such a node is called an artifact. A service call therefore

instantiates a new artifact, reduced to a single bud at the

root of the workspace. This artifact then develops by the

application of productions until it contains no open nodes,

that is, the service has been completely rendered. In a multi-

user context, we model collaboration between the different
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workspaces. Each workspace is associated with at least one

grammar identified by its axiom and a set of productions.

The sorts of a grammar are either local to the grammar (that

is, they appear at the left hand side of at least one production

of the grammar), or external (that is, they make reference

to axioms of other grammars). Applying a production is

just like in a single user scenario with the difference that a

sort at the right hand side of a production which references

a different grammar will be interpreted as a call to an

external service. Resolving this kind of open node provokes

the creation of a new artifact in the workspace of the user

to whom the grammar is attached. The behaviour of the

workspace remains the same as in the single user scenario

but for the fact that parts of an artifact will be developed at

distant sites when service calls are made.

For example, in the syndromic surveillance scenario

above, the epidemiologist requests the expertise of clinicians

and pharmacists to investigate the alarm. The clinician in

turn requests the services of biologists to run a series of

tests on extracted samples. All these interactions between

the users are materialised through service calls in the Active-

Workspaces model.

4.2.1 Roles
Usually several users play the same role in a system.

For example in disease surveillance, there exist several

clinicians, several biologists, several epidemiologists, etc.

This means that these users (in the same role) are attached

to the same grammars after a local renaming of the local

sorts. Technically, a role is defined by a generic grammar

G and we obtain the disjoint union of these grammars as

follows ⊕(r :: R)G =
⊎

r::R G[r] where r is a user who

plays role R and G[r] is the grammar obtained from G by

replacing each sort (including the axiom s0) by s[r]. Hence

s0[r] represents service s0 offered by r.

We note G′{G[r] where r :: R} the grammar made up of

⊕(r :: R)G and of a grammar G’ that calls this role. That is,

G’ will at some point need to request a service from a user

in this role. In G′, we will find productions with parameters

such as P [r] : s → s0[r] expressing that when the user

chooses production P to apply at an open node, he inputs

a user r playing role R. The effective production is thus an

instance of this generic production. We can also find in G
productions of the form P : s → s0[R] expressing that a

service call is made to all users of the role R. In this case,

the production has no parameters since the request will not

be made to a particular user.

When a grammar needs to call several roles, we note

G{G1[r1] where r1 :: R1;G2[r2] where r2 :: R2; . . .}
and this construction can be applied hierarchically to

model chained calls as follows: G1{G2[r2] where r2 ::
R2 and G2 = G{G3[r3] where r3 :: R3 and G3 =
G{. . .}}}. This constitution of roles is dynamic as new users

can subscribe and/or un-subscribe from one or more roles at

any moment. Adding a new user to a role poses no partic-

ular difficulty since it does not modify existing workspace

specifications but only modifies productions which will be

called subsequently. However, removing a user from a role

might become problematic if there exist in his workspace

artifacts with buds. We can in such a situation either forbid

the user from unsubscribing from the corresponding role, or

transfer the pending artifacts to the workspace of some user

of the same role. Also, as we will see later on in this paper,

it is possible for a user to define new productions and extend

his local grammar. This means that two users with the same

role and thus with identical grammars initially might later

possess different grammars. In this case, a synchronization of

the two grammars is necessary before the transfer operation.

4.3 Attributes and Guards
Productions are used to structure a user’s workspace. They

are however not sufficient to model the interactions and

data exchanges between the various tasks associated with

open nodes (buds). For that purpose, we attach additional

information to open nodes using attributes. Each sort s ∈ S
comes equipped with a set of inherited attributes and a

set of synthesized attributes. Values of attributes are given

by terms over a ranked alphabet. Calling a task is written

as (y1, . . . , ym) ← s(t1, . . . , tn) where the t′is are terms

denoting the values of the inherited attributes of task and

y1, . . . , ym are (distinct) variables subscribing to the values

of its synthesized attributes. The rationale is that we invoke

a task by filling in the inherited positions of the form –the

inputs– and by indicating the variables that expect to receive

the results returned during task execution –the subscriptions–

. A (business) rule R with underlying production s0 →
s1 . . . sk, which we note as P [r] :: s0 → s1[r] . . . sk, is

expressed using the following notation:

s0(p1, . . . , pn) =
input(r, z1, . . . , zl)
do

(y
(1)
1 , . . . , y

(1)
m1) ← s1[r](t

(1)
1 , . . . , t

(1)
n1 )

· · ·
(y

(k)
1 , . . . , y

(k)
mk) ← sk(t

(k)
1 , . . . , t

(k)
nk )

return (u1, . . . , um)

This functional presentation stresses out the operational

purpose of business rules: Each task has an input –inherited

attributes– seen as parameters and an output –synthesized

attributes– seen as returned values.

• The pi’s are patterns serving as guards for the rule.

• Variables zl inside the input directive represent values

not directly inherited from parent tasks (including users,

r) and which will have to be provided by the user when

the rule is chosen. This directive is omitted if no such

variables exist in a rule.
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• The uj’s describe the synthesized values produced

when applying the rule.

• The expressions in the right-hand side are the subtasks

that will be associated with the newly created open

nodes.

The variables y
(j)
i and the variables occurring in patterns

are the input variables, they are pairwise disjoint and denote

respectively the information synthesized by the subtasks and

the information stemming from the context of the node. The

t
(j)
i and the uj are terms over the input variables called

the semantic rules. They provide respectively the values of

the inherited attributes of the subtasks and the values of

the synthesized attributes of the main task. In this way, the

values of attributes determine the rules that are applicable

to resolve a task. That is, rules that are applicable at a bud.

Below is a sample grammar that models the beginning of

the alarm investigation process described in Section 3. The

grammar depicts a service offered by an epidemiologist.

We have written in bold names of external sorts that make

reference to other grammars in distant sites. These sorts

therefore have no defining rules in this grammar. The rules

are labeled R1 to R3 with R1 and R3 having parameters

which will have to be filled in by the epidemiologist during

execution. These parameters indicate the effective users

in whose workspaces the external service requests will

be made. In R2 and R3, we introduced guards FALSE
and TRUE. These guards automatically filter which

of the two rules with sort continue to apply when the

first task terminates. If the alarm is seen to be genuine,

TRUE, the epidemiologist contacts a clinician sending

the alarm information and a set of requests Todos. The

result returned by this external service request is used to

run additional analysis runAnalysis to confirm or revoke

the alarm. Note that when R3 is applied for instance, all

its subtasks become buds (ready for execution). However,

the runAnalysis bud will have to wait for the other task

to complete due to variable dependences. This shows that

though no predefined ordering exists between subtasks,

an ordering can be introduced using variables synthesized

within the subtree.

R1:

investigateAlarm(Alarm) =
input(pha)
do

(real) ← contactPharm[pha](Alarm)
(results) ← continue(real, Alarm)
return (results)

R2:
continue(FALSE,Alarm) =
return (False_Alarm)

R3:

continue(TRUE,Alarm) =
input(cli)
do

(lab_res, Patient_data) ←
contactClinician[cli](Alarm, Todos)

(analysis_res) ←
runAnalysis(lab_res, Patient_data)

return (analysis_res)

In some situations it is necessary that semantic rules are

not given by plain terms but by more general functional

expressions. This is in particular the case when one invokes

a service to all individuals playing some particular role. For

instance assume that the right-hand side of a rule contains

a call of the form (y) ← s[r :: R](x, y[r :: R]). Then each

individual playing role R must resolve task s to produce a

synthesized result y using an inherited attribute x as well as

the values y synthesized by other users of the same role. This

means that to produce his results, each user uses the results

produced by other users. Now, a variable y synthesized by

a sort s[r :: R] can only be used elsewhere in the form

y[r :: R], that is, a vector indexed by elements of R. Such

vectors of variables cannot be used directly within terms.

One might add projections to extract the variable associated

with a given individual r :: R, which we would write y[r].
But in general we are not aware of a particular individual

in a given role (and moreover as noted before this set of

individuals can vary in time) and one is rather interested

in stating conditions such as "there exist r :: R such that

y[r]" or "for all r :: R, y[r]", or even "there exist at least

3 individuals r :: R such that y[r]", "at least 50% of r ::
R verify y[r]" etc. when variable y holds a boolean value.

More generally one can express the semantic rules using

any kind of functional expressions as long as the values of

inherited attributes evaluate to terms so that they can be

matched against patterns.

For example in scenario described in section 3, when

a laboratory test is sought from several biologists (call

them pete, bob, john, . . . ), and they need to each return

a lab test result, labTR, the value returned by each of

them is accessed as follows: labtTR[pete :: biologist],
labtTR[bob :: biologist], . . . It is also possible to use these

in conditions like "there exist labTR[r :: biologist]" which

checks if there exist any biologist who as already provided

a result, "at least 3 labTR[r :: biologist]" which asserts that

at least three biologist have provided results for the lab test,

etc. These conditions coupled with terms are useful to drive

the application of other rules at buds.

4.4 Temporal Dependencies and Constraints
Time is a critical and determining factor in user-

satisfaction, cost reduction and increased productivity in

business processes. In disease surveillance in particular,
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timeliness is a major metric used to assert and/or evaluate

the effectiveness and relevance of the process. Due to space

constraints and given the extensiveness of this topic, we only

present high level temporal constraints and dependencies.

We add a time-dimension to the Active-Workspaces model

using the concepts defined in [34] and [33] based on Allen’s

Intervel Algebra[35]. These works identify the following

intuitive temporal constraints: Must Start On (MSO), Must
Finish On (MFO), As Soon As Possible (ASAP), As Late As
Possible (ALAP), No Earlier Than (NET) and No Later Than
(NLT). These constraints are attached to tasks at specification

time and are used by a scheduler to control task start and

end times. The specifications of the scheduler are beyond the

scope of this paper. All constraints for subtasks are defined

and interpreted relative to some reference point, usually the

start and end times of the parent task or of sibling tasks. For

instance, if data collection and data analysis are subtasks of

the disease surveillance task, both subtasks can be defined

to start ASAP, but the constraint on the collection task

interpreted relative to the parent task and that on the analysis

task interpreted relative to the collection task. The MSO and

MFO constraints are strict and force the task to start or stop

at exactly some time-point from the reference time. If no

constraint is specified for a task, it is assumed that the task

starts ASAP and finishes ASAP. Such a task is immediately

executed when all necessary inputs become available and

finishes as soon as all computations complete.

Also, based on the temporal constraints that exist between

tasks and their data dependencies, we deduce temporal

dependencies between tasks within a business rule. By

temporal dependency, we mean any relationship between

two tasks in which the start or end of one depends on

the start or end of the other. The following four temporal

dependency relationships are possible: Start to Finish (SF),
Start to Start (SS), Finish to Start (FS), and Finish to Finish
(FF). For instance, the data collection and data analysis tasks

described in the previous paragraph have an SS relationship

written SS(data collection, data analysis) meaning that

data analysis cannot start until data collection has started. In

like manner, an SF, FS, or FF relationship between two tasks

S1 and S2 respectively means that S2 cannot finish until S1

starts, S2 cannot start until S1 finishes, and S2 cannot finish

until S1 finishes.

Lastly, additional temporal components, Lag-Time and

Lead-Time can be added to temporal dependencies to re-

spectively account for waiting times between tasks and for

overlapping tasks.

5. Workspace Evolution
The Active-Workspaces model is adapted for "Open Sys-

tems" in which the actions of users are not explicitly

specified at design time. These systems are distributed and

evolve dynamically with users playing a primordial role.

They need to continuously design and run parts of a business

process and collaborate with each other. Even when task

specifications exist, the effective actions a user undertakes

(deciding which task to run, providing input data, etc.) are

not specified in advance.

In section 4 we presented two ways in which a workspace

can evolve. A user can either explicitly add new productions

to an existing grammar or obtain productions defined by

another user when their workspaces are synchronized. Also,

as noted in [1], the process always interacts with external

tools such as databases, email systems, time servers, etc. the

so-called side-effects. These external systems complement

the active-workspaces model. They allow that real world

activities like extracting samples from patients, sending mes-

sages, etc. be associated to a rules. Also, these external tools

can be used to extract information from enacted artifacts to

build dashboards or to feed some local database that are later

used to guide the user on her choice of the rule to apply for a

pending task. They may, in a more coercive fashion, suggest

a specific rule to apply or even inhibit some of the rules.

Some information from dashboards or contained in a local

database can also be used to populate some input parameters

of a rule in place of the user.

6. Conclusion and Future work
In this paper, we characterized the process of monitoring

diseases and health conditions of interest for unwanted

events as being user-driven and data-centric. The unpre-

dictable nature of the process further justified its knowledge-

intensive characteristic. We identified four major modeling

use cases that should be fulfilled by disease surveillance

process modelers. The active-workspaces model can be ex-

tended to offer all four use cases. In this paper, we explicitly

present how the active-workspaces model can address the

first two use cases namely: dynamic workflow construction

and execution, and user interactions. A prototype for the Ac-

tive Workspaces model which is currently under construction

will further demonstrate its pertinence and applicability.

Due to space constraints, we left out certain aspects of the

Active Workspaces model which of course we will gladly

add in an extended version if this paper is considered for

publication. These aspects include:

• The architecture of an Active Workspace: this com-

prises, the underlying Guarded Attribute Grammar

(GAG) engine; the Active Workspaces server that man-

ages users and roles (adding/removing users and/or

roles, subscribing/un-subscribing a user from a role),

and managing communication between workspaces.

• The user interface: with visualizations of artifact trees,

interfacing with external tools, enacting workflows, etc.

• GAG specifications of the key steps in the scenarios

described in this paper.

• The extensive formal specification of temporal con-

straints and dependencies.
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We are currently extending the Active Workspaces model

to integrate external support for workspace construction

using data mining techniques, process mining techniques,

and connecting the model with a disease surveillance

knowledge base. These will be necessary to demonstrate

how the Active Workspaces model can be used to manage

uncertainty and effective decision making, two of the use

cases identified at the beginning of this paper.
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Abstract – This study focuses on a central question: 
What key behavioral factors influence high school 
students’ compliance with preventative measures 
against the transmission of influenza? We use multi-
level logistic regression to equate logit measures for 
eight precautions to students’ latent compliance levels 
on a common scale. Using linear regression, we 
explore the efficacy of knowledge of influenza, 
affective perceptions about influenza and its 
prevention, prior illness, and gender in predicting 
compliance. Hand washing and respiratory etiquette 
are the easiest precautions for students, and hand 
sanitizer use and keeping the hands away from the face 
are the most difficult. Perceptions of barriers against 
taking precautions and sense of social responsibility 
had the greatest influence on compliance.  

Keywords: influenza mitigation, multilevel logistic 
regression, health informatics, quantitative analysis, 
decision support system 

1 Introduction 
In the United States, influenza imposes a heavy cost to 
our health and financial wellbeing, accounting for over 
100,000 deaths and 1.7 million hospital stays over 10 
influenza seasons (1999-2009) [1]. Influenza can 
result in medical costs of approximately $10 billion, 
lost earnings of $16 billion annually, and a total 
economic burden of $87 billion [2]. Given that 
approximately 10% of our school children contract 
influenza each year [3], influenza impedes education.   

 

Students missing school due to illness [4] results in 
reduced learning [5], free or reduced lunch benefit [4], 
parents missing work for childcare [6], and 
delinquency when children go unsupervised [7].   

Both pharmaceutical (e.g. stockpiling vaccines and 
antivirals) and non-pharmaceutical options (e.g. 
quarantine and school closure) have been considered 
for managing severe influenza epidemics and 
pandemics [8, 9]. While these can be effective in 
reducing the spread of influenza, they can be socially 
intrusive and economically expensive [8, 9].   

The motivation for this study comes from the 
hypothesis that educational or behavioral interventions 
focused on increasing compliance with preventative 
measures are an economical and effective way to 
reduce the spread of influenza. The central question of 
this study is: What key cognitive and behavioral 
factors influence high school students’ compliance 
with preventative measures against influenza 
transmission? In addressing this question, we focus on 
two sub-questions: (1) what hierarchy exists in 
students’ compliance with recommended precautions 
for preventing the spread of influenza, and (2) what is 
the efficacy of four variables: (1) students’ knowledge 
of influenza, (2) affective perceptions of influenza and 
its prevention, (3) prior illness, and (4) gender in 
predicting students’ compliance? We explore the 
relationship between these variables and compliance 
in a data driven approach that can improve targeted 
interventions supporting influenza management in 
schools. 
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2 Related Work 
Multiple studies have suggested that cognitive, 
affective, and demographic factors may lead to 
compliance with measures to prevent the spread of 
influenza.  However, a majority of these studies have 
targeted compliance with vaccination [10-14] and 
hand washing [14, 15] exclusively. Knowledge of 
influenza was found to increase vaccination rates in 
nurses [10, 11] and parents of school children [12]. A 
positive increase in vaccination rates in relation to 
perceived risk of influenza [13] and perceived 
complications of influenza [14] was found in 
university students and employees, and nurses, 
respectively. Ethnicity [14] and gender [13] were also 
found to impact compliance with vaccination. Barriers 
against compliance with vaccination include concerns 
over contracting the flu from vaccination, belief that 
vaccination is not effective, aversion to needles, and 
belief that influenza does not pose a significant health 
risk [10].    

Findings regarding compliance with handwashing 
bear similarity to those for vaccination. Improved 
compliance with hand washing among hospital nurses 
was promoted by posters describing how infection is 
transmitted by the hands [15]. A positive relationship 
between knowledge of influenza and compliance with 
hand washing was also found in high school students 
[16]. Perceived barriers such as skin irritation, 
inconvenience, wearing gloves, and absent-
mindedness were shown to impede compliance with 
hand washing across multiple populations [15-17].  
Females were found to exhibit higher compliance with 
hand washing than males [17].  

Studies addressing precautions against flu 
transmission as a holistic construct targeted high 
school students [16, 18] and the general public [19].  
Using separate logistic regression models, these 
studies found that, along with vaccination and hand 
washing, perceived severity of influenza was a 
predictor for social distancing, and perceived efficacy 
was a positive predictor for all precautions. Other 
elements of hygiene such as respiratory etiquette and 
keeping hands away from the face were positively 
related to knowledge of influenza in high school 
students [17]. Perceived complications from influenza 
also played a positive role in students’ decisions to 

stay home when sick and stay away from peers who 
were visibly sick [17].  

While survey methods have been used in prior 
research of compliance with measures to prevent 
spread of influenza [17-19], we know of no research 
on measuring compliance with preventative behavior 
as a latent variable. Looking at multiple preventative 
measures hierarchically using a common scale, as 
opposed to looking at one precaution at a time, is 
essential in obtaining a more holistic understanding of 
how knowledge of influenza and affective perceptions 
influence compliance with preventative measures. 
Such analyses can help health education specialists 
target specific factors to improve student 
understanding and help reduce the transmission of 
influenza. In the next section, we describe our data-
driven approach to develop a decision support system 
aimed at understanding and improving student 
compliance with influenza mitigation behaviors. 

3 Experiments and Analysis 

3.1 Conceptual Framework 

Cognitive, affective, and demographic factors were 
related to compliance with behaviors to prevent 
influenza transmission using data described in [16, 
18]. These variables were measured using the Student 
Influenza Survey described in our earlier work [18]. 
Cognition was qualified in terms of knowledge of 
influenza [18, 20]. Affective variables were derived 
from the Health Belief Model [21], which suggests 
that health behaviors are guided by perceptions of risk 
of contracting influenza, perceived severity of 
complications from influenza, barriers against taking 
preventative measures, and sense of social 
responsibility [21]. These variables were normalized 
to a scale of standard deviations centered at zero. 
Gender was the only demographic factor explored in 
this study given its documented importance [13].  
Despite some literature pointing to the importance of 
ethnicity [14], the ethnicity distribution in our sample 
(described in Section 3.2) was not sufficiently diverse 
to warrant statistical exploration.   Eight precautions 
(right side of Figure 1) were measured on an ordinal 
1-5 scale, where a value of 1 indicates complete 
neglect of the precaution, and a value of 5 indicates 
frequent, accepted practice.
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Middle (2, 3, and 4) levels represent a monotonic 
gradation between the lowest and highest levels. As an 
example, when asked about vaccination, the value 1 in 
the scale aligns with the students’ report that they 
never get vaccinated for influenza. The value 5 
indicates that the students get vaccinated against 
influenza every year. In the next subsection, we 
discuss our data collection process and the statistical 
methods used to understand the data. 

3.2 Data Collection and Statistical Models 

The Student Influenza Survey was administered to a 
sample of 410 students enrolled in grades 9-12 
(median age of 16 years) from five school districts. Of 
the 375 students reporting their gender, 169 were male 
and 206 were female. A majority reported White 
ethnicity (n = 266). However, Black (n = 50), Asian (n 
= 27), and Hispanic (n = 22) ethnicities were also 
reported in the sample.  

Multi-level logistic regression modeling using 
BIGSTEPS [23] was used to equate students’ 
compliance with precautions and the difficulty of 
individual precautions on a common logit (log-odds) 
scale. This was specified as an ordinal random 
intercept model where students were modeled as the 
random factor and the eight precautions were treated 
as fixed factors. Important advantages of using 
multilevel logistic regression include: (1) ability to 
equate student compliance measures and precaution 
difficulty measures on a common logit scale; and (2) 
ability to obtain student compliance measures that are 
survey-independent and precaution difficulty 
measures that are student-independent [22]. Using 
linear regression, students’ logit measures for 
compliance along the latent scale were equated to (1) 
knowledge of influenza, (2) perceived risk of 
contracting influenza, (3) perceived complications 
from the flu illness, (4) students’ perceived barriers 
getting in the way of complying with precautions, (5) 
lack of perceived social responsibility (or inefficacy), 

Figure 1. Conceptual framework of our decision system which models compliance with influenza prevention as a 
latent variable. Our latent variable of compliance is defined by immunization, five hygiene behaviors, and two 
distancing behaviors. We hypothesize that four perceptions of influenza derived from the Health Belief Model 
[21], knowledge about influenza [16, 18], gender [13], and prior flu illness influence high school students’ 
compliance with measures to prevent the spread of influenza.   
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(6) flu illness the prior year, and (7) gender. Statistical 
significance of these effects on compliance with 
precautions was evaluated at the 95% confidence 
level. 

 3.3 Formulating a Compliance Scale  
The pattern of student responses for each precaution 
fit well with the multi-level ordinal random intercept 
logistic regression model, with normed chi-square 
values between 0.66 and 1.42. This illustrates the 
efficacy of the eight precautions in positioning 
students along a common latent compliance metric 
(Figures 1 and 2) [24]. Principal components analysis 
was implemented on the model residuals, revealing a 
first eigenvalue of 1.37 items of variance. This 
indicated that the systematic variance in the model was 
sufficient to explain the data [25], and that the 
remaining variance was random noise. Figure 2 
displays the student measure distribution along the 
logit scale (the box-whisker plot at the top of Figure 
2), and displays the average compliance level on each 
precaution that we would expect from students of a 
particular logit measure along the hierarchy of 
preventative behaviors. The behaviors are ranked in an 
increasing order such that those at the top of Figure 2 
are the most difficult for students to comply with, and 
those at the bottom are easiest. As an example, 
respiratory etiquette and quality hand washing appear 

to garner the greatest compliance levels from students.  
Students at the median (the middle vertical line labeled 
“median” in Figure 2) are expected to exhibit behavior 
levels around 4, indicating that these students wash 
their hands for a duration with soap and water, and that 
they use a fabric or tissue in which to cough or sneeze 
(we encourage the reader to consult the Student 
Influenza Survey in [18] for additional qualitative 
details on the 5-level ordinal scale for the eight 
precautions).  The students at the top of the scale (the 
right vertical line labeled “max” in Figure 2) approach 
a 5 level, indicating that they wash with soap and water 
for at least 30 seconds and use their sleeve or a tissue 
(which is then thrown away) when they cough or 
sneeze. As indicated by Figure 2, the following 
precautions at the top of the scale: keeping hands away 
from the face, and hand sanitizer use are the most 
difficult precautions for students to practice. Students 
at the median exhibit compliance levels below 3 on 
these behaviors indicating that they touch their eyes, 
nose, and mouth with their hands multiple times per 
day and use alcohol-based hand sanitizers (when 
available) around once per day. Students at the top of 
the scale have an expected level of 4 for these 
behaviors indicating that they touch their eyes, nose, 
and mouth only a few times within a 1-week time 
frame, and use hand sanitizers more than once daily.  
It is interesting that vaccination, which has perhaps 
received the greatest attention as a measure to prevent 

Figure 2. Expected average ordinal compliance level (1=lowest; 5=highest) on the eight precautions plotted 
against students’ logit scale measures for the latent variable. On average, students at the median are expected to 
exhibit a compliance level between a 2 and a 3 for “not touching the face.”  The same students are expected to 
have an average compliance level just above a 4 for “respiratory etiquette.”  The Student Influenza Survey and 
detailed descriptions of response levels is available in [18].   

Figure 2 Expected average ordinal compliance level (1=lowest; 5=highest) on the eight precautions plotted
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seasonal epidemics and pandemics in schools [26, 1], 
sits at the middle of the scale. Students in the middle 
of the latent compliance scale comply with vaccination 
at a 3 level, meaning that he/she has taken the 
vaccination before, but does not plan on taking it in the 
current flu season. Students at the top of the scale 
exceed a 4 level on average, indicating that they plan 
on receiving the vaccination during the current flu 
season. While it is encouraging that vaccination is not 
among the most difficult precautions for students to 
take, this finding shows that efforts are needed to make 
compliance with vaccination easier for high school 
students.  

Other behaviors of moderate difficulty include 
frequent hand washing and distancing behaviors such 
as staying home when sick (personal distancing) and 
staying away from peers who are visibly sick (social 
distancing). Students in the middle of the compliance 
scale are expected to behave at a 3 level, indicating 
willingness to wash hands 3-4 times a day and keep 
distance from sick peers. These students, however, 
generally attend school if they consider their 
symptoms to be minor.  Students at the top of the scale, 
however, behave at a 4 level on these precautions, 
indicating that they wash their hands 5-6 times per day 
and will request to the teacher that they be moved if a 
visibly sick student is sitting near them. These students 
indicate willingness to stay home when they are sick 
as long as they do not have an important school 
engagement such as an exam.   

3.4 Factors Influencing Compliance 

We now explore factors which influence students’ 
latent compliance levels in our decision support model 
(right side of Figure 1). These factors include student 
knowledge of influenza, perceptions of influenza and 
its prevention, gender, and prior flu illness. The linear 
regression decision model (shown in Table 1) for the 
latent outcome of compliance was statistically 
significant (F7,343 = 13.6, p << 0.001, r2

adj = 0.20) 
indicating that this models the data significantly better 
than simply calculating students’ mean latent 
compliance level. The variables in the model 
collectively explain 20% of the variation in the latent 
variable indicating potential efficacy as a decision 
support model. Overwhelmingly the most significant 
predictors of compliance are students’ perceptions of 
barriers against taking effective preventative 
behaviors and inefficacy (lack of perceived social 
responsibility for taking appropriate precautions 
against the spread of influenza).  

Table 1. Predictors for high school students’ positions 
along the latent scale for compliance with preventative 
measures against the spread of influenza. 

 

An example of perceived barriers includes the belief 
that the flu vaccination is harmful, ineffective, or 
difficult to obtain. Other examples include difficulty 
or unavailability of access to hand sanitizers, or belief 
that it is socially difficult to distance oneself from 
peers who are sick.  

Indicators of inefficacy include the beliefs that: (1) one 
has no control over contracting influenza, (2) 
becoming sick will not affect schoolwork, and (3) 
taking precautions does not affect social relationships 
with friends and teachers. A one logit increase in 
perceived barriers and inefficacy leads to a decrease of 
0.4 and 0.23 logits along the compliance scale (Figure 
2), respectively. Taken together, a one logit increase in 
these factors could lead to over one half of a logit 
decrease in a student’s latent compliance level.  
Further, a less responsible student who finds taking 
precautions difficult may be over one logit lower on 
the compliance scale than a more responsible student 
who takes precautions as part of his/her routine. This 
could make a difference of over one level (for 
example, a 3 level instead of a 4 level) along the 
ordinal scale for individual preventative behaviors 
(Figure 2).   

The model also shows that females have an average 
level of compliance approximately 0.12 logits higher 
than males.  While this difference is statistically 
significant, Figure 2 shows that gender is unlikely to 
make a major difference in students’ individual 
preventative behaviors except in borderline cases.  
Although gender does not have the practical 
significance of perceived barriers or inefficacy, it 
nonetheless suggests that targeting of males could be 
one element of a successful behavioral intervention 
aiming to improve flu prevention in high school 
students. 
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4 Conclusion 

We develop and implement a decision system that: (1) 
explains compliance with behaviors which mitigate 
spread of influenza as a continuous latent variable 
composed of eight accepted preventative practices, 
and (2) uses gender and two affective variables to 
predict students’ levels of compliance. While 
measures like quarantine, mass vaccination 
campaigns, and school closure have been invoked in 
the context of severe seasonal epidemics and 
pandemics such as the relatively recent H1N1 Swine 
Flu pandemic [27], these measures can be expensive 
and difficult to implement for relatively frequently 
occurring diseases like influenza—behavioral 
interventions could serve as a supplement.  

Our analyses suggest that it is feasible to develop 
behavioral interventions which encourage students to 
take precautionary measures such as immunization, 
hygiene, and distancing. From our model, we find that 
the most effective interventions should address the 
students’ barriers in taking preventative measures. An 
effective program will educate them about the 
availability of the flu vaccine and resources for 
hygiene such as tissues and hand washing facilities. 
Students also should be made aware of the 
significance of taking preventative measures on a civic 
level—while people are generally aware that these 
behaviors can protect themselves against the flu, they 
are often unaware that efforts to take preventative 
measures also protect others [28]. 

Finally, our analysis demonstrates the importance of 
school policies in preventing the spread of influenza, 
and perhaps other viruses such as measles and zika, 
among students and school staff. Implementation of 
school vaccination programs would eliminate 
students’ perception that the vaccine is expensive or 
unavailable. Installation of alcohol-based hand 
sanitizers would have a similar effect, making hand 
hygiene more accessible for students. Policies 
encouraging social and personal distancing may serve 
to mitigate outbreaks by reducing influenza 
transmission if infected students choose to stay home 
when they are sick. These may involve the decisions 
to: (1) not reward perfect attendance, especially during 
flu season; (2) encourage teachers to develop 
alternative assignments for students who miss class 
due to illness, and (3) not penalize students for missing 
class examinations, or providing opportunities to make 
up for missed examinations during the flu season.   

Using a data driven approach to understand high 
school students’ compliance with precautions against 
influenza transmission, our analysis suggests that 
schools have many options for improving practices to 
prevent the spread of infectious diseases like 
influenza. Schools which deliver effective educational 
programs and prevention-friendly policies will give 
students a sense of control over their own health and 
the health of their peers, and will likely reap the reward 
of reduced illness and absenteeism during the flu 
season. These benefits are likely to be transferable to 
other diseases which spread in a similar manner as 
influenza. 
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Abstract

The West African countries witnessed an ”extraor-
dinary” outbreak of the Ebola virus in August 2014.
It was declared to be a Public Health Emergency of
International Concern (PHEIC) by the World Health
Organization (WHO). Due to the complex nature of the
outbreak, Centers for Disease Control and Prevention
(CDC) has created interim guidance for monitoring
people potentially exposed to Ebola and for evaluating
their intended travel and restricting the movements of
carriers when needed. Tools to evaluate the risk of
individuals and groups of individuals contracting the
disease could mitigate the fear and anxiety. Our goal
is to understand and analyze the nature of risk an
individual would posses when he/she comes in contact
with a carrier. This paper presents a tool that makes use
of contextual data intelligence to predict the risk factor
of individuals who come in contact with the carrier.

Keywords: Ebola, iDid app, Contextual intelli-
gence, Susceptibility, Risk factor, Bayes theorem

1 Introduction
When the efforts to prevent a disease fails and an

outbreak occurs, the resulting distribution of cases may
take various forms that are called epidemic curves.
These epidemic curves project the nature of a disease
outbreak within a population that are potentially at
risk of contracting the disease [12]. Although they
indicate the nature of an outbreak, they do not provide
sufficient data to understand the chances that a par-
ticular individual gets affected by a disease outbreak.
To minimize the spread of an epidemic such as the
Ebola virus, we need effective contact tracing. The
problem is complex as the contact tracing must be
done retroactively after a patient is diagnosed with the
disease. Any lapse in the tracing could fail to track the
citizens at risk. Ad hoc tracing, relying on the infected
carrier’s recollection of places visited and people met,
may lead to inaccurate findings. We need a contextually
intelligent application that can keep track of both the
individuals’ movement and the carrier’s movements to
identify if the individual is at low risk or at high risk

of contracting the Ebola virus. This paper provides a
means of tracing and analyzing the risk of contracting
the Ebola virus using contextual intelligence and other
contributing factors which are also discussed in detail
in the following sections.

2 Related Work
There have been several attempts to create right

mathematical models that can predict the nature of a
disease spread and also monitor individuals health on
a daily basis. Achrekar et.al [2] presented a method
for gathering twitter data to curb large scale spread
of epidemic diseases. This paper presented the Social
Network Enabled Flu Trends(SNEFT) architecture as
a continuous data collection engine which combines the
detection and prediction capability on social networks
to discover real world flu trends. Johnson et.al [9]
provided a means to calculate a susceptibility ratio
using mathematical models. The SIR Model (the num-
ber Susceptible, Infectious, or Recovered (immune))
is used in epidemiology to compute the degree of
susceptibility for an infected/recovered group of people
in a population. This model is an appropriate one to
use under the following assumptions.

(1) The population is fixed.
(2) The only way a person can leave the susceptible

group is to become infected.The only way a person
can leave the infected group is to recover from the
disease. Once a person has recovered, the person
received immunity

(3) Age, sex, social status, and race do not affect the
probability of being infected.

(4) Members of the population mix homogeneously
(have the same interactions with one another to
the same degree).

IBM has pressed Data Analytics, Mobility and Cloud
Computing Technology into service to bring the spread
of Ebola in Sierra Leone under control. IBM has
deployed SoftLayer cloud technology to set up an Ebola
Open Data Repository, to provide governments, aid
agencies and researchers with free and open access to
the data. [10].
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HealthMap, a team of researchers, epidemiologists
and software developers at Boston Children’s Hospital
founded in 2006, is an established global leader in
utilizing online informal sources for disease outbreak
monitoring and real-time surveillance of emerging pub-
lic health threats. The freely available Web site
’healthmap.org’ and mobile app ’Outbreaks Near Me’
deliver real-time intelligence on a broad range of emerg-
ing infectious diseases for a diverse audience including
libraries, local health departments, governments, and
international travelers. It achieves a unified and com-
prehensive view of the current global state of infectious
diseases and their effect on human health [8]. These
works can help in preventing the virus from becoming
an outbreak, and even provide means to avert the
disease spread but at an individual level, it still remains
a mystery as to how far they are exposed to the virus.

This paper focuses on monitoring each individual and
their exposure to the disease to predict their chances
of contracting the disease thereby allowing the user to
understand their chances of contracting any virus that
they maybe prone to such as the Ebola virus.

3 Factors of disease
susceptibility

When studying disease outbreaks and their nature,
any infectious disease involves four important factors
that cause an individual to be susceptible to the disease.
They are:

(1) Time of Exposure
(2) Proximity of Carrier
(3) Carrier Status
(4) Individual Medical History

3.1 Time of exposure
The time of exposure provides us information about

the amount of time spent by an individual with the
carrier. Certain communicable diseases have a higher
rate of susceptibility even if the exposure is for a
short duration. Based on research, we can say the
exposure rate for contracting the Ebola virus (or any
other infectious disease) is dependent on the duration
of contacts made by the individual with a carrier.

3.2 Proximity of carrier
The proximity or the nature of contact with the in-

fected individual also plays a vital role in the probability
of contracting any disease. The distance of the carrier
from an individual can indicate the risk of contracting
the disease.

When an individual comes in contact with the carrier
on just one occasion, their probability of contracting
Ebola will be less when compared to the individual who
comes in contact on multiple occasions. In cases like
the Ebola virus, actual physical contact is needed to

contract a disease while in other cases (such as flu) no
physical contact is needed.

3.3 Carrier Status
The Ebola virus is a disease which has an incubation

period of 21 days during which time the infected carrier
can spread the disease. Thus an individual’s probability
of contracting from the carrier varies depending on the
day within the infectious period of the carrier. The
carrier status refers to the day on which an individual
comes in contact with the carrier.

3.4 Individual Medical History
An individual’s medical history is important to see

how the immune levels of the person could either
strengthen or weaken the prospect of contracting a dis-
ease. Medical records can be used to gather information
to predict how prone an individual is to contracting the
Ebola virus.

4 Other factors
Besides these primary factors, there are a few

incidental factors that contribute to an individual’s
susceptibility.

4.1 Environment of Individual and
Facilities

The environment or the locality play a vital role in
analyzing the risk: if the individual is located in a place
with very good health facilities and has generally good
hygiene, then their risk of contracting or spreading the
disease is less when compared to an individual living in
an environment with few medical facilities and having
generally poor hygiene.

4.2 Population Demography
The implications of demographic changes for the

spread and control of infectious diseases are not fully
understood. But an individual’s susceptibility can be
studied based on the population structure and the
marked effect it can have on any disease transmission.
A population with more carriers can indicate higher
risk for any individual located in that area. Suppose an
individual is located in Sierra Leone, then he/she has
a higher risk of contracting Ebola than an individual
living in New York.

Another factor relates to cultural habits including
touching and treating infected persons. This can vary
from one environment to another.

4.3 Heat Zones
The Global Surveillance Network developed by the

CDC in 1995 was based on the concept of a data
collection network for the surveillance of travel related
morbidity. The goal was to direct clinics to be ideally
situated so as to effectively detect geographic and tem-
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poral trends in morbidity among travelers, immigrants
and refugees [7]. Such a concept would be useful
for tracking carriers of the Ebola virus who can be
monitored and thus provide a heat zone to indicate
how a particular area is geo-fenced based on the nature
of the affected population. Using data collected by

Figure 1: Heat zones

the CDC based on the survellance network established,
heat zones can be constructed. Figure 1 shows a heat
zoned area in California, where the traces of a carrier’s
movement is shown on the map. A zone’s opacity
indicates the area’s degree of risk relative to other area.
This could be useful for an individual travelling to an
address that is close to the hot zones.

5 Implementation of our
Application

5.1 Contextual data intelligence and
iDid Inc app

As stated previously, to accurately track diseases,
it is necessary to track the daily activities of both
the carrier and the individual in question over the
previous days and weeks. For example, since an Ebola
infected carrier is contagious for 21 days, it would
be necessary to discover all the locations the carrier
visited and the people the carrier met. This information
can then be used by individuals to correlate their own
movements over the past 21 days to assess their risks.
In many cases it is possible to predict past activities
and behaviors of individuals based on current or future
activities. However, the process of collecting data on
an individual’s activity and maintaining a repository is
a tedious task: it must be collected in real-time to have
an active monitoring scheme. It is also necessary to
collect geographical information (GPS data) as well as
the nature of the activity.

For example, GPS can be used to track the locations
a person visits and perhaps provide contextual infor-
mation to determine the duration of each visit.

Case 1: If a person visits a restaurant, it is
reasonable to assume he/she will spend considerable

time there to order food and consume it on the
premises, which increases his/her chances of coming in
contact with a carrier.

Case 2: If a person drives between locations, there
is very little possibility of direct or very close contact
with a carrier (unless the carrier is inside the vehicle).

Similar contextual information can be used to assess
the risk of contracting or spreading infectious diseases.
We use an application developed by iDid Inc. [1] to
track activities carried out by individuals on a daily
basis and generate reports of those activities at the end
of the day.

5.2 Integration of iDid Inc and risk
factor generation app

Data collected on individuals using the iDid app can
be used to track their movements on a routine basis
and log this information in a database. The database
contains information such as duration spent at a place,
time of visit, time of travel to a new location, number of
contacts made with the individuals at the new location,
etc. Data is stored in a backend repository and a
users future schedule is predicted by analyzing his/her
currently available data.

The data thus collected can be correlated with the
data collected for the carrier (assuming such data
exists) to generate discrete susceptibility ratio graphs
(indicating probability of contracting the disease).

5.3 Creation of a web application
The purpose of the application is to provide an indi-

vidual with an estimate of their risk or how susceptible
they are to contracting the disease. The application
collects information from the back-end which contains
the individuals daily activities as described above. In
addition, the individual’s medical records can be used
to improve the accuracy of the predictions.

A composite risk factor is generated based on the
data collected and on the various factors described
previously.

5.4 Data Privacy and Security
The information required to calculate the probability

of contracting the disease is personal and often covered
by HIPAA. Therefore, data privacy is considered to
be of paramount importance. To protect a user’s
privacy in our system, the data for a given user will be
maintained in their own smartphone or their personal
storage spaces, often protected with passwords and data
encryption. The iDid app uses calendar selected by
the user when he/she installs the app and a private
database is maintained to log the completed activities
such as drives, flights, places visited, sleep, etc. Our
application does not save user contextual information
or medical history, but uses the data only to compute
risk factors. The iDid app also uses the Google Maps
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API(s) [11].

With the users permission, the risk probabilities are
used to track disease spread in a population, without
any information that can be used to identify the
individual.

6 Bayesian Analysis of Data
We use Bayesian probabilities to assess the risk of

contracting a disease utilizing contextual information
and medical history [13].

6.1 Quick Bayesian Risk Calculator

Figure 2: Bayesian Analysis Formula

The Bayesian network for determining risk describes
the probability of an event, based on the conditions that
might relate to that event. If an individual travels to
the same places as the carrier and engages in activities
that require them to spend time in proximity to the
carrier, then their risk factor depends on the total time
spent wit the carrier doing the activities.

Instance: Suppose a carrier is sitting at Starbucks
at 10 am and another patron enters the store to have
a cup of coffee. One could assume the patron might
spend 15-20 minutes in the store and so their risk
factor is likely higher than it is for an individual who
drives past the same Starbucks and does not come in
close quarters with the carrier. This Bayesian network
involves knowing the type of activity, place, time spent
by an individual, by which we can calculate the risk
factor instantly at that given time.

6.2 Bayesian Analysis of Medical
record

An individual’s medical history contributes to a fair
share of the person’s risk to a disease. The information
they provide could lead to an accurate analysis of
understanding the individual’s probability of conracting
the Ebola virus.

6.3 Contextual Intelligence Probability
Calculator (CIPC)

The goal is to provide the individual with objective
data to assess their risk. The CIPC will yield a
precise risk value which maybe high or low depending
on the individual’s susceptibility. It is calculated
by the integration of probability values calculated
from the Quick Bayesian calculator and the medical
history Bayesian value, along with the probability
values obtained from the factors that contribute to the
risk, such as time of exposure, number of contacts made

and the environment.

7 Graphical Representation of
Individual Monitoring

7.1 Proximity Graph-
An individual’s proximity is monitored to understand

their closeness to the carrier. By monitoring the carrier
and individual contextually, the data gets stored on an
hourly basis.

The proximity graph could indicate an individual
A, whose distance from the carrier is being tracked
from 7am to 12pm. The tracking yields a line graph
that shows the individual’s proximity to the carrier.
Using the data collected, we can provide a probabilistic
estimate of how prone the individual is to infection in
terms of their distance from the carrier. This value is
integrated along with the CIPC to calculate the overall
risk factor.
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7.2 Contact Graph-
The Ebola virus in particular is a communicable

disease, as we could infer from the earlier discussion
that the virus spreads swiftly through physical contacts,
transfusion of blood, etc. Thus, examining the number
of contacts an individual makes with the carrier would
be highly beneficial to our objectives.

The Contact graph shows an individual A who has
made contact with a carrier at various times during a
day. The day of exposure, along with the proximity
of the individual to the carrier, aids in recognizing the
individual’s risk factor. Realistically, the time spent
with the carrier could be monitored and its significance
can be judged on the basis of how close the individual
was to the carrier during that time. We can then track
the number of contacts and provide a likelihood value
to help us derive an overall risk factor.
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7.3 Population graph-
The demographic structure of a population is a

key determinant of patterns of contact and hence of
infectious disease spread, with implications for the
design of effective control measures [6]. The population
distribution in a given place can alter the risk for an
individual. The increased risk maybe associated with a
household, the impact of health facilities in the locality,
the age of the population, etc.

The sample graph shows the population of Dal-
las and Denton, where the contrasting demography
between the two cities indicates how an individual
is at a higher risk if he/she comes in contact with
a carrier in Denton as opposed to Dallas. This
variation is an implication of how the faclities at
Dallas are better than Denton. The awareness and
treatment in Dallas is expeditious compared to Denton.
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8 Working of the model
(1) Individual/Carrier Movement: The individ-

ual/carrier movement is tracked in real time by
actively monitoring them using the iDid app.
The data is stored and the tracking data on
previous movements of individuals/carriers is used
to calculate the risk factor of contracting the Ebola
Virus.

Figure 3: Framework of Application

(2) Data Correlation: The data is collected from the
individuals and stored in the repository. They are
correlated based on the factors that help to analyze
the risk of contracting the Ebola virus.

(3) Medical History Form Repository: An in-
dividual’s medical history will support a more
accurate analysis of their risk of contracting Ebola
from a carrier. Using Bayesian Data analysis, we
can predict a more accurate value of their risk.

(4) CIPC: The Contextual Intelligence Probability
Calculator computes a composite risk by convolv-
ing the value generated from the medical history
of the individual and the conditional probability
calculated from the individual’s movement with
respect to the carrier at a given moment in time.
The type of activity, place of visit and time spent
at a place while the carrier is also in motion are
correlated along with the main contributing factors
such as day of exposure and number of contacts
made. The conditional probability obtained is used
to provide an accurate value indicating whether the
individual is at high or low risk.

9 Experimental Results
To evaluate the application, a series of tests were

conducted and the results were analyzed. Due to the
unavailability of real epidemic data, the tests were
based on statistical and experimental data sets. The
database containing the sample test data is created by
tracking the movement of individuals and a mock-up
carrier using the iDid application. The following is a
series of data collected using the iDid app and stored
in the repository.

The sample data shows six rows corresponding to
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the movement of an individual with respect to the
carrier. The user can add/delete rows depending on
the correctness of the location. The location can be
modified and the values will be updated accordingly.

The application will render a graph showing their
proximity to the carrier and the risk probability value.

9.1 Average Activity Time
Based on analysis of time spent on various activities,

we compute an average time for each activity.
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This chart describes the average time an individual
spends on a particluar activity. This may be helpful
for estimating the duration of untracked activities
for which empirical data is not otherwise available.
This could reduce the number of false positives when
predicting a risk value.

9.2 Accuracy of CIPC(Contextual
Intelligence Probability Calculator)

The application monitored a series of individuals
located at different proximities to the carrier, then
probability values were assigned based on the contribut-
ing factors such as time of exposure, number of contacts
made and medical history. The Bayesian Conditional
probability was measured based on movements with
respect to their activities.
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This chart describes the accuracy of Contextual
intelligence Bayesian analysis based on the different
factors monitored for an individual with respect to the
carrier’s movement.

10 Future improvements
Although the thrust of this paper has been on

epidemiological research relating to the factors that
contribute to contracting the Ebola virus, there are
several other communicable diseases that could affect
individuals. One of the main reasons that the Ebola
virus spread across Africa was due to the lack of
awareness among the population about the severity of
the epidemic. There are similar deadly diseases for
which people fail to understand the risk factors and
unwittingly become carriers. An epidemic of cholera
infections was documented in Haiti for the first time
in more than 100 years in October 2010. Cases have
continued to occur, raising the question of whether the
microorganism has established environmental reservoirs
in Haiti [3].The patterns of cholera transmission and the
seasonality of cholera in an environment is largely based
on water contamination, poor sanitation facilities and
inadequate hygiene.

Our application described in this paper can be ex-
tended to predict contaminated water locations and
the probability of individual’s susceptibility to Cholera
based on location and climatic conditions. In May
2015, the Pan American Health Organization (PAHO)
issued an alert regarding the first confirmed Zika virus
infection in Brazil and on Feb 1, 2016, the World Health
Organization (WHO) declared the Zika virus a public
health emergency of international concern (PHEIC).
Local transmission has been reported in many other
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countries and territories [5]. The Zika virus will likely
continue to spread to new areas. Our approach to Ebola
risk analysis can be used to analyze risk posed by other
diseases such as Zika, by changing the factors that play
a role in the spread of the disease, probability curves
and other external factors described in this paper.

11 Conclusion
In this paper we described a framework that can be

used to assess the risk posed to individual by relating
contextual information that tracks the activities of the
individual and correlates this data with that of a carrier.
We relied on iDid app and demonstrated how our
system works. Since actual contextual information on
any specific carriers is unavailable, we used made up
data and provided users with privacy of data. We used
Bayesian models to combine the risks emanating from
several factors into a single risk value. We plan to
extend our study to model other infectuous diseases

In [4], the report states that in 2014, a team of
researchers from Virginia Tech Institute tried to create
a model and characterize the nature of the disease
outbreak in West Africa. But the research yielded
results that did not prove to be accurate. Nevertheless,
it can be a stepping stone to understand and analyze an
individual’s behavior and their movement around the
carrier to statistically predict the nature of a disease
outbreak. If each individual is able to understand their
risk factor and susceptibility to the disease, it could
mitigate the possibility of a disease outbreak.

This application reported the ways in which mobile
and wireless technologies can be used to implement the
vision of pervasive healthcare.
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Abstract - Cloud Computing provides an efficient solution to 
share health information in the electronic health record (EHR) 
systems, which encourage the patients to upload their 
personal health information records (PHR) into the cloud 
servers. However, some security issues such as data 
confidentiality, identity privacy, scalability in key 
management, and user key accountability should be 
concerned in the application of the PHR. In this paper, we 
address the security issues in the deployment of the E-health 
clouds and propose a secure access control scheme to achieve 
the user key accountability. The performance and security 
analyses indicate that the proposed scheme is highly efficient 
and provably secure.

Keywords: Personal health information record; Cloud 
computing; Attribute-based encryption; key accountability. 

1 Introduction
 The personal health record (PHR) system has emerged 
as a patient-centric platform for the health information 
exchange in recent years [1]. The PHR service allows the 
patients to create, manage, and control their personal health 
records in the external storage through the Internet, which has 
made the health information more convenient to be retrieval. 
Cloud computing has emerged as the most advanced 
computing paradigm in the information technology. It is a 
model for enabling ubiquitous, convenient, on-demand 
network access to configurable computing resources that can 
be rapidly provided and released with minimal management 
efforts or interaction from the service providers [2]. The PHR 
service based on cloud computing has drawn extensive 
attentions from both academia and industry in recent years. 
There are many security and privacy risks in the application 
of cloud computing based PHR service. The primary concern 
for users is the confidentiality of the shared data because the 
cloud servers are not entitled to access the shared data content 
for data confidentiality [3] and the assumption that the data 
owners and the servers to store their data are in the same 
trusted domain will no longer hold in the cloud computing 
based PHR systems. The access control caused by the 
encryption technology becomes a critical issue in the cloud 
computing based PHR systems. On one hand, the clients can 
store their data remotely and enjoy the on-demand cloud 
service without a burden of local hardware and software 
management, while it simply implies that they will lose the 
physical control of their local data [4]. Therefore, a trusted 
authorization center is required to implement the management. 
On the other hand, different users need to hold different 

access privileges with regard to the specific data. Furthermore, 
the data owners may not know who are going to access the 
shared data. Obviously, the traditional public key encryption 
mechanisms cannot satisfy the abovementioned requirements 
on the access control, which always need to perform much 
key management and key distribution work and require the 
data owners to stay online all the time. Moreover, the data 
owners may have to generate multiple copies of the encrypted 
data for the users with different keys. It may incur heavy 
storage overhead to make the data owners to pay more for the 
storage space [5]. It is clear that the design of secure and 
efficient access control scheme with appropriate encryption 
mechanisms has become an imminent demand. 

 The attribute-based encryption scheme (ABE) in [6] 
enabling one-to-many public-key encryption for the first time 
brings us a new approach for the fine-grained access control. 
The first key-policy ABE (KP-ABE) has been proposed in [7], 
by which the access policies are associated with users' private 
keys and the attributes are attached to the ciphertexts to 
describe the data. Another type of ABE is called Ciphertext-
Policy ABE (CP-ABE) [8], by which the access policies are 
associated with the ciphertexts and the users are provided 
with the private keys corresponding to the attributes they own. 
Decryption is possible if and only if the attributes match the 
access policy. Hence, as long as the attribute authority issues 
the private keys according to that a user is entitled, the 
confidentiality of the data can be guaranteed. The attribute 
encryption mechanisms can greatly promote the development 
of secure and efficient access control schemes. 

 However, the escrow problem inherited from the 
identity based encryption (IBE) is another drawback of the 
attribute based encryption. It particularly implies that the 
existence of one single trusted authority (TA) is not feasible 
in the PHR systems. On one hand, it is not practical to 
delegate all the attribute management tasks including 
authenticating all users’ attributes and generating the 
corresponding secret keys to the single trusted authority, 
which may create a bottleneck of traffic load. Different types 
of participants should have different authorization centers for 
authentication to make these centers to be unaware of the 
existence of each other. On the other hand, it may suffer from 
the key escrow problem severely because the single authority 
who assigns the private keys for the users can freely decrypt 
the ciphertexts. There is a necessity to design the multi-
authority ABE to deal with these issues. The multi-authority 
attribute based encryption technique needs multiple trusted 
authorities in the system, which are jointly responsible for the 
authentication of the user attributes and issuing the private 
attribute keys. 
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 Many multi-authority attribute based encryption 
schemes have been designed in the literature. An efficient 
scheme has been firstly presented in [9], which has only 
addressed the issue without a solid solution due to the 
existence of the central authority (CA). Some other multi-
authority proposals have been put forward in [5], [9], [10] 
removing the central authority. The most revolutionary multi-
authority CP-ABE scheme without a central authority has 
been constructed in [11-12], where the CA with different 
functions in the system is only responsible for the distribution 
of global secret key and global public key to each legal user 
in the system. However, the CA is not involved in any 
attribute management and the creation of secret keys that are 
associated with attributes. More importantly, it outsources 
major computation work of the attribute decryption by using 
a token-based decryption method. It has a strong allure for 
the users with limited computation power. 

 According to the characteristics of the ABE, the private 
key of one user is only related to the users’ attributes without 
the involvement of his concrete identity. It will incur the issue 
of user key accountability, which means that one malicious 
user may share his private key illegally with other 
unauthorized users to gain some special benefits. Since the 
private key is only associated to the user’s attributes, it is 
apparent that there could be many users owning the same 
attribute set. If a user’s private key has been disclosed, it is 
difficult to affirm the user identity of this private key. A 
conclusion can be drawn that the user key accountability has 
the same security requirements with the traceability. The 
design of a secure access control scheme to achieve the user 
key accountability is an urgent challenge. Many solutions to 
handle the user key accountability have been proposed in [13-
17]. The first two solutions for the single-authority have 
appeared in [13] and [14]. Both of them have not only 
achieved the user key accountability but also implemented 
partial hiding of the access policy. A tracing scheme has been 
proposed to achieve white-box traceability in [15] and black-
box traceability in [16], respectively. They can support any 
monotone access policy and are efficient as one of the best 
existing non-traceable CP-ABE systems. But they are not 
applied to the multi-authority environment. A novel scheme 
to solve the user key accountability for the multi-authority 
has been first designed in [17], which can achieve the public 
tracking, by which any users and the attribute authority can 
trace the identity of a malicious user. But, the access policy 
has been implemented in the same way as the single-authority 
solutions without the expressiveness. 

 In order to efficiently solve the abovementioned security 
issues including data confidentiality, key management and 
distribution, the escrow problem and the user key 
accountability to achieve the fine-grained access control in 
the PHR system, we design a novel and efficient access 
control scheme based on the multi-authority ABE mechanism 
with the ability to handle the user key accountability, which is 
the traceable multi-authority access control scheme (MAAC). 
The contributions of this paper can be summarized as follows. 

1) The proposed fine-grained access control scheme for the 
PHR system supported by the multi-authority ABE 
mechanism holds the distinctive feature that there are 
multiple attribute authorities assigning the corresponding 
attribute keys to the users. 

2) The proposed scheme addresses the user key 
accountability effectively with the ability to achieve the 
public and black-box traceability. 

 The remaining of this paper is organized as follows. We 
first simply describe the system model a of the PHR systems 
with the preliminary in Section 2. In Section 3, we present the 
details of the proposed MAAC scheme for the PHR system. 
Furthermore, we demonstrate the security and performance 
analysis on the proposed scheme in Section 4. Finally, the 
conclusion is given in Section 5. 

2 System Model and Preliminary  
2.1 System Model 
 The PHR system under the study consists of five types 
of entities including the PHR service provider, the attribute 
authorities, the cloud server, the data owners, and the data 
consumers. The PHR service provider is a global trusted 
certificate authority. It sets up the system and accepts the 
registration of all the users and the attribute authorities (AA) 
in the system. The AA is a conventional attribute authority 
that is responsible for issuing the user’s attributes according 
to their roles or identities in the domain. Each attribute is 
supervised by a single AA, while each AA will manage an 
arbitrary number of attributes. The cloud server stores the 
PHRs of all the participants and provides the data access for 
the users. The cloud server outsources the computation of the 
attribute decryption. The data owners define the access policy, 
by which the data will be encrypted before outsourcing. The 
way for the user himself to perform the policy of access 
control is extremely appealing. Only when the attribute set of 
the data consumers meets the access policy, they can access 
the shared data conveniently. The data consumers are the 
subjects who request the cloud server for the stored data. 
They will send the corresponding requirements to the cloud 
server when necessary. 

 It is assumed the cloud server is semi-trusted in the 
system, which is honest but curious. The server will honestly 
follow the operations in general, while it could also try to 
explore as much secret information as possible. In addition, 
an attacker can access the shared data regularly but may also 
share his private key illegally to other illegal clients for extra 
profits. The malicious user could easily generate a black-box 
pirate device by his reasonable private keys, which includes 
an attribute set, the hidden decryption keys and the 
decryption algorithm. Furthermore, it is assumed that the 
malicious user can collude with any other users to generate 
the pirate device, while the cloud server will perform his 
operation honestly. 
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2.2 Preliminary 
Linear Secret Sharing Scheme  
 Since the linear secret-sharing schemes (LSSS) have 
been employed in the design of the proposed scheme, we 
review the definition first. A secret sharing scheme � over a 
set of parties   is called linear (over ) if 

1.The shares for each party form a vector over .  
2.  There exists a matrix  called the shared generating matrix 

over . The matrix  has rows and n columns. For all 
, the  row of  is labeled by a party , 

where  is a function from  to . When we 
consider one column vector 

 is the secret to be 

shared and  are randomly chosen, 
then  is the row vector of  shares of the secret  
according to . The shares of  belongs to the 
party  

It is shown that each linear secret sharing scheme also 
holds the linear reconstruction property, defined as follows. 
Suppose that  is a LSSS for the access structure . Let 

 be any authorized set, and let  be 
defined as . Then, there exist constants 

 such that . If  are valid 

shares of any secrets according to . Furthermore, it is clear 
that these constants  can be found in time polynomial in 
the size of the share generating matrix . We note that for 
unauthorized sets, no such constants  exist. 

Classical Assumptions and Variants 
The decisional bilinear Diffie-Hellman problem 

(DBDH1) in  : 

Given for some , and , 
where G is one cyclic group with the prime order p, output 
Yes if  and No otherwise.  

The modified decisional bilinear Diffie-Hellman 
problem (DBDH1-M) in : 

Given for some , and , where all 
the parameters involved go the same by DBDH, output Yes if 

 and No otherwise. 

 The decisional bilinear Diffie-Hellman problem 
(DBDH2): 

Given  for some  and , 
where  and  are two cyclic groups with the prime order p, 
and  is a bilinear map, P is the generator of G, 
and , output Yes if  and No otherwise. 

The mixed decisional Diffie-Hellman problem 
(MDDH): 

Given  for some  and , 
where all the parameters involved go the same with DBDH2, 
output Yes if and No otherwise 

3 The Proposed MAAC Scheme 
 In this section, we first provide an overview of the 
proposed MAAC scheme for the cloud computing based PHR 
service systems. Then, we describe the detailed design of the 
MAAC scheme. 

3.1 Overview 
 The major design goal of the proposed MAAC scheme 
includes three major aspects including the data confidentiality, 
the access control, and the user key accountability. On the 
data confidentiality, it requires that the unauthorized users are 
incapable of getting the knowledge of the shared data. There 
are two types of requirements on the access control. The first 
one is that the unauthorized user cannot access the shared 
data absolutely. Another one is that the users themselves are 
the executors of the access control policy, which have a 
complete control on the access policy. On the key 
accountability, the system needs to ensure that if any user 
shares his attribute key illegally, the identity of this user 
would be disclosed. 

 By the proposed scheme, the CA first assigns a global 
user identity uid to each user and a global authority identity 
aid to each attribute authority in the system. Since the uid is 
globally unique, the secret keys issued by different AAs for 
the same uid can be tied together for the decryption purpose 
according to the unique uid. Furthermore, since each AA is 
associated with an aid, each attribute is distinguishable 
although some AAs may issue the same attribute. Thus, the 
collusion attacks can be resisted by using these special aid 
and uid. To achieve an efficient decryption, the token-based 
decryption outsourcing approach in [12] has been employed. 
In the attribute decryption phase, the user can submit his 
secret keys issued by the corresponding attribute authority 
and his global public key to the cloud server for re-encryption, 
and then the cloud server transmits the new ciphertexts to the 
user. Only when the user’s secret keys satisfy the access 
policy in the ciphertexts, the cloud server can successfully 
generate the new ciphertexts. The user can then decrypt the 
new ciphertexts by using his global public key and global 
secret key. 

3.2 Details
 The proposed scheme has five phases including System 
Setup, Key Generation, PHR Encryption, PHR Access, and 
Traceability. 

3.2.1 System Setup 

Let  and denote the set of attribute authorities and 
the set of users in the system, respectively. Given a security 
parameter , a -bit prime  is generated. Let be an 
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addition group and  be a multiplicative group with the 
same order  and define one bilinear map . 
Let  be the generator of . Let  and 

 be two hash functions such that the security is in 
the random oracle, where  denotes all the choices of the 
plaintexts.  
The CA first chooses two random numbers  as the 
master key of the system, and then generates the system 
parameters: . Meanwhile the 
CA establishes additional a pair of secret key and public key 

 to create the certificate for the registered users. 
Finally, the public parameter can be represented fully by 

.  

In the following, the CA begins to accept both user 
registration and AA registration. When a new user joins the 
system, the CA first authenticates the user to check whether 
the user has been registered before. If the user is legal in the 
system, the CA then assigns the user a global unique identity 

. Then, the CA chooses . These two 
numbers are required to satisfy the equation 

. It is clear that the number of such 
a combination of  is no greater than  according the 
theorem about the root of the congruence equation. The CA 
computes  as the global public key of 
the user, and takes the corresponding  as the 
global private key of the user. The CA also generates a 
certificate for this user by using its secret key  denoted as 

. The CA sends the global public 

key , the global secret key , the user’s 
certificate  to the user together with 

. In the end, the CA adds the new 
 into the traceability list T. Finally, 

the CA makes a public traceability list as following: 
;

, where N is 
the number of all users and it is dynamically changing over 
time. 

Each AA should also register itself to the CA in the 
system initialization. If the AA is a legal authority, the CA 
first assigns a global authority identifier aid to the AA. Then, 
the CA sends its public key together with the system 
parameter. It is only the attribute authority, who can receive 
the public key of CA  rather than any other users. 
The authority setup is implemented independently by each 

( ). Let denote the set of the attributes managed 
by this authority  and  denote the number of 
the attributes controlled by this authority. It chooses two 
random numbers as its secret key denoted as 

. For each attribute , the  chooses 
a random number , and computes , 
which can be regarded as the public key of this attribute 
generated by this attribute authority. Then, the  generates 

its public key  through 

its secret key , respectively. Finally, each 
owner can construct the integrate public keys as 

. 

3.2.2 Attribute Key Generation 

For each user ( ), each ( ) first 
checks whether the user is a legal user by verifying the 
certificate of this user. If the user is a legal user, which means 
that the  can successfully decrypt the 

by applying the , the  

assigns the set of attributes  to the user  according to his 
role in the domain of the attribute authority. For the concrete 
attribute set , the  generates the user’s secret key  
as 

 

3.2.3 PHR Encryption 

  First of all, the shared data  will be encrypted by the 
symmetric encryption with the private key , which is the 
core of the proposed access control solution. The public key 

, the private key  and one access structure  are 
taken as the inputs, where is a  matrix and  is an 
injective function which associates each row of to one 
positive attribute. It marks the involved set of the attribute 
authority as  over all the selected attributes according to the 
access structure. Then, the data owner chooses a random 
encryption exponent  and creates a random column 
vector , where  are used to 
share the encryption exponent . It computes  for 
each , where  is the vector corresponding to the -
th row of . Then, it randomly chooses , and 
computes the ciphertext as follows: 

3.2.4 PHR Access 

    The PHR Access phase consists of two steps including 
cloud server re-encryption and user data decryption. First, a 
user has to get the shared data from the cloud server. In the 
process, the attribute decryption is outsourced to the cloud 
server. Finally, the user can gain the real plaintext through 
simple operations by using its global public key and global 
secret key.  
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 Cloud server re-encryption: The user  first 
sends its secret key to the server for requesting the 
corresponding ciphertexts. Only when the attributes the user 

 possesses satisfy the access structure in the ciphertext , 
the cloud server can dispatch the corresponding ciphertexts to 
the user. The cloud server will compute a decryption token 
for the ciphertext before re-encryption. Let  be  

where  is defined as 

. Let  be the number of  
involved in the access in the ciphertext. If the attributes the 
user  possesses satisfy the access structure in the ciphertext, 
the cloud server can choose a set of constant , 
and reconstruct the encryption exponent as , 
where  are valid shares of the secret  in the encryption 
process. First, the decryption token  can be acquired as 
follows: 

 

 

Re-encryption : After the cloud server successfully 
generates the decryption token , it will carry on the re-
encryption procedure. The cloud server randomly chooses 

, and takes it, the public parameter of the system and 
 as the inputs. The new ciphertexts is generated as follows: 

User Data Decryption : Upon receiving the new 
ciphertexts, the user first renews the decryption token 
applying its global public key  and global secret key 

.  

 

 

 
3.2.5 Traceability 

Some clients find a pirate device composed by the 
private key of some user  in an illegal trading platform. 
There is only one public commitment accompanying with this 
pirate device. The pirate device promises that it can decrypt 
any ciphertexts stemming from some access policies which 
the attribute set  can meet with. In order to disclose the 
specific identity of the pirate device, the user first randomly 
chooses  and , where  is selected randomly from 
the space of the symmetric encryption key. Then, the user sets  

applying the random number  and the traceability 
list 

;
. Then the 

user chooses one appropriate matrix  as the access policy 
which depends on the attribute set  promised by the private 
device. According to the system parameters and the access 
policy, the user will generate a ciphertex, which is 
CT’=

 
in the PHR Encryption phase. Like the data access process, 
the user outsources the ciphertexts into the cloud server for 
re-encryption. Then, the pirate device must request the cloud 
server for the new ciphertexts in order to obtain its desired 
shared data. The cloud sever can only perform the token 
generation when the attributes the pirate device possesses 
satisfy the access structure in the ciphertext . After the 
cloud server has successfully obtained the decryption token 

, it will randomly chose  and transfer the new 
ciphertexts, 

to the pirate device. If the final feedback of this pirate device 
is , it is easy to conclude that the user with the 
global unique identity  is the creator of this pirate device.

4 Security and Performance Analysis 

4.1 Security Analysis 
The security analysis is performed in terms of the 

ability of resisting collusion attacks, semantic in data 
confidentiality, and the traceability with the characteristics of 
black-box and public. They are demonstrated by the following 
analysis. 

4.1.1 The proposal is secure against the collusion attacks. 

By the proposed scheme, each user is assigned with a 
global unique identity , and all the attribute private keys 
generated for the same user by each different attribute 
authority are related to the unique uid of this user after the 
attribute authority has successfully verified the certificate of 
this user. Moreover, on the basis of the unique of each 
attribute authority, all the attributes are distinguishable 
although some attribute authorities may issue the same 
attribute, which can availably prevent the user from privately 
replacing some components of an attribute assigned by the 
one attribute authority with those components from other 
secret keys assigned by another attribute authority. The 
security functionality against the collusion attacks is easy to 
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be implemented based on the abovementioned technological 
measures. 

4.1.2 The proposal can achieve the semantic security in 
data confidentiality 

Let’s assume that the scheme cannot achieve the 
semantic security against malicious adversaries. Then, there is 
an adversary  that, given the system parameter and the 
public key created by the attribute authority, can break the 
scheme with the advantage . If so, we can construct an 
algorithm  that breaks the  problem. The algorithm  
is given a random  instance 

, where  is a random 
element in . Then  chooses randomly  and sets the 
system parameter . Meanwhile,  also 
generates the attribute key  instead of the attribute 
authority . Then, it sends the system parameter and 

 to .  randomly chooses two messages  
on which it excepts to be challenged.  picks a random 

 and the related parameters as the process of data 
encryption of the proposed scheme, and sends the 
corresponding ciphertext 

=

 
to the cloud server. Then the cloud server generates the new 
ciphertexts 

through the interaction with , where the successful 
generation of the new ciphertexts fully relies on the strong 
assumption in regard to , and sends the new ciphertexts as 
the challenge to . Then  outputs a guess  . At 
this point,  returns 1 if  and 0 otherwise. It is clear 
that if , the ciphertexts  is the encryption of . 
Otherwise, since  is randomly selected from a universal 
hash function family,  is the ciphertext of a random 
message, hence  with the probability 50%. In turn, the 
adversary  has an advantage of  in solving the  
problem. 

4.1.3 The proposal can achieve the traceability with the 
advantage of public and black-box 

First of all, we prove that given a black-box access to the 
pirate device constructed by one of all the users, one can 
always decide which one of them has created it. One 
randomly selects  and sets  
applying the random number  and the list 

;
. Then one 

submits one randomized invalid ciphertexts 
=

 
to the cloud server. The cloud server generates new 

ciphertexts by the interaction with the pirate device. As a 
result, the new ciphertexts 

can be obtained by the pirate device. Finally, if the output is 
, then one claims that  is the generator of the 

pirate device.It can be concluded that the proposed scheme is 
black-box traceability against malicious attacks. In the same 
way, in order to execute the black-box traceability procedure, 
all the global public keys and global secret keys  
will be called. So, the proposed scheme is public traceability

4.2 Performance Analysis 
The scheme in [14] has its contributions to solve the 

security issues to achieve the user key accountability by the 
multi-authority attribute based encryption mechanism with 
some overheads. The best way to demonstrate the outstanding 
advantages of the proposed MAAC scheme is to carry out the 
efficiency comparison between the proposed solution and the 
work in [14] in terms of the corresponding computation cost 
and communication overhead with three metrics, which are 
storage overhead, communication traffic demand and 
computation cost. In order to simplify the comparison, we list 
all the notations used in the comparison are described as 
follows. 

 
The storage overhead is an important metric that 

determines whether the clients with limited resources will 
choose the corresponding application. By analysis, it is found 
the main difference between the two schemes on the storage 
overhead coming from the following aspects. One is the 
number of the public keys that each attribute authority needs 
to reserve. The other is the number of attribute private keys 
that the user obtains from the attribute authority. The 
comparison results based on the above analysis are shown in 
Table I. 
 

Entity Proposal in [14] MAAC 

 3 +3 +2 

Client +1 +2 

 
The communication cost incurred by the MAAC scheme 

is rather lower than that of the solution in [14]. It is easily to 
find that the communication cost of our solution is linear to 
the number of . However, the communication cost of the 
scheme in [14] is much higher challenging for those users 
who access the shared data by mobile devices with the limited 
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communication ability. The comparison of communication 
cost can be described on account of the initialization and 
traceability operations between the two solutions for the 
systems, which is shown in Table II. 

By the MAAC proposal, the cloud server generates the 
new ciphertexts on the basis of successfully accomplishing 
the 

Operation Proposal in [14] MAAC 

System 
initialization 

  

Traceability   

 
attribute decryption process, which has almost completely 
offloaded the computation burden from the clients with 
limited computing resource to the cloud server. But by the 
scheme in [14], the attribute decryption for the shared data 
access is performed by the user devices. It brings huge 
computational burden to the mobile devices, which have the 
limited computing ability. On one hand, due to the 
interference of the pseudorandom function, the process of 
generating private keys draws into a great deal of power 
calculations. On the other hand, the substance of the solution 
in [14] is to achieve the user key accountability by appending 
the identity test in the decryption algorithm. The repeated 
decryption attempts before a successful decryption bring 
additional power and bilinear mapping operations. Hence, it is 
no necessary to quantify the gap between these two schemes 
as the difference is so large. In a word, our proposed MAAC 
scheme has incomparable superiority in computation cost than 
the work in [14]. 

5 Conclusions 
 In this paper, we have proposed a secure and efficient 
access control scheme, MAAC, for the cloud computing 
based PHR service. Our proposed MAAC scheme has applied 
a new multi-authority CP-ABE scheme, by which the 
attribute decryption can be outsourced to the cloud servers. In 
addition, the proposed MAAC scheme can achieve the user 
key accountability in an effective way. Moreover, the 
proposed MAAC scheme is efficient with much less 
computation costs and communication costs. 
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Abstract – The objective of this article is to explore the use of 
e-Health diaries in palliative care. 68 patients from three 
hospices in the UK were involved in the study. A sample of 14 
patients was selected for diary analysis and focus groups. The 
qualitative data was examined using thematic analysis and 
findings exposed the different ways patients used their diaries, 
who they wrote for and what they revealed about their 
personalized care needs. e-Health diaries are invaluable at 
providing the patient with a voice and creating rich information 
for healthcare professionals.  

Keywords: e-Health diary, blogging, end-of-life care, 
personalized care, qualitative data. 

 

1 Introduction 
e-Health is an emerging term relating to the use of the 

Internet and other technologies to enhance health care services 
and the information delivered to stakeholders involved in 
healthcare practice.[1] Consequently, e-Health’s primary 
outcome is to improve patient well-being through 
communication and information technology.[2] An e-Health 
diary allows the patient to write a web or app based diary that 
is shared with their care team. The use of e-Health diaries is 
rare, although, they have been successful at improving the self-
efficacy of patients with cardiovascular disease[3], Crohn’s 
disease[4] and diabetes.[5] 

Technologies, such as e-Health, have emerged in end-of-life 
care to enhance the communication between healthcare 
professional’s (HCPs), patients and families, to expose and 
foster adherence to patients’ care wishes.[6] These 
technologies include informative websites,[7] videos and 
telemedicine. However, very few interventions are patient 
focused,[8] with the exception of patient held medical 
records.[9] Most are aimed at providing information for 
caregivers and HCPs.[8,10] No known e-Health interventions 
involve patients nearing the end-of-life writing an e-Health 
diary, however, there are accounts of patients writing blogs 
about their medical conditions. 

Blogging is a proficient social media feature enabling users 
to express themselves through online entries in a chronological 
order.[11-12] An important characteristic of blogging is the 
stimulation of communication,[13] allowing users to reflect on 
personal experiences, share and seek opinions, and release 

emotional tension. Users’ blog for a number of reasons; three 
prominent types of blogs include, individual created entries, a 
mashup of information curated from other sources and 
knowledge entries.[14] Individual blogs known as personal 
journals, diary entries and online diaries embody the blogger’s 
own experiences and views.[15] 

In the health context, primarily blogs are used by patients to 
self-manage a health condition or achieve a specific health 
goal.[16] Patients also blog to communicate other issues rather 
than just health.[17] Evidence suggests that the therapeutic 
outcomes of blogging include being able to express emotion, 
decreased feeling of loneliness, emotions management and 
finding satisfactory information.[18-19] Furthermore, by 
sharing personal stories and reflecting on the process/services, 
users are able to support peers in decision-making practice[20], 
which in turn empowers people to actively be involved in their 
healthcare.[21] 

Issues and concerns patients have regarding posting blogs 
range from a fear of being judged for their own opinions and 
behavior, maintaining their privacy, blogs being edited, 
receiving negative opinions and a lack of interest from 
HCPs.[22] However, blogs written by patients are often useful 
for physicians to gain a deeper understanding of their 
patients.[23] Additionally, clinicians can join their patient 
bloggers online to signpost users to information as a coping 
mechanism.[17] 

e-Health diaries differ to blogs as they are not publically 
displayed on a website, instead they offer patients a platform to 
write a diary that can be shared with whomever the patient 
chooses. This can help patients overcome fears of being judged 
and loss of privacy.[22] Moreover, e-Health diaries ensure that 
HCPs take an interest in what the patient is writing by acting as 
a written communication between patient and HCP. Unlike 
most other e-Health interventions in end-of-life care, the diaries 
provide the patient with a means to express their wishes, fears, 
feelings and thoughts. This approach is innovative and as such, 
the qualitative research is exploratory in nature. 
 
1.1 Research questions 

This paper explores the use of an e-Health service, which 
provides patients with a diary writing function. The use of the 
diary by patients nearing the end-of-life will be analyzed by 
referring to the following research questions: 
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1) In what ways are end-of-life patients using e-Health 
dairies? 

2) Who are the e-Health dairies being written for? 
3) What do the diaries tell us about patients nearing the 

end-of-life? 
 
2 Methodology 
2.1 VitruCare™ 

The e-Health service that the patients were asked to trial is 
called VitruCare™. VitruCare™ is web and app based system 
that offers different patients different services, from action 
planning and goal setting for patients with long term conditions 
to well-being services for patients nearing the end-of-life. The 
diary forms one microapp available to patients in end-of-life 
care. It has a 3000 character allowance and can be written as 
often as the patient chooses. The diary is shared with the 
patients’ chosen care team. The care team can include anyone 
the patient wishes from nurses, doctors, physiotherapists to 
family members and next door neighbors.  

The patients were asked to trial VitruCare™ for three 
months, during which time they had access to a variety of 
microapps such as ‘Introducing Me’ and ‘How I Feel Today’. 
The most popular microapp was ‘How I Feel Today’, which 
included the diary element of the service. The present paper 
explores the use of this online diary by patients and HCPs.  
 
2.2 Sample 

Sixty-eight patients were recruited from three different Sue 
Ryder hospices that offer palliative care in the United Kingdom 
(UK). These patients had been diagnosed as nearing the end-
of-life according to the Gold Standard Framework, however, 
for the purpose of the trial they were perceived to have longer 
than three months to live by the clinician. A sample of 14 
patients (7 male; 7 female) was selected to represent the use of 
the diary. This purposive sample was selected to represent a 
variety of ages, medical conditions, gender and type of diarist. 
The average age of the participants was 57 years with complex 
health conditions including neurological, cancer, and 
respiratory disease. 

A group of 45 HCPs were involved with the 68 patients using 
VitruCare™, working for either the referral units or the 
hospices. Again a purposive sample of 11 HCPs were selected 
to take part in focus groups to gather qualitative data exploring 
their experiences of monitoring patients through online patient 
diary information entered on VitruCare™. The sample was 
selected to provide a range of HCPs from all three hospice sites, 
in a variety of roles such as day therapy nurses, clinical nurse 
specialists and consultants. They were aged between 31 and 62, 
with an average age of 49 and all were female as there were no 
male HCPs involved in the care of the patients.  
 
2.3 Data collection 

Following ethical approval from the UK National Research 
Ethics Committee and the Hospice research governance 
committee, qualitative data was collected from the sample of 

14 patients through two different methods. Firstly, all patients 
consented to the data they entered into VitruCare™ being used 
for research purposes. As such, each participant’s diary entries, 
for the three months they took part in the trial, were collated 
and anonymized through the Microsoft CRM system. There 
were 899 separate entries, which average at 64 entries per 
participant. Secondly, four focus groups each with two or three 
participants (well enough to attend) were held with 10 patients 
on the trial. There was a focus group at each of the three hospice 
sites, and two focus groups at one of the hospices where there 
were a larger number of users. All participants provided 
consent to be part of a focus group and for the discussion to be 
recorded. Patients were asked about their use of VitruCare™; 
how often they used it, what they used it for and which function 
they used most. They were also asked about the impact, if any, 
that the online diary had on their lives. 

In addition, rich qualitative data was collected from the 
sample of 11 HCPs through focus groups. Three focus groups, 
one at each of the three hospice sites, were held with three to 
four HCP participants. All of the HCPs involved consented to 
attending the focus group and the discussion being digitally 
recorded. Similarly, the HCPs were asked about their use of 
VitruCare™; how often they monitored patient entries, what 
information they reviewed or was of interest and how they used 
this information. They were also asked about what impact the 
online diaries had on patient care and their role as an HCP. 
 
2.4 Data analysis 

All focus groups were transcribed and patient diary entries 
collated into date/time ordered qualitative data narratives. The 
data were analyzed by three experienced qualitative researchers 
using thematic analysis. Initially the researchers independently 
familiarized themselves with the data and developed 
preliminary coded themes alongside detailed notes of thematic 
meaning. These preliminary codes and meanings were then 
discussed, agreed and developed into a comprehensive coding 
guide, ensuring consensus meaning and understanding across 
the three researchers. The data were then coded using Nvivo 10 
for Windows and second coded for validity and reliability by 
another researcher. From the coding process, overarching 
themes were developed that depict the data collected and 
answer the research questions. Under the research questions, 
three core themes: Type of diarist, Who do the patient write for? 
and About the patient will be presented and discussed in the 
results section.   
 
3 Results and Discussion 
3.1 Type of diarist 

It became evident from the patient diary data that there were 
two main types of diarists. Patients appeared to use the diary 
for different reasons. The first of which was to log symptoms, 
daily activities and health indicators as a record for the patient 
care team or self-management of health. The second included 
using the diary therapeutically and as a narrative to expel 
thoughts, feelings and emotions. These diarists wrote their 
entries privately, excluding family and friends, but were still 
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aware that their HCPs could read it. A number of patients also 
began using their diary as a simple log but over time increased 
the detail in their entries to include emotions, feelings and 
intricate stories. These types of diarists tended to warm towards 
using the diary in their end-of-life care. 

Out of the sample of diary entries, nine patients utilized their 
diaries to log moments in their health and in their lives, similar 
to people who develop blogs to self-manage their health[16] 
and previous e-Health diaries used to tackle diabetes[5] and 
cardiovascular disease.[3] These moments included daily 
activity, general mood, symptoms, appointments, hospice 
treatment, hospital treatment, medication and any self-managed 
treatments and demonstrate the complexity of patients’ 
treatments and interactions with their care team. Brenda wrote 
daily in her diary: 
 
Brenda: “Ached a bit today after physio, especially neck and 
diaphragm. Blood sugar down to 2.2 today with what felt like 
a dumping syndrome episode. Social worker came today and 
she will be ringing the hospice about the drop in, and what care 
I may need. Weight 39.8 Ventilator 2 x 20 mins.” 
 

Patients would write about what had happened in the 
immediate past; for instance, that day or that week and very 
rarely would they recollect events from the distance past or 
write about what may happen in the future. There was only one 
patient (Philip) who thought about the future and even then it 
was merely fleeting comments and not in too much detail: 
 
Philip: “I've got to get info on making a Will I've put it off too 
long.” 
 
Philip: “I wonder what’s gonna be next.”  
 

The entries were usually regular and often daily, to the extent 
that if a patient missed an entry, they felt like they should justify 
why, demonstrating that the diary acted more as a regular log 
of moments related to the patients’ health. Jane’s entry 
indicated a sense of obligation to update her diary regularly: 
 
Jane: “Had a very bad day, (14/07/2015), that's why I had NOT 
filled in my diary, thought I had till I checked it now.” 
 

In accordance to tele-medically augmented palliative 
care,[24] additional reasons that patients struggled to complete 
their diaries included illness, death, tiredness, going on holiday, 
being admitted to hospital and having technical difficulties. 
Illness, death and tiredness were difficult to overcome as 
barriers to usage, however, other obstacles could be reduced. 
For instance, as suggested by Nemecek et al.,[24] there was 
readily available technical support for patients and technical 
problems were continuously being improved by VitruCare™ to 
prevent issues stopping patients using the service. Moreover, 
five of the 14 patients in the sample had admissions to hospital, 
which prevented them from using VitruCare™ due to poor 
connectivity issues. As digital health evolves and use of social 
media increases[25-26] certain web or app based systems will 
become paramount to patients’ care plans. It is therefore 

important for the chosen e-Health service to be included in a 
patient’s medical records and for hospitals and hospices to 
provide the necessary resources and appropriate internet 
access.  

The second type of diarist is the patient who uses 
VitruCare™ as a reflective diary to record their ongoing 
thoughts and feelings. This emotion management has been 
previously adopted by people with cancer[18] and young adults 
with depression who blog about their experiences.[19] Five out 
of the sample of 14 diarists, were patients who utilized the 
diaries in this way. For these patients, the diary became less of 
a log of symptoms and treatments and more of a release of 
emotions about what was happening to them. Stephen in a 
patient focus group spoke about how he used the diary as an 
emotional outlet: 
 
Stephen: “I’m using it as a sort of crutch to lean on…I kind of 
treat it as somewhere I can write down some of this stuff at the 
same time, just reading it, where I’m at and so on because I 
can’t discuss it with my family at the moment.”  
 

These patients, through the recollection of stories[21] from 
the immediate past and the distant past develop a narrative that 
expresses: their fear of their illness and dying, frustrations at 
changes in lifestyle, feelings of guilt, sadness of being alone 
and happiness when interacting with others. Charlotte, who 
struggled with chemotherapy, felt too young to be dying and 
often expressed fears of what was going to happen: 
 
Charlotte: “Feel sad that mobility is so impaired and 
frightened at the thought of going into hospital in the poor 
condition that I am currently in” 
 

These emotive narratives tell us less about the daily 
symptoms and record of treatment but more importantly 
provide an invaluable insight of the emotions and mental well-
being of people approaching the end-of-life. Chung and 
Kim[18] discovered that cancer patients and companions write 
blogs for four main reasons; prevention and care, problem-
solving, emotion management and information sharing. 
Innovators and designers of e-Health for end-of-life care should 
consider these patient requirements when developing their 
software, especially as VitruCareTM has been used for similar 
reasons; to share their information with HCPs, friends and 
family and to manage emotions by writing emotive narratives. 
The system also provides a secure messaging facility for 
patients to ask about care and solve any health related 
problems.  
 
3.2 Who do the patients write for? 

Diaries are usually entirely private, written by the individual 
to reflect on moments in their life. They are therefore written 
for the person doing the writing however, a diary in an e-Health 
context is different. These diaries are completed by individuals 
as patients and as part of their healthcare.[4] The patients are 
aware that their care team can see the information that is being 
written and so their diary is not just written for themselves but 
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also for others. The following section explores who the patients 
are writing for and the themes connected with these interactions 
by exploring the focus group data.  

All diarists can choose who they share their diary with by 
selecting people to be part of their extended care team. The 
patients who log symptoms, treatments, mood and activity tend 
to write their diaries for a mixed audience of HCPs, family and 
friends. These diarists are similar to bloggers and they use their 
diary to inform their care team of what is going on, mostly so 
that they do not have to constantly repeat information.[21] In a 
focus group, James spoke about the reasons he started using 
VitruCare™: 
 
James: “I started using it because I was thinking of doing a 
blog just to get thoughts down somewhere, maybe share them 
and so what I was finding was that I was telling people things 
and some would say, how are you, and I couldn’t remember 
who I had told what, who I needed to update. So it would have 
been a way to get the basic facts down somewhere.” 
 

For these diarists, the main difference between writing a blog 
and using VitruCare™, is that a variety of HCPs are looking at 
their information and would be able to see if any emerging 
problems and be able to act on these issues. This level of 
interaction that the online system provides, reassures patients: 
 
Brenda: “I feel more secure in my health because of it. That 
you’ve got someone there, day by day rather than having to 
wait between appointments, which can be a bit scary” 
 

Similar to previous studies on palliative care[27] and hospice 
volunteering,[28] HCPs describe the care they are providing 
their patients as giving time, not saving time. Therefore, even 
though learning the intricacies of a new IT system can be 
challenging and time consuming, nurses and clinicians were 
aware of how the information that the patient is providing can 
enhance the face to face interaction: 
 
Clinical Nurse Specialist: “It’s preparation isn’t it, it’s that 
enhanced communication because we may not have seen them 
for two weeks previously…you know if they’ve had an 
uneventful two weeks or whether they’ve had a rough weekend, 
so at least you’re well prepared.” 
 

HCPs did, however, raise concerns about whether the service 
was being used correctly by patients. They did not want patients 
to enter emergency information in case the system was not 
regularly and immediately checked by the care team. These 
concerns were around whether the interactive nature of the 
diary function would prevent the patient from contacting the 
correct emergency channels, whether the patient would know it 
was an emergency and how the HCP would feel if they had 
missed something. Patients, did seem to be aware that 
VitruCare™ was not for emergencies: 
 
Brenda: “I see the diaries as your day to day, this is how I am, 
there’s nothing urgent, no real problems but this is a log.” 
 

Also from the diary entries it was clear that patients were 
only reporting emergency episodes after they had happened and 
as a log for their extended care team. In these recollections, it 
was evident that patients were still following the correct 
emergency procedures despite the communicative nature of 
VitruCare™: 
 
Paul: “Woke from afternoon sleep, unable to move off the bed 
luckily phone to hand, phoned Judith at work, unable to 
communicate properly. Judith came straight home after calling 
ambulance, had managed to crawl into hallway where I was 
laid on floor when Judith & paramedics found me.”  
 

The patients who use their diaries to therapeutically express 
thoughts, feelings and memories, write for different reasons to 
patients who use their diary as a log. Although they are aware 
that HCPs can see what they write, they are writing the diary to 
help themselves come to terms with their situations, similar to 
people writing blogs about health conditions.[18-19,21] These 
diarists do not want to share their diary with friends or family: 
 
Stephen: “I wouldn’t want my family reading what I was 
putting down” 
 

The e-Health diary, unlike blogs, provides a platform for 
patients who wish to express concerns and emotions about their 
illnesses privately, away from family and friends. These 
diarists do write, however, knowing that HCPs can read the 
information and often if a patient is low in mood or is 
experiencing depressive symptoms, they express this by 
reaching out to their HCP: 
 
Doris: “feeling shitty, most of my life has being so hard, now 
I’m having a hard time dying, no I don’t want to die like this, 
don’t want to die at all yet, but in this pain is evil, but I will not 
kill myself I promised my kids last year I would not.” 
 

Knowing this information, which is not always verbalized by 
patients, HCPs can help make the right decision concerning a 
patient’s care. Previously blogs by terminally ill patients have 
provided valuable information for HCPs, especially the nursing 
community, but often from past reflection on the written 
material.[13] These, e-Health diaries place HCPs in a unique 
position where they can see a live snapshot into a patient’s life 
and can personalize healthcare accordingly. From having 
access to the diaries the hospice care team have been able to 
diagnose patients with depression and anxiety and effectively 
treat mental health alongside physical health. 
 
3.3 About the patient 

Throughout the diaries, whether used as logs or self-
reflective narratives, it became apparent how important social 
interactions were for the patients. The patients who had 
difficult family circumstances or struggled to accept help from 
others, often expressed how alone they felt, finding symptoms 
and lifestyle management more difficult. Stephen had been 
diagnosed with bowel cancer and because of his fear of 
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hospitals, he postponed his treatment and surgery until it was 
too late. He was consequently given a terminal diagnosis. He 
writes in his diary about the pressures that this decision has put 
his family relationships, especially his wife. When he is alone, 
his mood and symptoms are worse and he finds it challenging 
to care for himself: 
 
Stephen: “A little bit of reality hit home today... after an 
argument with my wife I spent the night in my own home only 
to discover that preparing a hot meal was stretching my 
abilities… I got tired just standing in the kitchen and out of 
breath walking to and fro to sit in the living room about 10 steps 
away to sit down. In the end I swallowed what little pride I had 
left and asked her to pick me up.” 
 

Doris, suffering from Congestive Obstructive Pulmonary 
Disease (COPD) and anxiety found it difficult to accept help 
from her relatives. Her daughter would regularly visit but Doris 
was aware of how she was taking her frustrations, of not being 
able to do things for herself, out on her daughter. She therefore 
felt a tremendous guilt, but was reliant on help. When her 
daughter was not with her and other family members had not 
contacted her, she felt alone and scared: 
 
Doris: “…feel so alone, no one to tell about how I feel, scared, 
don’t know why.” 
 

Patients, even if their symptoms and pain were bad, had 
improved mood and feelings of happiness if they had contact 
with another person. For Doris, her reassurance came from a 
positive experience of HCPs at the hospice and how ‘lovely’ 
there were to her: 
 
Doris: “I am in the hospice at mo, everyone is so very nice, 
there all so lovely and caring…just had a foot massage from 
carol it was very nice and relaxing she is so good with it, she is 
such a nice person anyway, she’s smashing.” 
 

Mood and emotions were also dramatically improved for all 
patients who had had contact with family members, whether 
this had been a phone call or a face-to-face visit. Jane 
mentioned how her symptoms and energy were still low but her 
mood was lifted by the visit from her daughter: 
 
Jane: “My daughter, Naomi, staying with me for a few days & 
we are REALLY close & miss each other. So even though my 
symptoms and energy are RED, I am happier cos she's here and 
she looks after me so much, my pain levels are lower, (can't do 
anything), pampered by my loving daughter.” 
 

HCPs, family and friends of patients with a terminal 
diagnosis cannot underestimate the importance of social 
interaction. A positive social interaction with minimal effort 
can hugely improve a patient’s quality of life.[29] Kubler-
Ross[30] convey that the communication of people with a 
serious illness depends on which stage of the grief cycle the 
patient is at (denial, anger, bargaining, depression and 
acceptance). Patients at different stages often need more or less 

social interaction from loved ones either through technology or 
face to face.[31] The e-Health diaries have revealed that mood, 
depression, symptoms and treatments can prevent patients from 
socializing but when interactions with HCPs or family and 
friends do occur, the patient’s mood is uplifted. 

 
The diary data, particularly the patient logs, indicated the 

level of individual patient activity. It was evident, as time 
progressed, how a patients’ ability to be active and social 
reduced as their illness and bodily function[32] deteriorated: 
 
Charlotte: “Frank decided to take me to the local town for 
different scenery...disaster as I was unable to walk any 
significant distance…felt very insecure in an unfamiliar 
environment.” 
 

Even though social interactions and activities were important 
for patients, many were frustrated at not being able to do what 
they used to. The activities that patients could no longer do 
included baking, cooking, working, running errands, going out 
for lunch and coffee. Both James and Cheryl expressed their 
frustration and disappointment at not having the same level of 
freedom as they used to: 
 
James: “Very moody and snappy on Sunday…probably a 
mixture of worry about work, finances and lack of 
independence.” 
 
Cheryl: “My friends are coming for lunch so that will be 
nice...we are not going out for lunch because I have backache. 
I feel bad about letting them down because they were looking 
forward to it.”  
 

The frustration that patients’ felt towards losing physical and 
cognitive function coupled with how influential social 
interaction was on patient mood, highlighted the importance of 
providing patients with the means to be dignified and 
independent for as long as possible.[33] Treatments for 
independence could be as simple as efficiently providing the 
right painkillers and assistive technologies. James was 
frustrated at not being able to drive, not being independent, 
having to wait for his power chair. Once he was given his power 
chair, he found a new feeling of freedom: 
 
James: “Good day. First trip out in my power chair with 
Lorraine. Went well if not a little cold...it felt great to be able 
to get up to the shops without any trouble.” 
 

There were, however, still problems as James found that not 
many areas had wheelchair access including the entrance to his 
own home and his doctor’s surgery. When treating patients 
nearing the end-of-life, these diaries reveal how essential it is 
to provide personalized care tailored to the individual. There 
needs to be an awareness of the daily problems that people face 
so that independence[33] and social interactions[31] can be 
maintained for as long as possible. Web and app based digital 
services, can help HCPs understand the individual needs of the 
patient by providing a window into their lives.[13] This does 
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not hinder the face to face interaction but enhances the quality 
of care provided. 
 
4 Conclusions 

VitruCareTM developed an e-Health service for people 
nearing the end-of-life. It was used by 68 terminally ill patients 
from three different UK based hospices. The most popular 
function of the e-Health service was the 3000 character diary, 
which could be shared with HCPs, family and friends. This 
phenomenon, alongside the literature on blogging, indicates the 
desire of patients who have been diagnosed as end-of-life to 
write about their situation. 

Two different type of diarists emerged from the qualitative 
analysis. The first writes for information sharing and self-
management of health[21] whilst the other writes for emotion 
management by creating a rich narrative.[18] Innovators of e-
Health should consider these two different styles when 
developing online diaries or blogs for patients in palliative care. 
Designs would need to incorporate the needs of both by 
providing enough character space for storytellers but also 
providing tools for patients to log symptoms, activity, patient 
reported outcome measures and health indicators.[4] 
Additionally, the level of privacy of the diary would need to be 
controlled by the patient as information sharers would want 
more people to read their entries whilst therapeutic diarists 
would want to keep their entries private.  

Both types of diarist wrote their information for HCPs to 
read, providing a feeling of reassurance that HCPs would be 
able to see any changes in the mental and physical health of the 
patients and plan care accordingly. This information can also 
prove invaluable to HCPs, as an insight into the lives of people 
nearing the end-of-life, similar to information from patient 
blogs.[13] The difference being that the ‘real-time’ entries 
allow HCPs to action according to patients’ needs. e-Health 
could therefore be paramount in understanding the patient and 
developing personalized healthcare[34] for people in palliative 
care.  

Insights provided by the analysis in this paper reveal that 
patients, however low they are feeling, place significant value 
in social interaction and relationships. Often low mood is 
connected with being alone and good mood is related with 
positive interactions with HCPs, family or friends. This finding 
has powerful implications for innovators of connective 
technologies[31] such as video calling, social media and web-
based communities. It also supports the work of befriending 
schemes, volunteer[28] and therapeutic services in hospices. 

There is limited research on the use of e-Health diaries and 
blogs by patients nearing end-of-life. These mediums offer 
therapeutic services for patients whilst delivering valuable 
information for HCPs. Consequently, future research should 
encourage the use of e-Health in palliative care to give the 
patient a voice and improve personalized patient-led care.  
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Abstract - A four-layer hierarchical framework for 
representing human body movements and characteristic 
behaviors, augmented with probability theory and statistical 
learning methods to discover and process complex activity 
signatures in a domain is presented in this paper. A typical 
waiting lounge scene in a health-care facility is used to 
illustrate the implementation and the power of this framework. 
This work shows how specific human behaviors can be 
collected, processed, represented, and interpreted directly in 
real world context, thus affording health care providers to 
understand patient’s experience, both qualitatively and 
quantitatively, and allowing them to make recommendations for 
making work flow in clinics or hospitals more efficient, and 
ultimately improving the quality of care in their facilities.   

Keywords: human behavior recognition, gesture-based 
activity representation 

 

1 Introduction 
 There is a growing demand of activity recognition in 
different areas of everyday living. A particular domain of 
interest is in the health-care sector, where patients under care 
can be monitored and assisted even when care provider is not 
readily around.  In this paper, we will provide a framework that 
uses activity recognition theory to understand how human 
behaviors can be monitored, and consequently to identify the 
needs of a patient at a particular context. To illustrate the ability 
of the framework, we will use a simplified scenario, patients in 
lobby during the waiting time for doctor’s consultation. 
Waiting rooms in clinic or hospital constitute small cosmos of 
human behaviors, many of which are well defined by a 
sequence of activities in health care workflow.  
 
 In today’s health-care system, patients wait about 22 
minutes on average in doctor’s offices, and more than four 
hours in some emergency departments [1]. As wait time 
increases, patient satisfaction drops. With a growing consumer-
mindedness of instant gratification or satisfaction, health care 
providers and institutions or hospitals are looking ways to 
improve productivity, like shortening each patient’s path 
through the health care system, perhaps, adopting measures 
such as clinics using kiosks, and not reception desks, for 
speedier check-in for returning patients, and taking measures to 
funnel visitors to the appropriate part of the clinic or hospital 

when appointments have been arranged earlier, while providing 
more attentive face-to-face care to those who are first timers to 
the system and in need [16]. The purpose of this study is to 
investigate a computer-based means to obtain useful data on 
typical human behaviors during visits to clinics. 
 
 We will use two prior works to implement our system. A 
framework, proposed by Ma [2], that defines a four-layer 
hierarchical framework, where computer vision is used to study 
and understand human behavior through body movements. A 
second framework, developed by Saguna [3-6], uses 
probability theory and statistical learning methods to discover 
complex activity signatures, which can be performed 
sequentially, concurrently and interleaving with time. 
Additional modalities of information, such as speech, face 
expression, time-based contextual information can also be 
incorporated to interpret various human behaviors and elicit the 
cognitive processes used in analyzing the workflow of normal 
activities or social engagements. 
 
 The first sections of the paper explores the background 
and theory of the two frameworks: First is the 4-layer 
hierarchical framework, namely, the four layers are: 1) Feature 
extraction, 2) Simple behavior, 3) Individual behavior 
sequence, and 4) Pair-wise social interaction. The second is the 
Situation and Context-Driven Activity Theory. In the following 
sections, we created a typical waiting lounge scene, which 
depicts some very simple and common activities that a patient 
may be involved. As such, the result of this work would give 
health care providers and facility managers an understanding of 
their patients’ experience and use this knowledge to improve 
the quality of the services they provide. 
 
  
2 Review of frameworks  
 In this section we will introduce the key elements for 
representing and processing sensory data into human behaviors 
and activities given a context.   
 
2.1 Ma’s social interaction framework 
 The framework we are using in this context is an 
extension of the framework that has been proposed by Ma [2]. 
It is a four-layer hierarchical framework which mathematically 
describes pair-wise and individual social interactions by 
deriving body motion features from sensor data. Figure 1 gives 
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a pictorial representation of the social interaction framework. 
A bottom up view of the framework is explained as follows. 
The first layer extracts body motion features from the skeleton 
data, and objects and features from RGB data as received from 
the Kinect sensor. The localized room furniture features such 
as tables, doors, chairs, cabinets can be included to constrain 
the environmental setting. The second layer recognized 9 basic 
gestures for upper limbs and lower limbs. We classify the lower 
limb as Type-1 and upper limb as Type-2 behaviors. It includes 
3 simple Type-1 gestures - standing, walking and sitting and 6 
simple Type-2 gestures: waving, talking over cell phone, 
reading book/ magazine, sleeping while seated, seated relaxed, 
and making hand gestures while talking. Along with the 
behaviors, the user height is also considered in this layer. 
Currently, we are considering very specific and simple social 
roles for each person. 
 

 
Figure 1. 4-layer hierarchical framework of social interaction 

 The third layer generates meaningful sequence of 
individual behaviors. The factors considered in this layer are 
derived from the Type-1 and Type-2 behaviors we defined in 
the previous layer alongside the surrounding environmental 
features, social roles and object behaviors. The fourth and the 
last layer generates pair-wise social interactions. It uses the 
same features as the third layer, but considers two persons in 
the frame at the same time. It also refers to the same Type-1 
and Type-2 behaviors defined in the second layer. The 
framework is well defined to handle both individual and 
pairwise social interactions. 
 
2.2 Saguna’s situation and context-driven 

activity theory 
 As described by Winograd [7], the word “Context” has 
been derived from: “con” which means “with” and “text”. The 
use of Context is to infer Atomic activities and Complex 
activities based on situations. It has been observed that 
situations can be used to trigger actions by a person. Complex 
Activities occur when multiple atomic activities occur 
sequentially or interleaved in time, whereas, Atomic Activities 
are the simplified unit level activities that cannot be 
decomposed further given the application semantics. It can also 
be described as a leaf in the tree structure of the activity 
hierarchy. Figure 2 shows the low-level atomic activities 
forming into high-level complex activities.  Another important 
concept is Context attribute. A context attribute  can be 

defined as any type of information i or data at time t that can 
define an activity or a situation(s). 
 
 The potential of activity theory lies in the attention that it 
gives to multiple dimensions of analyzing human engagement 
with the world. Saguna et al. proposed a model for recognizing 
multiple concurrent and interleaved complex activities using a 
Context Driven Activity Theory (CDAT) [3-6], which uses 
probabilistic data analysis for recognizing sequential, 
concurrent, and interleaved activities. Human activity 
recognition involves collection of training data, and applying 
activity recognition models based on different machine 
learning techniques to the training data sets to test the models. 
 

 
Figure 2. Atomic activities forming complex activities 

 
 Context/situation awareness is one of the major factors 
that describes human activity theory. Context can be defined as 
any information that that can be used to characterize the 
situation of entities [8]. Context can be distinguished in to two 
categories: Physical context and Cognitive context. Physical 
context can be defined as the environmental information or the 
sensor data, like, location, time, temperature, and more. 
Cognitive context includes mental states, preferences, tasks, 
and social affinities of the users [9]. Apart from contexts, 
another important factor to be considered for activity 
recognition is Situation. Every human activity is situation 
driven. According to Saguna et al., “Situations are set of 
circumstances in which a human or an object may find itself”.   

2.3 Activity recognition approaches 
 The goal of activity recognition is to recognize mundane 
human activities in real life settings. Major sources of input 
data can come from a variety of sensors or cameras. Activities 
can be interpreted as a sequence of individual motions or 
gestures. The sequence can be linear or interleaved and even 
made up by concurrent subsequences. The start and the end of 
each subsequence are sometimes difficult to ascertain in 
complex activities. A common approach to activity recognition 
is the Hidden Markov Model (HMM), which is a generative 
probabilistic model, in which the sequence of observable states 
in time t, (y1, y2, ...., yt) are generated by sequence of internal 
(unobserved) hidden states, (x1, x2, ..., xt) [8]. As HMM makes 
modeling joint distribution only dependent on its immediate 
previous state and only on the current hidden state, there are 
still issues when dealing with complex concurrent and 
interleaved activities.  
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 In reality, most of the activities are of non-deterministic 
nature, i.e., the atomic activities of a complex activity can be 
performed in any order and not necessarily in the same order 
every time. Another approach, the conditional random field 
(CRF) is more efficient in addressing such practical scenarios 
of non-deterministic activity recognition. CRF is a class of 
statistical modeling method for pattern recognition and 
machine learning problems [18]. In [18], a CRF is defined as a 
graph G = (V ,E) on observations X and random variables Y as 
follows: Y = (Yv)vϵV , so that Y is indexed by the vertices of G. 
Then (X, Y) is a conditional random field when the random 
variables Yv, conditioned on X, obey the Markov property with 
respect to the graph: p(Yv|X, Yw,w ≠ v) = p(Yv|X, Yw,w ~ v), where 
w ~ v means that w and v are neighbors in G.  
 
 Though linear-chain CRFs are more flexible than HMM, 
the problem still exists that both CRF and HMM can only 
recognize sequential activities. In order to model more 
complex, interleaved and concurrent activities, more 
sophisticated models has to be used. Skip Chain CRF (SCCRF) 
is a linear chain that can be used to address the interleaving 
property of multiple goals. It uses multiple linear chains to 
capture activity variables with a larger distance between them 
or long distance dependencies between the goals. However, 
SCCRF is computationally expensive due to the high number 
of Skip Chains between goals [19]. 
 
 Gu et al. in his paper proposed the emerging patterns 
based approach for activity recognition that can model 
sequential, concurrent and interleaved activities (epSICAR) 
[10]. Unlike other learning based models that uses training 
datasets for differentiating complex activities. An emerging 
pattern describes significant changes of two classes of datasets 
through feature vector for each complex activity. Support and 
GrowthRate are calculated for each attribute A. Support(A) is 
the ratio of the number of instances containing A in dataset and 
the number of instances in dataset. For two different datasets 
D1 and D2, the growth rate of attribute A from D1 to D2 is 
given as the following. GrowthRate(A) = 0 if Support1(A) = 0 
and Support2(A) = 0; GrowthRate(A) = ∞ if Support1(A) = 0 
and Support2(A) > 0; and  GrowthRate(A) = 
Support2(A)/Support1(A), otherwise. These emerging patterns 
are mined from the sensor data and are used to compute 
interleaved and concurrent activities. 
 
 Recent work shows that Interleaved Hidden Markov 
Model(IHMM) [20], a variant of HMM, a variants of HMM, 
can be used to model sequential, interleaved and concurrent 
complex activities. Factorial Conditional Random Field 
(FCRF) [21], a variants of CRF, can also be used to recognize 
multiple concurrent activities for a single user, but the model 
cannot handle interleaved activities as well as multiple users. 
Like other training-based models, they require large training 
datasets to build the models for concurrent and interleaved 
activities. The issue being, in real life same activities are 
performed differently every time and hence gathering such 
huge training dataset can be difficult. 

2.4 Body motion features 
 Body motion features can be interpreted by measuring the 
joint distance, joint angle or joint rotation speed. Microsoft 
Kinect sensors can provide body skeletons and 20 joint points 
[11]. Figure 3 shows the coordinates and the numbering of the 
joints. Joint distance can be typically useful in determining 
common actions, such as talking over cell phone. The distance 
between the joint 4(head) and the wrist left (7) or wrist right 
(11) becomes relatively less. 

 

        

Figure 3. Body feature points set and reference systems 

 Or, while clapping, the distance between the two wrist 
joints can be seen changing periodically. The typical joint 
distance pairs that can be considered for motion feature 
extraction are: (7, 3), (7, 4), (7, 5), (7, 9), (7, 10), (7, 11), (7, 1), 
(7, 14), (7, 15), (7, 18), (7, 19), (11, 3), (11, 4), (11, 5), (11, 6), 
(11, 9), (11, 1), (11, 14), (11, 15), (11, 18), (11, 19), (14, 18), 
(15, 19), (13, 15), (17, 19). The absolute position is the average 
value of joint points 1, 3, 5 and 9 with respect to the Kinect 
coordinates. Only x and z axis are considered. The absolute 
distance are converted to relative distance by dividing them by 
distance of skeleton (1, 3). Body motion features can also be 
detected based on the relative angles formed by the four limbs 
with respect to the torso plane. The four limbs can be given by 
the following pair of joint points: Right upper limb: (5,6), (6,7); 
Left upper limb: (9,10), (10,11); Right lower limb: (13,14), 
(14,15); and Left lower limb: (17,18), (18,19). Angular 
information between few feature geometries can be computed 
and used in determining the motions that characterize certain 
activity.  The hands and feet joints of skeleton are very unstable 
and hence not considered for body motion feature recognition. 
Lastly, the joint rotation speeds can be derived by subtracting 
the rotation angle between the adjacent frames. 

3 Our approach 
 In our research, we are using Microsoft Kinect V1 Sensor 
[12-15] to determine the context information. For simplicity 
and other limitations, physical context information such as 
time, temperature, weather conditions etc. and cognitive 
contexts such as preferences, social affinities are beyond the 
scope of the current work.  
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3.1 The complex activity recognition algorithm 

 Saguna et al. [3-6] proposed an algorithm for complex 
activity recognition which combines together the atomic 
activities and context information in order to infer a successful 
complex activity. The Complex Activity Recognition 
Algorithm (CARALGO) is given as shown in Figure 4. In it, 
symbols Ai, Ci, Si represent Atomic Activities, Context 
Attributes, and Situations, respectively. CAk is the Complex 
Activity. AS, AE, CS, CE are the start and the end of Atomic 
Activity and Context Attributes, respectively. TL stands for life 
span of the activity. Set of Activities and Context Attributes are 
represented as �Ai and �Ci. Sum of weights of Atomic Activity, 
Context Attributes, and Complex Activities are shown 
as, , , and , respectively.  is the maximum 
time taken for a complex activity and  is the threshold of 
weights of complex activity.  
 

 
Figure 4. The CARALGO algorithm for activity recognition 

 CARALGO takes the list of atomic activities, context 
information and situations as input to infer complex activities.  
The algorithm starts by finding the initial start atomic activity 
and context and the current situation. It assigns a time window 
corresponding to the lifespan TL for each start atomic activity, 

 and start context attribute, , that belongs to a complex 
activity CAk. The algorithm also looks for duplicate lists of 
atomic activities, A, contexts, C, and end atomic activity,  
and end context,  within complex activity. It calculates the 
total weight  according to Equation 1. If the weight is 
above the threshold weight, i.e. it matches Equation 2, it can be 
inferred that the complex activity has successfully occurred. All 
the time windows run laterally and the  and  are added for 
each complex activity CAk at runtime until a successful match 
has been discovered. The initial weights that were assigned 
from domain knowledge, are then recalculated and updated and 

probabilities are analyzed accordingly. This helps remove the 
error of initial domain knowledge-based weight assignments.  
 
3.2 Computing complex activity weight 

threshold and handling false positives 
 Each complex activity has a set of core atomic activities, 
Core , and core context attributes, Core , which determines 
the threshold weight,  . The total weight of the complex 
activity  should be more than the threshold weight for the 
complex activity to occur successfully. If the total weight  
is less than threshold weight,  can imply either of the 
following two reasons: a) The activity was started but 
abandoned before completion or b) The core atomic activities 
and context attributes did not occur for the particular complex 
activity. The initial value of the threshold weight  is simply 
assigned as the sum of the weights of the core atomic activities 
and core context attributes. 
 
 Complex activities can be inferred from atomic activities 
and context information. As mentioned earlier, each complex 
activity, CA consists of a set of atomic activities A, and a set 
of contexts, C. The order of occurrence of an atomic activity 
for a complex activity is not considered in this work. This leads 
to a very practical situation that the atomic activities can be 
performed in any order for the complex activity to occur.  
Weights are assigned to each atomic activity Ai and context 
information Ci according to its importance for the complex 
activity CAi to occur. We will denote the weight of atomic 
activity as  and weight of context as . The weights are 
assigned according to the following set of rules: 1) The core set 
of atomic activities and context are assigned higher weights 
than those which are of less importance; 2) If all the atomic 
activities are equally likely to take place for the complex 
activity, equal weights are assigned; 3) The sum of all the 
weights  for each complex activity CAk = 1; and 4) If an 
atomic activity, Ai or context, Ci does not occur in a complex 
activity CAk, then  and .  The sum of all 
weights,  , must be above a threshold value,  for the 
complex activity CAk to occur successfully. Thus, for a 
complex activity to occur successfully,  is mathematically 
formulated as,  

                                   (1) 
             
where,    0 ≤   ≤ 1, and 
                                                          (2) 
 
 According to Saguna et al. [3], a complex activities can 
be defined by finding the associations between each atomic 
activities within the same complex activity as well as two 
different complex activities occurring together. Associations 
between atomic activity and complex activity can be 
determined by calculating probabilities of start, end and other 
atomic activities of the complex activity. We determine the 
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individual probabilities for the start and end atomic activities 
( ) A for complex activity  
 
Probability of  Pr(Ai)  in =   

Probability of , Pr(Ai)  in =  
Similarly, we calculate the individual probabilities for the start 
and end context attributes ( ) C for the complex 
activity CAk 
Probability of  Pr(Ci)  in =   

Probability of , Pr(Ci)  in =  
We consider all the atomic activities that lie between  and 

, and all context attributes between  and . The 
probabilities for every atomic activity: Pr( , t) and all context 
attributes: Pr( , t) is calculated by: 
Probability of atomic activity, Pr( ) =  ,     
n being the sum of occurrences of all atomic activities. 
Probability of context attribute, Pr( ) = ,  n 
being the sum of occurrences of all context attributes. 
 
 Associations are determined between different atomic 
activities within a complex activity by calculating conditional 
probabilities and transition probabilities ( ) for different 
pairs of atomic activities ( , ) within a complex activity, 
CA = Pr(  | , t). Markov chains are used to determine the 
associations between the atomic activities and context 
attributes in the complex activity. 
 
4 A Typical set of complex activities 
 As stated, we have limited ourselves to just considering 
the patient’s behavior at the waiting lounge. We have identified 
few. Figure 5 and 6 show a typical setting of the waiting lounge 
in a clinic. Table 1 presents typical common complex activities 
during the wait time that we have identified is such setting.  
 

 
 
Figure 5. Typical setting of a waiting area in a clinic. 

 
Figure 6. Captures of waiting area of a doctor’s clinic 

 
 Useful context attributes will help constrain the 
understanding of the sequence of a given activity. In the 
instance of ‘go get coffee’ requires that person leave sitting area 
to go to drink area, and lights must be on, coffee machine must 
be on, mug and condiments available, etc.  By observation, the 
activities of the patients depend on the environmental context 
as well as the amount of time spent waiting for his turn to go to 
exam room. A set of 20 context attributes are considered for the 
experiment. Sample attributes include: C1-sitting area of 
waiting lounge, C2-lights on, C3-beverage center of waiting 
lounge, C6-coffee condiments present, C7-coffee mug 
available, C9-coffee machine on, C14-direction to sitting area.   
 

 
Table 1. Common Complex Activities 

 
5 Sample run and results 
 Each of the above activities belong to the Complex 
Activity class, consisting of one or more atomic activities and 
based on spatio-temporal information as context attribute. One 
of the major challenges for activity recognition is that the 
variations in the ways a user performs the same activity 
multiple times or different users perform one activity in various 
different ways. Users even tend to switch between different 
activities or perform them concurrently instead of an isolated 
manner. For our experiment, a dataset of 5170 frames from 
short video clips was collected in our lab. Figure 7 shows three 
typical behaviors in a waiting state - reading, falling asleep, and 
answering a call. In total, we conducted processing of the given 
12 complex activities in order to validate the framework. 
 

 
Figure 7: Sample video snapshots 
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5.1 A case study 
 We show an example case of “Patient performs the 
following complex activities concurrently and interleaved in 
time while waiting at the waiting lounge for checkup” and its 
related Atomic activity and Complex activity classes: 
CA1 = “Fetching coffee”  
CA2 = “Uses cell phone”  
CA3 = “Talks to a friend who is accompanying” 
CA4 = “Walks over to reception for inquiry” 
The above complex activities (CA) can be represented as 
(CA1|CA2|CA3|CA4) as they can be performed concurrently or 
interleaving. For the lack of space, only the processing of the 
first activity is illustrated below. 
 

 
Table 2. Complex Activity example 

 
In our example in Table 2, let us consider complex activity 

CA1 = “Fetching coffee from coffee machine in waiting room”. 
Start atomic activities   = ,  
Probability of , Pr( ) = 0.40 
Probability of , Pr( ) = 0.60 
End atomic activity   =  
Probability of , Pr( ) = 1.0 

 = max Pr( ), where  
 = max Pr( ), where  

Hence, for our complex activity ,  =  and  =  
Start context attribute  = , ,  

 = max Pr(Ci), where  
 = max Pr(Ci), where  

Similarly, for ,  =  and  = ¬  
 

The procedure for activity recognition involves the following 
major steps: identifying the , the  and ; carry out 
probabilistic analysis of , based on the probabilities, 
recalculating the weights of  and ; performing analysis to 
discover signatures of . Given that there may be several 
paths for the activity sequences, Markov chains are used to 
determine the activity signatures represented by the states of 
the paths. Various path probabilities can be analyzed to define 
the possible behaviors according to the known contexts. Table 
3 shows the signature of this activity.  
 

 
Table 3. Signature of the Complex Activity CA1 example 

 
Concurrent and interleaved activities can be further studied 

by using heat map (Figure 8) to see the most relevant 
occurrences in the path combinations. Clearly, we can see that 
the complex activity pairs ( , ), ( , ), ( , ) 
have the highest values for concurrency and interleaving. Other 
complex activities such as “Talks to person sitting beside” and 
“Reading a book/ magazine” are also often performed 
concurrently or interleaving in time with other complex 
activities. 
 

 
Figure 8 Heat map for viewing best path combinations 

 
    To validate the result visually, our system provides a 

simple user interface, showing the frame characterizing the 
state and overlaid with the input data, represented by the input 
skeleton joint points. Shown in Figure 9 is the state of a patient 
reading book/magazine. It is recognized as such.  The outcome 
of the activity recognition is displayed on the right side of the 
viewing screen. 
 

 
Figure 9.  The system console showing the result of experiment. 
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6 Discussion and conclusions 
 We have developed a framework for human activity 
analysis and recognition. We presented a case study to show 
how a domain can be captured and represented. To our best 
knowledge, no other study has been conducted thus far to 
understand patient’s satisfaction during a clinical visit based on 
real-time body movements and gestures of the patients in the 
waiting lounge. This common scenario can be extended to 
other settings involving subjects in any venue of our daily life. 
Many other human behavior study can thus be developed by 
using this framework. 
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Abstract - Healthcare represents a traditional personal 
service sector with established importance of patient 
numeracy profiles. This is of importance because patient 
numeracy skill is one of the key factors associated with poor 
understanding of treatment decisions and non-adherence to 
therapies. This paper aims to introduce a novel quality model 
for the evaluation of patient numeracy assessment methods. 
The new quality is used to compare numeracy assessment 
methods on a pilot study that helped us to establish the place 
of our previously published confidence-based numeracy 
assessment method C-PNA among the other numeracy 
assessment methods. 

Keywords: Accuracy, Healthcare, Quality Model, Numeracy 
Assessment, Subjective Characteristic, Objective 
Characteristic. 

1 Introduction 
Numeracy assessment in healthcare domain is noticeably 

an attractive topic which concerns the evaluation of the level 
of patients’ numerical skill enabling them to understand and 
perceive the information related to their health. We proposed 
a confidence based adaptive testing model [1] that assesses the 
patients’ numeracy skill by integrating the parameter of 
confidence in the adaptive assessment. In [2], we introduced 
our goal-driven modeling for Confidence-based Patient 
Numeracy Assessment named C-PNA. 

Although a number of numeracy assessment methods have 
been used in the health domain, a key limitation of selecting 
the right method is that no quality model for evaluating 
numeracy assessment methods is available.  

This paper describes the development of a novel model to 
measure different objective and subjective quality 
characteristics of numeracy assessment methods, inspired by 
the latest standard ISO/IEC 25022[3]. It provides a framework 
for the comparison of our method with any other existing 
numeracy assessment method. 

The objective of this paper is two-fold: i) to present our 
new quality model, aligned with the ISO/IEC 25022 and 
adapted specifically to numeracy assessment in health 
domain, and ii) to use the new quality model to compare 
numeracy assessment methods on a pilot study. We conducted 
a pilot study, in which our Confidence Based adaptive Testing 
(CBT) method of C-PNA model was compared with existing 

Non-Confidence Based Testing (NCBT) methods for patient 
numeracy assessment. The results of our study demonstrate 
that our confidence-based adaptive testing method for the 
assessment of numeracy level of patients, C-PNA, has higher 
patient satisfaction, discretionary usage and trust than existing 
related work along with the same accuracy, but greater usage 
efficiency and remarkable effectiveness. 

The organization of this paper is as follows. In Section 2, 
the research methodology is explained; we define our research 
problem, our objectives and the steps to achieve them. The 
quality model is introduced in Section 3. Our Website and 
support tool are presented in Section 4 and the pilot study is 
described in Section 5. Section 6 summarizes the literature on 
quality modeling for numeracy assessment methods and 
explains in what ways they are similar or different from our 
approach. Finally, in Section 7, we conclude the paper and 
outline the directions of our ongoing research. 

2 Methodology 
The first objective of this paper is to present our new 

quality model, aligned with the ISO/IEC 25022 and adapted 
specifically to our numeracy assessment method. The model is 
then used to conduct experiments aiming at evaluating the 
quality of the new CBT numeracy assessment method as 
compared to two classical NCBT methods: Lipkus [4] and 
NUMi [5].    

To achieve the research objectives, we followed the steps 
as outlined below: 

Step 1: Quality Model.  In order to evaluate an assessment 
model, we had to determine the appropriate objective quality 
characteristics, which mostly influence on the numeracy 
assessment namely accuracy, effectiveness, productivity and 
usage efficiency. Furthermore, we identified the subjective 
characteristics related to the research problem such as 
satisfaction, discretionary usage and trust. The measurements 
designed to quantify these objective and subjective 
characteristics were also determined. 

    Step 2: Tool Support.   Secondly, we designed and 
developed a web-based application for the quality evaluation 
of numeracy assessment to carry on the experiments [6].  
After a series of experiments, the quality model was revised 
and then pilot tested using the Web-based application as 
described next. 
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   Step 3: Pilot Study.   The last step of our methodology is 
concerned with the empirical validation. We selected two 
classical numeracy assessment methods, Lipkus and NUMi, to 
enable a pairwise comparative measurement of the quality 
characteristics, and then we designed and conducted the 
experiments. Data were collected and validated during the 
execution of the experiments. These data were then analyzed 
and a comparison was performed with the results obtained 
using the alternative methodologies Lipkus and NUMi.  

The pilot study provided the evidence about our theory 
and helped us establish the place of our confidence-based 
numeracy assessment method among the other numeracy 
assessment methods. Our novel quality model is introduced 
next.   

3 Quality model 
In developing numeracy assessment methods, not only 

high quality, reliable and efficient assessment is required, but 
also high personal satisfaction of the users should be taken 
into the consideration [3]. ISO/IEC 25022 standard provides a 
quality model definition, which could serve as a customer 
satisfaction model to ensure that all characteristics of quality 
are covered from the perspective of each stakeholder.  

Here, we introduce our quality model, which is designed 
specifically for the purpose of numeracy assessment. The 
quality model is tailored in a way that facilitates the evaluation 
of such assessment systems in terms of accuracy, effectiveness 
productivity, usage efficiency, satisfaction, discretionary usage 
and trust.  

For our study, we employed the quality characteristics both 
objective and subjective. The former is associated to sets of 
data, which depend only on the object that is measured, 
however, the latter not only depends on the object that is 
measured, but also on the viewpoint from which it is taken. 
The former includes accuracy, effectiveness, productivity, and 
usage efficiency that only depend on the object being 
measured. On the other hand, the latter includes comfort, 
pleasure, understandability, satisfaction, discretionary usage 
and trust that rely on the viewpoint from which they are taken 
as well.  

In our hierarchical quality model, the quality characteristics 
are delineated through several layers. At the root of this 
structure, there is a division of characteristics into objective 
and subjective ones. 

3.1 Objective characteristics 
The quantification of the objective characteristics is based 

on numerical rules to ensure fairness of the assessment. In 
other words, it is assured that users produce same measurement 
results every time the measurement is undertaken on the same 

source and in the same context. This consistency of 
measurement is considered very important [7]. 

 Each of the objective characteristics is defined as below. 

3.1.1 Accuracy 

Accuracy is the percentile of the numeracy assessment test 
results that are similar to the threshold (standard) test results. 
In other words, accuracy is indicated in terms of similarity of 
the results. 

Generally, accuracy is described by answering to the 
question of: “What percent of our prediction were correct?”  
So, if we base the definition on the truthfulness of the reality 
and the prediction, accuracy is calculated as the ratio of 
prediction values that are the same as reality values over the 
total values true or false [8]. 

For our study, we took Lipkus as a standard for numeracy 
skill assessment (Reality) and then we compared the results of 
method CBT as a variation for numeracy skill assessment 
(Prediction) with the results of Lipkus. We calculated the 
percentile of users who fall in the same numeracy skill level in 
CBT as in Lipkus. For this purpose, we first obtained the 
scores of each user in the tests; we used box-plotting 
technique for categorizing their level of numeracy skill. There 
are three levels in this categorization: low, medium and high. 
We compared the results of each user in both tests and find 
the overall number of the similar results. 

3.1.2 Effectiveness   

Effectiveness is defined in terms of the coverage of 
categories of numeracy questions.  Difficulty Level (DL) is a 
number assigned to each question in the question bank and it 
varies depending on the type of the question. It is calculated 
as the number of DLs covered without explicitly asking 
related questions to each DL.  If all DLs are covered in the 
test, the test covers all types of questions, all categories of 
numeracy questions, and it means that the set of questions of 
the test is effective.  

3.1.3 Productivity 

Productivity is the number of questions asked in a 
specified test relative to the time taken to answer them by 
users. Generally, productivity is the output over input which 
here is the number of questions answered over time. We say 
users are more productive using the test if they answer more 
questions per unit of time. 

3.1.4 Usage efficiency 

The usage efficiency based on ISO/IEC DIS 25022 of the 
test is measured as an objective been achieved over a specific 
time. It is calculated as the average time to cover one DL. Our 
objective is to cover more DLs meaning obtaining more 

104 Int'l Conf. Health Informatics and Medical Systems | HIMS'16  |

ISBN: 1-60132-437-5, CSREA Press ©



coverage on different types of questions. Usage Efficiency is 
the time required to cover one DL, one category of numeracy 
question types.  

Table 1 shows the definition of each of the objective 
characteristics discussed above along with their indicators. 
Table 2 introduces the base measures required for calculation 
of the objective characteristics with their measurement 
formulas and the measurement data interpretation as 
represented in Table 3. 

Figure 1 depicts the objective characteristics of our hierarchal 
quality model, which is composed of four characteristics: 
accuracy, effectiveness, productivity and usage efficiency. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
TABLE 2. DEFINITION OF BASE MEASURES 
Base Measure Definition 

A Answer to each question for each individual 

DL Number of DLs covered by each test for each individual 

Q Number of questions required to complete a test for each 

user 

TNP Total Number of Users 

TNS Number of Users in the same Category 

T Time required for the user to complete a test 

 

TABLE 3. OBJECTIVE CHARACTERISTICS MEASUREMENT 
FORMULA 

Indicator Measurement 

Formula 

Interpretation 

accuracy_ind   =   (TNP-

TNS)/          

      TNP*100 

Results close to 100% are ideal. 

Higher values indicate more 

accurate results. 

effectiveness_ind   =   DL 

   

Results close to 100% are ideal. 
Higher numbers indicate higher 

effectiveness. 

productivity_ind   =   Q / T Higher numbers show higher 
productivity. 

usageEfficiency_ind   =   DL / T Higher numbers show higher 

efficiency in terms of usage. 

 We assume DL, T and TNP are always greater than zero. 

 
Fig.1.Objective Characteristics of Quality Model for 

Evaluation of Numeracy Assessment System 

3.2 Subjective characteristics 
Subjective characteristic measurements reflect the 

viewpoint of whom it is measured by. Basically, the 
viewpoints of users are obtained from the questions on the 
questionnaires presented to them after their experience using 
the system. To collect this qualitative data, users indicate the 
ratings on an ordinal scale. Consequently, this subjective 
characteristics quantification is engaged with human judgment 
[3]. 

Our subjective characteristics include: i) satisfaction 
characteristic which in turn concerns mainly on the comfort in 
answering the questions, the pleasure in writing the test, the 
understandability of the questions on the test, ii) the trust on 
the test results, and iii) the discretionary usage between two 
tests performed in one session. The subjective characteristics 
are measured on a Likert scale; the users are asked to rate 
their reaction to a statement along a scale for a type of survey 
question from a range of responses often from a positive 
rating to a negative rating with a neutral score in between. 
These subjective characteristics are listed as: 

TABLE 1. OBJECTIVE CHARACTERISTICS 
Objective 

Characteristic 

Indicator Definition 

Accuracy accuracy_ind 

The percentile of our test results that 

is similar to the standard test results. 

The number shows the percentile of 

the users who fall in the same 

category in two different tests. 

Effectiveness effectiveness_ind 

Number of DLs covered without 

explicitly asking related questions to 

each DL. 

Productivity productivity_ind 

Number of questions answered in a 

specified test relative to the time 

taken by the user. 

Usage 

Efficiency 
usageEfficiency_ind 

The usage efficiency of the test is 

measured as an objective been 

achieved over a specific time. Our 

objective is to cover more DLs 

meaning obtaining more coverage on 

different types of questions. 
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3.2.1 Satisfaction measures 

Satisfaction measures based on ISO/IEC DIS 25022 assess 
the degree to which user needs are satisfied when a system is 
utilized in a specified context of use. The value of satisfaction 
can be an overall measure of satisfaction produced by 
combining measures of individual sub-characteristics, which 
could be in turn weighted according to the importance of them 
to the overall satisfaction. Users answer each question on the 
questionnaire by choosing one of the values on a scale ranging 
from strongly agree to strongly disagree. The sum of all sub-
characteristics could be also transformed into a percentage. 

Here, we in turn defined the users’ level of satisfaction as 
a result of the pleasure in writing the test, the comfort in 
answering the questions, and the understandability of the test 
questions in each session. Table 4 shows the definition of 
satisfaction measures.  

 Table 5 summarizes our satisfaction measure for the 
purpose of our study. 

TABLE 5. SATISFACTION INDICATOR 

Measure Description Measurement 
function Method 

 
satisfaction_ind 
 

 
The overall 
satisfaction 
of the user  
 

 
X = Pleasure + 
Comfort + 
Understandability 

 
Questionnaire 

 
a.Comfort Measures: 
 Comfort measures based on ISO/IEC DIS 25022 assess the 
degree to which users’ needs for physical comfort are 
satisfied. Physical comfort can be influenced by position or 
actions that the user has to make to use the computer system, 
and by the environment in which the system is used. It is 
shown as Table 6. 

 

TABLE 6. COMFORT MEASURES 

Measure Description Measurement 
function Method 

 
Physical 
Comfort 
 

 
The extent to 

which the user is 
comfortable 

compared to the 
average for this 
type of system 

 

 
X = A 

A = Psychometric 
scale value from a 

comfort 
questionnaire (See 

Table11) 

 
Questionnaire 

 

b. Pleasure Measures: 
Pleasure measures based on ISO/IEC DIS 25022 assess 

the degree to which user needs for pleasure are satisfied. The 
needs of users encompass their desire to obtain new 
knowledge and skills, to communicate their personal identity, 
to provoke new pleasant memories and to be involved in the 
interaction. Table 7 shows the definition of pleasure measures. 

TABLE 7. PLEASURE MEASURES 

Measure Description Measurement 
function Method 

 

User 
Pleasure 

 
The extent to 

which the user 
obtains pleasure 
compared to the 
average for this 
type of system 

 
X = A 

A = Psychometric 
scale value from a 

pleasure 
questionnaire (See 

Table11) 

 
Questionnaire 

 

c. Understandability Measures:   
Understandability measures assess the degree to which user 

understands the content of the questions on the test as defined 
in Table 8. 

TABLE 8. UNDERSTANDABILITY MEASURES 

Measure Description Measurement 
function Method 

 

Understandability 

 

 
The satisfaction 
of the user with 

Understandability 
of system 

 
X = A 

A= Response to 
a question 
related to 

understandability 
(See Table11) 

 
Questionnair

e 

 
3.2.2 Trust measures 
 Trust measures based on ISO/IEC DIS 25022 assess the 
degree to which a user has confidence that a product or system 
will behave as intended. It is shown as Table 9.  

3.2.3 Discretionary usage 
Discretionary Usage on the basis of ISO/IEC DIS 25022 is 

defined as the proportion of users who prefer one method to 
the other one as depicted in Table 10. 

TABLE 10. DISCRETIONARY USAGE MEASURES 
Measure Description Measurement 

function Method 

TABLE 9. TRUST MEASURES 

Measure Description Measurement 
function Method 

 

User Trust 

 
The extent to 
which the 
user trusts the 
system 

 
X = A 
A = Psychometric 
scale value from a 
trust questionnaire 
(See Table11) 

 
Questionnaire 

 

TABLE 4. SATISFACTION MEASURES 

Measure Description Measurement 
function Method 

 
User 
Satisfaction 
 

 
The overall 
satisfaction 
of the user 

 

 
X = S(Xi) 

Xi sub-characteristics 
of satisfaction 

 
Questionnaire 
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Discretionary 
Usage 

 
The proportion 
of potential 
users 
choosing to use 
a system  

 
X = A/B 
A= Number of 
users using a 
specific system 
B = Number of 
potential users 
who could 
have used the 
specific  system 
(See Table11) 

 
Measure 
user 
behaviour or 
automated 
data 
collection 

 
The templates of Table 4 to Table 10 are inspired by ISO-

IEC25022. 

Table 11 shows the corresponding statements on the 
questionnaire for each of these subjective characteristics.  

Figure 2 demonstrates the subjective characteristics of our 
hierarchical quality model which is composed of satisfaction, 
discretionary usage and trust at one layer and satisfaction, 
itself, is included of comfort, pleasure and understandability at 
the next layer. 

 

Fig.2. Subjective Characteristics of Quality Model for 
Evaluation of Numeracy Assessment System 

4 Tool support 
For the purpose of evaluating the quality of the new C-

PNA method, we designed an online Web application [6]. The 
application enables us to create, run test sessions, and then 
save the results of the test sessions for further analysis. It 
facilitates the process of designing different test sessions with 
CBT and NCBT methods and adjusting the questionnaires 
based on the type of the tests and facilitates the comparison of 
results of different methods. 

Our system has user and administrator levels. It has the 
following functionalities at administrator level: 

i) Manage/list/add questions to question bank 
ii) Add /rename question types to questions in question bank 
iii) Manage/list/add new type of tests 
iv) Manage/list/add test sessions 
v) Manage/list/add survey questions to survey bank 
vi) Present result information about users, sessions, and 

surveys 
vii) Import/export results 

At the user lever, it is possible for users to create an 
account to sign in and also to continue the test sessions if 
already started and signed in. 

5 Pilot study 
In order to evaluate our patient numeracy assessment 

method we performed an empirical investigation and 
conducted a controlled experiment. We adapted the six level 
process model described in [7] for this investigation. The 
objective of our controlled experiment was to determine, how 
differences in the numeracy skill assessment method could 
affect the result of the assessment (conception level).  

The results of the formal empirical study demonstrated 
that our confidence-based numeracy assessment method 
excels the non-confidence assessment method in terms of 
objective and subjective characteristics. 

6  Related work 
There have been several methods for numeracy assessment 

in the literature. Some are considered as more established 
standard pioneers and some are developed in the more recent 
years. 

In [10], Schwartz et al. assessed patients’ numeracy with 
three questions and scored it as the total number of correct 
responses. In [11], Lipkus et al. evaluated a set of eleven 
questions that compose more questions that directly evalute 
the patients’ ability of risk understanding. 

Rapid Estimate of Adult Literacy in Medicine (REALM) 
[12] measures the individual’s ability to read common 

      TABLE 11. SUBJECTIVE BASE MEASURE DEFINITIONS 

Base 

Measure 

Definition 

Pleasure The whole test was a pleasant experience to me. 

Comfort  I felt comfortable going through the sequence of the 

questions in the test. 

Understandability  It was easy to understand the questions. 

Discretionary 

Usage 

Personally, on the result of which method you prefer to 

have your numeracy skill assessed? 

Trust I trust the result of CBT. 
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medical words and lay terms for parts of body and illness. 
WRAT-3 (Wide Range Achievement Test), [13] assesses 
basic skills in reading, arithmetic, and spelling. The test takes 
approximately 30 minutes to administer.  

Test of Functional Health Literacy in Adults (TOFHLA) is 
designed in two parts: 17-item numeracy questions and 50-
item reading comprehension questions with three passages. It 
uses actual health-related materials such as prescription bottle 
labels and appointment slips. S-TOFHLA, a shortened version 
of TOFHLA, consists of 4 numeracy questions and 36 reading 
comprehension with two passages. It needs half a time for 
administration compared with TOFHLA.  

Medical Data Interpretation Test (MDIT) [14] assesses the 
individual’s ability to interpret and understand medical 
statistics and understand concepts regarding risk. The test 
includes 18 questions based on the individual’s daily 
encounter with health information. The Newest Vital Sign 
[15] is another functional test it consists only six questions 
based on the nutrition label states. 

Numeracy Understanding in Medicine Instrument (NUMi) 
[5] is based on using item response theory scaling methods. 
The test has 20 items with an item bank calibrated with 1000 
users. 

The existing numeracy methods have some limitations 
[16]: first, none includes full set of skills and knowledge 
associated with numeracy. Second, potential confounders such 
as test anxiety, and distress are not taken into account and at 
last high-end means of communication and technology are not 
considered in the assessment. 

To obtain reliable measurement, specific health education 
interventions should be individually tailored for patients [17] 
and the numeracy level of patients should be assessed.  

7 Conclusions 
We designed and conducted an empirical study that proves 

that our CBT method produces results as accurate and 
productive as standard numeracy assessment methods; 
however, our method is more effective and has higher 
Satisfaction, Trust and Discretionary Usage compared to 
NCBT methods. We developed a web-based/portal application 
to assess numeracy level, which includes a database system 
and withholds information about the patients and results of the 
surveys. 

Our future work includes testing the method with different 
categories of patients within the hospital-ward domain.  
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Abstract—Wireless Body Area Networks (WBANs) have
emerged as a great technological alternative for medical applica-
tions that require continuous monitoring of vital signs in patients
with diseases of low progression and long duration. One of the
most challenging problems in this kind of applications is related
to preserve dependability attributes (reliability and availability),
since a failure in the system might cause false alarms, alterations
in medical diagnosis and, in a worst case, dead of patient. The
absence of methodologies for evaluating and predicting correct
system operation during design stage is common when developing
this kind of devices. In this paper a Stochastic Activity Network
(SAN) methodology is proposed, in order to assess dependability
of a wireless equipment aimed to support vital signs monitoring
for patients who meet the conditions for home healthcare. In SAN
models the failures associated to hardware and wireless protocol
communication were considered, for the purpose of estimating
availability and reliability for typical operational scenarios. The
results obtained allow system designers to identify dependability
bottlenecks on which concentrate to reduce risks and threats to
this fundamental system property.

Keywords: WBAN, Dependability, Reliability, Availability
and Stochastic Activity Networks

I. INTRODUCTION

The particular characteristics of Wireless Body Area

Networks (WBANs) have consolidated this technology as

a great alternative for improving life conditions of chronic

disease patients, by providing support for continuous and

remote monitoring of physiological variables without limiting

their normal activities. WBANs are based on small, low

power sensors located in or on the human body, that have

the capability to collect, store, process, and transmit medical

information that can be used to trigger first aid assistance, and

to detect emergency situations [1]. Despite these advantages,

there are still several system attributes that represent a

challenge in WBANs, namely those related to dependability.

Issues such as node failure, body shadowing, environmental

interference, fault network propagation, quality of hardware

and software design [2], need to be further developed in

order to guarantee dependable nodes for medical applications.

According to Avizienis et al. [3], reliability, safety, integrity,

availability and maintainability are five attributes that gathered

together describe dependability, defined as the ability to avoid

more frequent and more severe system failures. All attributes

associated with dependability are important in a general

evaluation of any system. However, this research was focused

on reliability and availability modeling and assessment,

considering the requirements of medical devices used in

home healthcare scenarios, where it is necessary to have

trustworthy and reliable equipment, i.e. capable to finish the

task entrusted, without experiencing a failure (reliability),

and available to provide a correct service when it is required

(availability). Despite the importance of evaluating this

attributes during design stage, there are few papers that deal

with the evaluation of dependability of WBAN related to

sensor nodes hardware, communication protocol, and the

effectiveness of use of the techniques proposed to overcome

the threats to availability and reliability.

Designing dependable systems is not an easy task, partly

due to the great difficulty to evaluate the effectiveness of

different design options, taking into account the complexity

and high cost of implementing prototypes to evaluate

reliability and availability with high accuracy. Several

methods like fault rate models, reliability graphs, fault trees,

Markov chains and Petri Nets have been used to evaluate

dependability of computing and communication systems [4].

However, they suffer from the fact that the system to be

modeled must be described at the state level, and the number

of states that must be considered can be huge [5]. Stochastic

Activity Networks (SANs) are a modeling formalism widely

used to assess performance, dependability and performability

in complex computation systems, with an acceptable accuracy

[6]. SANs are Petri nets extensions based on directed graphs,

that provide the necessary tools to specify high-level atomic
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models, reducing the complexity to specify thousand of

states and their interaction, using graphics primitives. Taking

advantage of the benefits of SANs, in this research they were

used to assess the attributes of reliability and availability of

a wireless sensor nodes aimed to support physiological signs

monitoring in home healthcare scenarios.

The rest of the article is divided as follows: section II

presents an overview of related work on identification of

reliability and availability threats in WBANs, as well as the

techniques commonly used to evaluate these dependability

attributes. Section III includes a detailed description of

the wireless sensor node architecture. Section IV contains

the description of the SAN model of the sensor node.

Section V shows the experimental results of the reliability

and availability evaluation. Finally, section VI presents

conclusions and future research.

II. RELATED WORKS

Threats to dependability are a major challenge in WBANs

for medical scenarios, considering the characteristics of this

kind of applications, that collect, store, and transmit patient’s

vital and extremely confidential information. In this way, the

evaluation of reliability and availability are fundamental non-

functional requirements to be considered during design stage

in order to guarantee the effective insertion of WBAN in home

healthcare monitoring scenarios. In this sense, the authors in

[2] have identified the potential causes of failure on a WBAN.

Issues like unreliable hardware, limited or power loss, environ-

mental interference, and network failure are addressed. They

propose several schemes aimed to increase the dependability

(related to reliability, availability and security attributes), being

the inclusion of redundant nodes the recommended solution.

However, this option implies an increase in cost while reducing

the ergonomics and mobility of the user. In the same work,

reliability assessment in the design stage is not addressed

by the authors. In [7], the authors propose a methodology

for reliability assessment on a wireless sensor node, based

on an automatic generation of fault trees, when permanent

faults occur on network devices. This proposal supports any

topology, different levels of redundancy, network reconfigu-

rations, criticality of devices, and arbitrary failure conditions,

allowing to optimize in design stage parameters that could

affect reliability and availability requirements. It was tested

in typical industrial scenarios, and the results obtained show

that is possible to identify dependability bottlenecks. Another

approach to evaluate reliability is reported in [8], where the

authors besides identifying threats to reliability and availability

of Wireless Sensor Networks (WSNs), also propose a flexible

framework for dependability evaluation and analysis using

Stochastic Activity Networks (SAN). The classification of

potential hazards and risks is performed using a Failure Mode

and Effect Analysis (FMEA) for a WBAN in order to obtain

the failure model of a single sensor node. It is noteworthy

the use of external libraries in the SAN model, that allows to

modify the failure behaviour at execution time according to

network dynamics. However, the results lack of schemes or

means that increase the values of reliability and availability.

SAN formalism has been used to evaluate reliability and

availability in different areas. The authors in [9] evaluate

the failure probability of systems implemented on SRAM-

FPGA technology. The results obtained with the SAN model

allow to predict the probability of failures according to the

maximum number of faults that can be injected, and the input

signal probability of data signals. SAN modeling was also

used to estimate the reliability of a Controller Area Network

(CAN)-based system [10], whose results allow to quantify the

reliability achievable by highly-reliable CAN-based systems

that rely on a replicated bus topology. The authors were able

to compare the reliability attainable by a replicated CAN bus

with the one what would be achieved by a simplex CAN

bus, and a replicated CAN star. In [11] the authors assess

the operational reliability of an aircraft before and during

a fly mission, using a SAN constructed from a meta-model

that describes, at a high level, the behaviour of the mission.

The SAN model considers real operation conditions after

component failures in order to support aircraft maintenance

planning. The results provide the schedule of repairs taking

into account some optimization criteria: cost, remaining useful

life and operational risks, according to reliability values after

several missions.

III. WBAN NODE DESCRIPTION

The system called HealTICa is composed of a couple of

wireless sensor nodes located on the patient’s body, in order

to acquire physiological variables of interest such as heart

beat rate, oxygen saturation, body temperature, blood sugar

levels, as well as the electrocardiographic (ECG) signal. These

variables are wirelessly transmitted to a sink node, in this case

a smartphone, that features a dongle that integrates wireless

transceiver and serial communication circuits, also allowing

to store and visualize medical variables, while providing

the functionality of triggering alerts in emergency situations,

originated by algorithms that analyse medical information, or

requested by the user using the panic button provided in the

mobile application. Figure 1 shows the system architecture,

highlighting the HealTICa node (ECG-PPG sensor node), re-

sponsible of acquiring, processing and transmitting the referred

variables, except the blood sugar level, which is collected by

another wireless glucometer. The HealTICa node is formed

by an analog front-end for ECG signal acquisition, an infra-

red (IR) sensor for measuring the patient’s body temperature,

and a pulse oximeter sensor that calculates heart beat rate and

oxygen saturation (SpO2) values from a photoplethysmogram

(PPG) sensor. All sensors are orchestrated by a low energy

consumption microcontroller, responsible of executing data

acquisition and processing algorithms, as well as communi-

cating to the transceiver, that is configured according to the

standard for low-rate wireless Personal Area Networks (PAN),

IEEE 802.15.4 with beacon enabled. The PAN is formed by a

coordinator, in this case a smartphone (equipped with an IEEE
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Fig. 1. Architecture and hardware block diagram of the HealTICa system

802.15.4 dongle), that is in charge of managing the whole

network. The IEEE 802.15.4 MAC protocol is used in beacon

enabled mode for saving energy [12]. The CSMA/CA (Carrier

Sense Multiple Access with Collision Avoidance) algorithm is

used in this protocol for channel access. Reliability of WBAN

is affected by issues associated to this algorithm as reported

in [13], [14] and [15]. A common solution to these issues

consists in adjusting the standard parameters related to the

maximum number of retransmissions (macMaxFrameRetries),

and the number of backoff stages (macMaxCSMABackoffs) as

it is intended in this work.

IV. RELIABILITY AND AVAILABILITY EVALUATION

In order to evaluate the reliability and availability of the

HealTICa system, the Stochastic Activity Network modeling

formalism is used. SAN is a probabilistic extension of Petri

nets, and together with reduced base model construction tech-

niques, has the potential to avoid the state space explosion for

dependability evaluation of parallel and distributed complex

systems [6]. The HealTICa system SAN model was created

using the framework Möbius [16], which is an extensible de-

pendability, security, and performance modeling environment

for large-scale discrete-event systems. It provides multiple

modeling formalisms and solution techniques, facilitating the

representation of each part of a system, and providing different

solution methods that allow the estimation of the system

behaviour. Möbius offers the typical SAN graphical elements

that allow to create high level models that are close to the

actual stochastic behaviour of this kind of systems with a

reduced number of states compared to those ones requiered

for an analytic solution. SAN models include input gates,

output gates, places, activities and arcs. Places, graphically

represented by circles, can be seen as a state of the modeled

system. Each place of a SAN contains a certain number of

tokens, which represent the marking of that place.

Figure 2 shows the atomic SAN model of the HealTICa

node hardware. In this model each place represents the sta-

tus of hardware components. Places related to sensors are

CPUOk

batteryDrain

Fig. 2. Atomic SAN model for the HealTICa node hardware

adsOk (ECG signal sensor), temperatureOk (corporal tem-

perature sensor), and oximeterOk (pulse oximeter sensor).

There are also places related to the status of the microcon-

troller (CPUOk), communication transceiver (transceiverOk),

and battery (batteryOk). If any of these places have only

one token, this means that there have been no failures in

those components. Evolution in time of the SAN model is

governed by activities, input gates (IG) and output gates

(OG). Activities (transitions in Petri net terminology) represent

actions of the modeled system that could take some specified

amount of time to complete. There are two types: timed and

instantaneous activities. Timed activities have durations that

affect the performance of the modeled system. Instantaneous

activities represent actions that complete immediately when

enabled in the system. In the HealTICa system SAN model

presented in Figure 2, there are seven activities, graphically

represented by thick vertical lines, associated with failures

in each component of the node. Activation time follows

an exponential distribution, which is associated with failure

rates of hardware components reported by manufacturers.

The adsFail activity represents the time between fails in

the ECG sensor following an exponential distribution. This

likewise occurs with the remaining transceiverFail (commu-

nication transceiver), tempFail (corporal temperature sensor),
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TABLE I
ENABLING PREDICATES IN THE HEALTICA NODE HARDWARE SAN

MODEL

Input
gate

Enabling predicate Input function

IG1 (systemFail->Mark()==0)&&
(batteryOk->Mark()==1)

;

IG2 batteryOk->Mark()==1 batteryOk->Mark()=0;

IG3 (CPUOk ->Mark()==1) &&
(systemFail->Mark()==0)

CPUOk ->Mark()=0;

IG4 (transceiverOk->Mark()==1)&&
(systemFail->Mark()==0)

transceiverOk->Mark()=0;

IG5 (adsOk->Mark()==1)&&
(systemFail->Mark()==0)

adsOk->Mark()=0;

IG6 (temperatureOk->Mark()==1)&&
(systemFail->Mark()==0)

temperatureOk->Mark()=0;

IG7 (oximeterOk->Mark()==1)&&
(systemFail->Mark()==0)

oximeterOk->Mark()=0;

batteryCrash (Li-Ion battery), oximeterFail (pulse oximeter

sensor), and cpuFail (microcontroller) activities. Activation

of activities depends on boolean enabling predicates of input

gates. An input gate is graphically represented in a SAN

model by a triangle. If an input gate enabling predicate is true,

its associated activity is activated, initiating its corresponding

time distribution function. At the time an activity is completed,

the input function of the corresponding input gate updates the

marking of the network. In the HealTICa node SAN mode

presented in Figure 2, when an activity is completed, one

token is located in the systemFail place. If there is a token

in this place, it represents a general fail of the system. The

systemFail place is considered in the reward function for

reliability and availability assessment. The marking of the

network can be also updated by the output function of an

output gate. Output gates, as input gates, are also graphically

represented by triangles in a SAN model. When an activity

terminates, the output function of the corresponding output

gate updates the marking of the network. Table I presents

the enabling predicates and input functions for each input

gate of the HealTICa node SAN model illustrated in Figure

2. Meanwhile, Table II presents the output function for the

output gate OG1. In both tables, the Mark() function returns

the number of tokens of the corresponding place. The output

function in OG1 changes the marking of the batteryLevel
place, reducing the number of tokens, according to the energy

consumption per hour (batteryDrain activity) of the HealTICa

node represented by the variable TotalBatteryDrain. When the

level is less than 50 mAh (threshold from where there is a

high probability of electronic components failure) a token is

located in the systemFail place . The output function in Table

II is compared with the marking in the batteryLevel place. If

batteryLevel place is less than 50 mAh, the systemFail place

receives a token indicating a failure in the system. This also

occurs if a token is located in the batteryCrash place, that

represents a critical battery failure.

The atomic model of the HealTICa system dedicated to

TABLE II
OUTPUT GATE IN THE HEALTICA NODE HARDWARE SAN MODEL

Gate Output function

OG1

batteryLevel->Mark()=batteryLevel->Mark()-totalBatteryDrain;
if (batteryLevel->Mark()<50){

systemFail->Mark()=1;
}

the wireless protocol communication is based on the standard

IEEE 802.15.4 configured with the default parameters for the

number of backoff stages (MaxCSMABackoffs = 4), and the

maximum number of retransmissions when the ACK is not

successfully received (MaxFrameRetries = 3), as it is modeled

by the output function of the output gate OG3, and shown

in Table IV. This model considers the CSMA/CA algorithm

related to frame drops due to congestion. If the channel is busy,

represented by the chBusy place in Figure 3, the Contention

Window (CW) (number of backoff periods during which the

channel must be sensed idle before accessing the channel) is

re-initialized to CW = 2 i.e. the Clear Channel Assessment

(CCA) is made twice, and the Number of Backoffs (NB) that

represents the number of times the CSMA/CA algorithm was

required to backoff while attempting to access the channel

is incremented. If the maximum number of backoffs (mac-
MaxCSMABackoffs = 4) is reached, the algorithm reports a

failure, and a token is located in the discardPacket place,

as it is shown in the OG4 output function in Table IV.

Otherwise, it goes back to the CCA. If the channel is sensed

as idle, CW is decremented. The CCA is repeated if CW �=
0. This ensures performing two CCA operations to prevent

potential collisions of acknowledgement frames. If the channel

is again sensed as idle, the node attempts to transmit until the

number of MaxFrameRetries = 3 is reached, when the packet

is dropped. The atomic model of the HealTICa system wireless

communication protocol presented in Figure 3 considers a

transmission rate represented by the txPacket activity. This

activity fires if the idleRadio and transceiverOk places have

at least one token. When a failure in the transceiver occurs,

the token in the transceiverOk place is removed. The waitACK
and chBusy places receive a token according to the probability

of transition of the txPacket. Meanwhile, txStatus and chStatus
activities correspond to a delay associated to the ACK before

the process of retransmission, and the period of backoff in

the CSMA/CA algorithm, respectively [17]. These cases in

the activities represent the probability of failure in the Clear

Channel Assessment (CCA), and the probability of successfull

ACK reception. It is considered that a failure in the system

occurs if the number of tokens in discardPacket place is

greater than 40 data frames per hour. In this case, a token

is located in the systemFail place. This value represents the

maximum number of tolerable discarded packets in order to

successfully reconstruct the ECG signal by the application

installed in the smartphone. The output functions of output

gates OG3 and OG4, described in Table IV, check that the

number of retransmisions MaxFrameRetries (number of tokens
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Fig. 3. Atomic SAN model for the HealTICa node wireless communication
protocol

TABLE III
INPUT GATES DESCRIPTION FOR THE HEALTICA NODE WIRELESS

COMMUNICATION SAN MODEL

Input gate Enabling predicate Input function

IG1
(transceiverOk->Mark()==1)&&
(idleRadio->Mark()==1)&&
(systemFail->Mark()==0)

idleRadio->Mark()=0;

IG2
(waitACK->Mark()==1)&&
(systemFail->Mark()==0)

waitACK->Mark()=0;

IG3 (chBusy->Mark()==1)&&
(systemFail->Mark()==0)

chBusy->Mark()=0;

in the noACK place) is less than 3, and the number of

macMaxCSMABackoffs, that are represented by the number of

tokens in the macMaxCSMABackoffs place, is less than 4. The

noACK and macMAxBackoff places are incremented according

to the evolution in time of the model. If the marking reaches

the limit, the output gates OG3 and OG4 increment the number

of tokens in the discardPacket place.

Atomic models can be replicated and joined together to form

a complete, or composed, model, allowing to share global vari-

ables. The HealTICa system SAN composed model is formed

by the atomic models presented in Figure 2 (sensor node

hardware) and Figure 3 (wireless communication protocol),

and it is not illustrated here for the sake of space.

TABLE IV
OUTPUT FUNCTIONS IN THE HEALTICA NODE WIRELESS

COMMUNICATION SAN MODEL

Gate Output function

OG1 waitACK->Mark()=1;
maxCSMABackoffs->Mark()=0;

OG2 idleRadio->Mark()=1;
noACK->Mark()=0;

OG3

noACK->Mark()++;
waitACK->Mark()=1;
if(noACK->Mark()>3){

discardPacket->Mark()++;
}

OG4

chBusy->Mark()=1;
maxCSMABackoffs->Mark()++;
if(maxCSMABackoffs->Mark()>4){

discardPacket->Mark()++;
}

V. EXPERIMENTAL SETUP AND RESULTS

Different scenarios were considered in order to test the

HealTICa system SAN model, representing typical situations

under which it can operate. These experiments aim to iden-

tify the impact of different factors on the HealTICa system

reliability and availability attributes, according to each sce-

nario. The HealTICa system SAN model was depicted and

simulated to estimate its reliability and availability using the

Möbius software tool [16], running on a Laptop with an

Intel Core i5-3337U processor (1,80GHZ, 3MB cache), 4 GB

RAM memory, and Ubuntu Linux 14.04 as operating system.

Table V shows the constant global variables of the HealTICa

system SAN composed model. ECG, oximeter and corporal

temperature sensors failure rates are taken from datasheets

published by manufacturers. Data trasmission rate (txRate) was

established in 900 frames per hour, according to the number

of data frames required to reconstruct and analyze the ECG

signal.

TABLE V
CONSTANT GLOBAL VARIABLES IN THE HEALTICA SYSTEM SAN MODEL

Variable
name Value Description

adsFailRate 2,6×10−10 ECG sensor failure rate

oximeterFailRate 3,4×10−6 Oximeter sensor failure rate

tempFailRate 1,8×10−6 Corporal temperature sensor
failure rate

txRate 900 Data transmission rate (frames per hour)

The experimental setup and results for five different

scenarios intended for HealTICa system SAN model

reliability evaluation are presented as follows:

- relCommTypical scenario: This scenario is composed

by typical values of congestion in the 2,4GHz band,

in which IEEE 802.15.4 works. This band is shared

with Wi-Fi, bluetooth, cordless phones and many

other devices, making the sensor node susceptible to

interferences generated by the mentioned technologies.

This scenario recreates a current home environment

where the HealTICa system can be deployed. The

values of the variables associated with ACK reception

(receiveACKProb) and channel congestion (chBusyProb)

were consequently configured as shown in Table VI.

Figure 4 shows an exponential decreasing of the

reliability, associated to the loss of data frames.

Although the impact is negligible for less than 100

hours, it is important to take into account these values

in order to schedule preventive maintenance when the

reliability values are close to 95%, that is after 900

hours of operation. For this scenario, the computation

time for solving the HealTIC system SAN model was

1064 seconds, with a SAN state space of 7564 states.

- relCommNoisy scenario: The configuration of this

experiment is similar to the previous one, adding
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high interference, which is represented by a high

probability of packet loss and low probability of

channel access. Hence, the values of variables

associated to congestion (chBusyProb) and packet loss

probability (receiveACKProb) are shown in Table VI.

This behaviour was experimentally verified when the

nodes operate in environments with more than ten

Wi-Fi hotspots. It is observed in Figure 4 that the

drop on reliability associated to noisy environments

is pronounced, reaching 90% of reliability after 1000

hours of system operation. These results suggest

the implementation of techniques for reducing the

packet loss such as changing the default parameters

MaxFrameRetries and macMaxCSMABackoffs. For this

scenario, computation time for solving the HealTICa

system SAN model was 321 seconds, with a SAN state

space of 182796 states.

- relMCULow and RelMCUTypical scenarios: Third and

fourth scenarios contemplate different failure rates for

commercial micro-controllers (mcuFailRate), as shown

in Table VI. MCU is a key component of the sensor

node, because its failure represents a severe system error.

Manufacturers of MCUs offer a wide variety of devices

according to the application requirements. Typical

values of general purpose microcontrollers provided in

manufacturers datasheets were used in these scenarios.

From the experimental results is possible to identify

MCU failure as the main issue that concerns reliability.

Figure 4 shows a pronounced decrease in reliability

after 500 hours of system operation when using MCU

with short Mean Time Before Failure (MTBF) values

(relMCULow scenario). This means six months of

usage, with the system working eight hours a day.

On the other hand, MCUs with large MTBF values

(relMCUTypical scenario) yields to a very important

reliability improvement, reaching 93% of reliability

after 1000 hours of operation, as can be seen in Figure

4. In the relMCULow scenario, the computation time

for solving the HealTICa system SAN model was 1055

seconds, while for RelMCUTypical scenario was 1108

seconds. For both scenarios the number of SAN states

was 7564.

- relBatteryTypical scenario: This scenario consists of

varying the value of reliability for commercial batteries,

usually indicated in hours of operation. According to

[18], batteries of Li-Ion have an average cycle of life of

40000 hours. The graph associated to this experiment

in Figure 4 presents a smooth decline in reliability,

reaching values greater than 92% after 1000 hours of

system operation. In this sense it is important to consider

battery preventive maintenance for life cycles near to

1000 hours. For purposes of evaluating a most severe

scenario, a battery with a life cycle of 20000 hours

were considered. The results are not shown in Figure

TABLE VI
VALUES OF EXPERIMENTAL SETUP FOR RELIABILITY EVALUATION IN

DIFFERENT SCENARIOS

Experimental
scenario Variable Value

relCommTypical receiveACKProb 0,95

chBusyProb 0,05

relCommNoisy receiveACKProb 0,85

chBusyProb 0,15

relMCUTypical mcuFailRate 1× 10−8

relMCULow mcuFailRate 1× 10−6

relBatteryTypical batteryFailRate 1/40000

4 because its time response is very close to the scenario

with a low reliable MCU (relMCULow), i.e. reliability

values are lower than 90% after 850 hours of operation.

Hence, reliable batteries are a major requirement to

take into account in this kind of applications. The

computation time of the HealTICa system SAN model

for this scenario was 1059 seconds, with 7564 SAN

states.
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Fig. 4. HealTICa reliability node for different scenarios
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Fig. 5. HealTICa node availability for different battery capacities and
percentages of charge

Finally, two sets of scenarios were created to evaluate the

HealTICa system SAN model availability. By means of these

experiments it is possible to estimate the system autonomy, and

the minimum percentage of battery charge required to guar-

antee two hours of continuous operation, which is a medical
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requirement for the system. In the first set, for exploring sys-

tem autonomy, three different values of charge for commercial

batteries were considered: 800 mAh (availBattLow), 1000 mAh
(availBattTypical), and 1600 mAh (availBattHigh). According

to Figure 5, although the battery with larger charge produces

longer availability, it is necessary to consider its cost and size

that could affect system viability and ergonomics. In the sec-

ond set, for determining the minimum battery charge required

to guarantee two hours of continuous operation, a 1000 mAh
battery was considered. Three experiments were performed

with charges of 10% (avalBatt10%), 20% (avalBatt20%), and

30% (avalBatt30%) of full capacity. Figure 5 shows that is

necessary to have at least 30% of full capacity when using

a 1000 mAh battery to guarantee two hours of continuous

operation. In these scenarios the average computation time for

solving the HealTICa system SAN model was 750 seconds,

and the number of SAN states was 54208.

VI. CONCLUSIONS AND FUTURE WORK

In this study, the availability and reliability of a wireless

sensor node for medical applications called HealTICa was

evaluated using the formalism named Stochastic Activity

Networks. The results obtained from high level atomic

models provide information about hardware quality, power

supply and environment conditions necessary to ensure

proper system operation, evaluated in terms of system

dependability, specifically in its availability and reliability

attributes. The direct relationship between the battery charge

and the availability of the system was verified under different

operational scenarios. During the design stage it is necessary

to consider not only the battery capacity in mAh but also the

battery reliability in life cycles to guarantee system availability.

Low reliability microcontrollers turn themselves as a system

reliability bottleneck. In terms of communication protocol, it

was evidenced the interference issue in the IEEE 802.15.4

2,4 GHz band because it is shared with countless devices

in typical operational scenarios. WBANs represent a serious

alternative for developing home healthcare devices. This work

presented an approach to evaluate the dependability (in term

of its availability and reliability attributes) of a WBAN-based

home healtcare system during the design stage, in order to

early detect risks and threats in different operational scenarios.

For future work is being considered to design a reliable

hardware and software architecture for home healthcare ap-

plications in order to have highly dependable systems, adding

more attributes as maintainability, safety, confidentiality and

integrity. This architecture will be modeled with the SAN

formalism in order to avoid space state explosion, and to

evaluate its effectiveness prior to system prototyping.
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Abstract— Minimizing Transfusion risks is being researched
by hematologist and blood bank professionals for many
years. The Food and Drug Administration (FDA), American
Association of Blood Banks (AABB) and other set safety
standards and update them regularly to achieve the same
objective in the presence of newer pathogens and advances
in transfusion technology. We have formally modeled the
vein-to-vein blood transfusion supply chain as an executable
workflow, translated the FDA and AABB requirements as
Temporal Logic formulas and verified them against our
formal model. We show this in by explaining the main
theorem and lemmas in our paper, proving that the vein-
to-vein transfusion safety hold in modeled processes.

Keywords: Blood safety, FDA, AABB

1. Introduction
Blood transfusion is a common procedure used all over

the world. Due to safety related issues such as blood quality,

contamination, aging, etc. United States and other countries

have placed regulations and standards in place to ensure that

the blood delivered for transfusion is safe for donors and

recipients. Between donation and transfusion, blood products

go through many steps in a supply chain. Decomposing do-

nated blood into commonly transfused components, testing

them against disease agents and storing them to satisfy safety

of the recipient are some standard steps of this supply chain.

Thus, the ultimate safety of the transfused blood depends on

being safe at every step of the supply chain, most of which

are governed by regulation. Traditionally the safety at each

stage is validated by performing regulated checks and by

having an inspection process to ensure regulatory compli-

ance of these processes themselves. This paper describes a

verification method for safety in the blood storage and trans-

fusion processes that contribute to the safety of the vein-to-

vein blood supply chain. Consequently, the paper adds semi-

automated verification of the processes used in individual

steps and their choreography to existing validation processes.

Our previous paper [1] showed a method for verifying the

safety of the methodology for the donor registration process

that would contribute to the safety of the donor and the

donated blood bags. This process starts with registering the

donor into the system, check if the donor is suitable and

collecting units of blood for a specific purpose(i.e. Whole

Blood vs. Apheresis). In this paper, we extend our previous

verification method to cover the safety of the rest of the

blood supply chain. Specifically, we extend our verification

process against standards and regulated requirements in

the laboratory (unit and sample processing), storage, post

donation, and transfusion. Consequently, taken together, our

previous publication [1] and this work presents a verification

method that covers regulation based verification of the vein-

to-vein blood supply chain safety. In order to do so, we

model the blood supply chain as a workflow, where each

step is modeled as a process carried out by an individ-

ual or a machine and their choreography is modeled as

workflow constructs. Then we consider safety regulations

specified primarily by the FDA [2] and the AABB [3]

and associate relevant regulations that should be satisfied

by the appropriate components of the modeled workflow.

We then manually translate these regulations to statements

in Temporal Logic [4], thereby creating a workflow model

where appropriate components satisfying a temporal logic

formula (that formally states the safety condition) should

ensure that the blood supply chain complies with the man-

dated safety regulations. Lastly, we extend an automated

translator that translate the workflows and the temporal logic

formulas attached to appropriate fragments of the workflow

and use the theorem prover to validate that all mandated

safety conditions are satisfied by the blood processing supply

chain.

The rest of this paper is written as follows. Section 2,

covers the regulations we considered. Section 3 provides

our verification using LTL. Section 4 describes related work.

Section 5 has our concluding comments.

2. The Blood Supply Chain and Relevant
Safety Regulations

This section describes the vein-to-vein blood supply chain

and mandatory regulations that apply to the safety of blood

recipients and donors. We model the former as a workflow as

shown in Figure 1. The boxes in Figure 1 represent tasks or

process in the workflow and arrows represent process tran-

sitions. Double-lined boxes in Figure 1 represent compound

processes (i.e. those that have sub-processes) in the modeling

system. We used YAWL an executable workflow modeling

language to model our workflow [5].

Figure 1 shows the main processes of the supply chain

consisting of registration, suitability, collection, post do-

nation, Blood Transfusion Services (BTS) Laboratory, and

transfusion. As shown in Figure 2, complex processes (pro-
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Fig. 1: Main Processes in the Main Net

cess with sub-processes) are shown in a big box including

small boxes (the sub processes). The fragment of this large

model analyzed in this paper covers the numbered boxes of

the diagram. Each box should complete all (sub) processes

within prior to commencing to execute the next process. In

Figure 2 bold red arrows show the flow of work between

the main processes, navy blue arrows to show transfusion

flow and purple arrows to show the flow of deferrals. The

flow of work is as follows: Starts with (1) Registration

then suitability and collection, (2) post-donation (3) BTS

Lab, or starts with (9) Transfusion request (10) Transfusion

Process (11) Post-transfusion. This section will focus on (a)

Updates in the Registration processes, (b) Post Donation,

(c) Blood Transfusion Laboratory Processing, (d) Storage,

(e) Transfusion.

The post donation process is shown in box 2 of Figure 2.

This processes models tests done on the donor after blood

collection and report any adverse events [3], [2]. This section

also covers the relevant regulations and standards from the

FDA and AABB that specify the safety requirements for the

laboratory, storage and transfusion processes. We describe

the regulation rules against processes in Table 1.

Table 1: Regulations and Standards
Process FDA regu-

lation
AABB Standard AABB Technical

Manual
Unit Pro-
cessing

CFR640 5.7.4.7 Chapter 6

Whole blood has special requirements when processing
each component such as RBC, PLT, FFP, Cryo

Sample
Processing

Subpart E,
CFR660,
Subpart C

5.8.1, 5.8.2, 5.8.3,
5.9.3, 5.9.4, 5.9.5,
5.14

Chapter 11, table
11-1

Storage CFR610.53 - Chapter 9, table 9-
1, Chapter 13

2.1 Blood Transfusion Services Laboratory
The first step after the donation is to take the blood

components to the processing laboratory (BTS Lab) and

process the bag as shown in the purple box 3 of Figure 2.

This process consists of many interconnected sub-processes

such as the Unit Processing and Sample Processing and

Discarding. Each of these sub-processes has their own sub-

processes as shown inside the purple box in teal, orange,

light green and red colors in Figure 2. Unit Processing
and Sample Processing are executed simultaneously and

explained in the subsequent section.

2.1.1 Unit Processing:

Donated whole blood units are separated and processed

into different blood product depending on the blood bank

setup and the current demand for blood products within the

BTS lab, as shown in teal color in box 4 of Figure 2. The

BTS lab receives the blood units then are visually inspected

and other parameters such as time, temperature, color and

blood volume are checked to ensure that they are within

acceptable safety ranges. Units with a lower than standard

blood volume are automatically sent to generate packed red

blood cells, and discard other components. Description of

the volume requirements are in the AABB Technical Manual

Chapter 6 and AABB standard 5.7.4.7 [3], [6]. Concurrently

the FDA has also defined blood processing requirements for

each of the blood products such as Whole blood, Red blood

cells, Plasma, Platelets and Cryo described in CFR 640 [2].

The requirements are to ensure that the received whole blood

is in a proper container with the right temperature and set of

bags connected to the unit depending on the set of products

to be generated.

2.1.2 Sample Processing:

Sample processing checks for the existence of infectious

agents within the blood sample and is shown in orange

color in Figure 2. Sample processing consists of multiple

sub-processes, dedicating one sub-process for each test.

Examples of these processes include ABO Rh and Antibody

screening, and serologic and molecular testing for detection

of infectious disease agents such as Human T-lymphotropic

virus (HTLV), human immunodeficiency virus(HIV), Hep-

atitis (HBV, HCV).

The serology testing requirements check the donated

unit against screening tests for infectious diseases that are

followed based on the FDA CFR sub-part E and AABB

standard and technical manual [3], [6], [2]. Box 6 in

Figure 2 shows the serology testing process consisting of

screening tests and confirmatory tests. Also, Figure 2 shows

the deferral period as one of the requirements assigned

to a donor if the serology testing results in a positive

outcome. Identifying the donor’s blood group is another sub-

process shown in light green in Figure 2. There are several

blood group systems, where the most common one is ABO,

which we used. In ABO testing, the donor’s blood can be

interpreted as either blood type A, B, AB, or O. This is

done by detecting the presence of ABO antigens on the

Red cells and the absence of their corresponding antibodies

in the plasma (using so-called forward and reverse blood

grouping). However, in some situations, a person can develop

an unexpected antibody against antigens in the other blood

group systems which we modeled at a high-level in our

system to capture regulatory requirement CFR 640, 660 [6],

[2]. Our body immune system generates antibodies as a

result of blood transfusion, pregnancy, or bone marrow/stem
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Fig. 2: High Level View of the FDA Regulations for the Blood Supply Chain.

cell transplantation. Antibodies are generated by the human

immune system to fight any foreign antigen.

We modeled the blood grouping using two complex pro-

cesses shown in light green box 7 of Figure 2. The first box

shows a test done using the donated samples and the second

test uses a unit segment. These test complying with FDA

Sub-part C and CFR640 [2] where the FDA require the tests

from the donor samples. However, as an extra precaution, the

ABO/Rh blood group is modeled to check the blood group

in two methods shown in Figure 2, box 7 in light blue and

golden colors. Testing for the ABO/Rh from the segment

and samples ensure accurate determination of donor’s blood

group and minimize the possibility of a mix-up between the

unit and samples during the labeling of the samples and units

prior to collecting the blood from the donor.

After completing the ABO/Rh processes from the segment

and samples then the results are compared. Only if the

ABO/Rh are the same results, then the final ABO is stored

as is required and stated by the AABB standard 5.12 and

5.13 [3]. Otherwise, an investigation process is held to find

any errors.

2.1.3 Storage

This process stores blood temporarily and then decom-

posed into different blood components such as Red Blood

Cells (RBC), Platelets (PLT), Fresh Frozen Plasma (FFP)

and Cryoprecipitated AHF (Cryo). Each of the processed

blood components has specific storage requirements such as

time, expiry date, temperature, usage and status as explained

in FDA CFR 610.53, CFR 640, AABB technical manual

Chapter 9 and AABB stand. 5.7.4.9 [3], [6], [2]. As whole

blood is directly stored when it has been processed into com-

ponents (Completing the Unit Processing Box 4) it is stored

in the untested storage first. After the Sample processing

shown in Box 5 of Figure 2 is completed and passed, all

passing units are moved from the so-called untested storage
to tested storage. These storage locations are kept in separate

refrigerators. The modeled blood bank currently holds two of

the following refrigerators, incubators and freezers to ensure

tested and untested units are kept separated. Thirdly, any of

the box 4 or 5 fails the unit is automatically discarded.

3. Verifying the Workflow for Safety Re-
quirements

We translate FDA and AABB safety requirements to

Linear Temporal Logic (LTL) as properties that can verify

against our workflow. For this, we model the workflows as

state transitions between so-called states of the blood supply

chain. This view of the state space has many states. Figure 3

shows the complexity in our states. This diagram shows our

updated main states in black, newly added states in pink

and gray one were described in our previous work, of which
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we omit details. Our new additions have expanded verifiable

properties to 10, of which we discuss only the new ones.
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Fig. 3: Full State Diagram

3.1 Syntax
We now specify LTL syntax. Let V AR = {x⃗i; i ≥ 0} be a

set of variables, CONST = {c⃗i; i ≥ 0} be a set of constants

and Φ = {pi ∶ i ≥ 1} be a set of atomic predicate symbols.

We say that pi(x⃗ij), pi(x⃗ij)∧pk(x⃗kj), pi(x⃗ij)∨pk(x⃗kj),
¬pi(x⃗ij , pi(x⃗ij), ∃x⃗ijpi(x⃗ij), ∀x⃗ijpi(x⃗ij), pi(x⃗ij) →
pk(x⃗kj) and ◇pi(x⃗ij), ◻pi(x⃗ij), Xpi(x⃗ij) (sometimes this

next-time operator X is written as◯pi(x⃗ij)) are predicates.

Following standard convention, a fully instantiated predicate

is one in which all variables are replaced by constants where

we write pi(c⃗ik)x⃗ij to indicate that the variables x⃗ij in

pi(x⃗ij) have been replaced with constants c⃗ik .

3.2 Semantics
We now summarize the commonly used semantics of

temporal logic. Let S = {si ∶ i ≥ 0} be a collection of

states (sometimes referred to as worlds) and an accessibility

relation among states as R ⊆ S × S. We assume that

there is a mapping (referred to as an assignment of the

fully instantiated instances of the predicate symbols), say

Inst = {instkk ≥ 0} with the mapping AtMap = M ∶
Inst ↦ ℘(S). Then we define the satisfaction relations for

the predicates in the states as follows:

● si ⊧ instk if si ∈ AtMap(ink).
● si ⊧ instk ∧ instj if si ⊧ instk and si ⊧ instj .

● si ⊧ ¬instk if si /⊧ instk.

● si ⊧ instk ∨ instj if si ⊧ instk or si ⊧ instj .

● si ⊧ ∀x pk if si ⊧ instk for every instance instk of pk
and the only free variable of pk is x.

● si ⊧ ∃x pk if si ⊧ instk for some instance instk of

pk.and the only free variable of pk is x.

● si ⊧ ◇instk if s′i ⊧ instk for some s′i ∈ R
∗(si) , where

R∗ is the reflexive transitive closure of R.

● si ⊧ ◻instk if s′i ⊧ instk for every s′i ∈ R
∗(si), where

R∗ is as stated above.

● si ⊧ X instk if s′i ⊧ instk for some s′i ∈ R
∗(si),

Through the updates made to the translator and model, the

sample version expanded to 299 states S = {s1, s2⋯s16} in

main states with layers of sub-states, 237 predicates labeled

P = {t1, t2⋯t237} and fifty six constants. Our model checker

uses X for ◯. Sample safety requirements that are shown

do not use the connective ◻. We show verification related to

the post donation, and BTS Lab (Unit Processing, Sample

Processing, and Storage).

3.3 Verification
This section describes our state space and show that

state transitions satisfy associated LTL properties that model

safety regulations. Each state is described below with their

transitions depending on the requirements specified in our

safety properties. As there are 299 states, this section will

only discuss states, transitions and associated LTL properties

shown in Figure 3, focusing on new states filled in pink

color. They are states (S7, S10, S11, S15). States filled in

gray (S8, S9, S12) were covered in detail in our previous

paper [1] and consequently will not be described here. In

this diagram, States such as S7, S10, S11, S15, S16, S11.4,

S11.5, S11.8, S11.9, S11.5.7 are compound states. All states

ending with (1 or .1) or colored in yellow in Figure 3 are a

starting state, while the colored green are ending states.

● S1, S2, S4, S6 and S7: The user starts the workflow

in states S1 and in S2 checks the model through

automating the verification. Passing the verification the

system transition the user to state S3 the user enters

the country and the system will route the user country

in states S4 or S17 as shown in 3. By clicking on the

donation process, state S6 is started followed by an

automatic transition to S7 to register the donor.

● S4: This is an empty state that when entered automat-

ically transition to Country1 workflow at S5.

● S5: This is a decision state to allow the user to specify if

it is a Donation or Transfusion by clicking on donation

or transfusion on the system. Choosing a donation

process will route the user to state S6 directly followed

by state S7. Choosing transfusion will route the user to

state S14 directly followed by state S15.

● S8: In this composite state, the system checks if the

donor is suitable for the donation by checking the donor

vitals. Details are covered in [1].
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● S9: In this composite state, the system checks if the

collection process’s safety controls have been applied

such as re-verifying the donor [1].

● S10: This is a composite state shown in Figure 3. The

blood bank staff enters if a donor has any adverse

reactions t220 if not then a transition n16 to S11.

Otherwise, transition n17 goes to state S12 for deferral.

This state output [donorReactionN]

● S11: This is a composite state consisting of sub-states

S11.1 to S11.10 checks the blood unit for infectious

diseases and donor blood grouping. The composite state

then outputs the following to verify the donated unit

is safe (t221 , t222 , t223 , t224 , t225 , t226 , t227
, t228 , t229 , (t230 , (t231 , t232 , (t233) or (t236 ,

t237)))) on trigger transitions n18 to S13. This state

output [HTLV, AntiHBc, HBsAG, AntiHCV, HIVNAT,

HCVNAT, HBVNAT, Syphillis, AntiHIV, recordedVol-

ume, UnitBagVolumeCap].

● S12: In this composite state the system routes the

deferrals based on the type of deferral as specified by

the safety controls and standards. This paper covers

only registration, collection, post donation and BTS lab

deferrals which are shown in Figure 3 as transitions n13,

n15, n17, n19, and n23. The composite states consist of

S12.1 and S12.2

● S13: This is an empty state where all transitions end.

● S14: This is an empty state that transition to state S15

for transfusion.

● S15: This composite state checks the transfusion re-

quest, apply the transfusion and ensure the patient has

no adverse reactions. Once the transfusion is complete,

a transition n22 to state S13 to complete and end of

transitions.

● S16: This is a composite state Country 2 registration.

● S17: Empty state to transition to Country 2 workflow.

State S7 decomposes into 10 sub-states labeled S7.1

through S7.10. This complex state has been updated from

our previous work as it routes the donor correctly through

checking any donations history. Also, ensuring all donors

(new or returning) are safe to donate through adding an

extra checkpoint to check for donation intervals for specific

donors.

State S10 decomposes sub states S10.1 through S10.10

where donors are monitored to ensure that no adverse

reactions occur and if they do all symptoms should be

recorded.

State S11 decomposes into sub-states S11.1 through S11.10.

The composite state S11 checks the donated unit and process

the unit into different products. Due to the page limitation,

we will focus on two sub-states S11.4 and S11.5. These states

show the transitions needed for testing blood for infectious

diseases/blood grouping and processing the unit to different

blood products.

S11.4: is a composite state consists of states S11.4.1

through S11.4.10 used to model sample Processing.

● S11.4.1: This state starts the sub-states. When S11.4 is

entered this state it imports [donationID] to be utilized

in the sub-states. Then it transitions to S11.4.2.

● S11.4.2: This is an empty state that transitions into two

composite states S11.4.3 and S11.4.4 simultaneously.

● S11.4.3: This composite state checks for infectious dis-

ease serology from the donors sample. This state inputs

[donationID] and output [RIBA, HBVNAT, antiHIV,

HCVNAT, HIVNAT, HBsAG, antiHc, HTLV, Syphillis,

Treponomal, antiHCV]. On trigger (t218 - t227) transi-

tion n120 to state S11.4.5

● S11.4.4: This composite state checks the donor’s blood

group the presence of ABO antigens on the red cell

and the absence of their complimentary antibodies in

plasma cells. This state outputs [finalABOType].

● S11.4.5: This state checks the outputs from states S11.4.3

and S11.4.4 by checking infectious diseases in all of

the serology tests are negative which then transitions to

state S11.4.7. A positive serology will transition to state

S11.4.6.

● S11.4.6: This is an empty state that on start input n123

transitions to S11.4.7.

● S11.4.7: This state end a composite state and output

[finalABOType, RIBA, HBVNAT, antiHIV, HCVNAT,

HIVNAT, HBsAG, antiHc, HTLV, Syphillis, Trepono-

mal, antiHCV] to state S11.4.

S11.5: This composite state consist of component states

S11.5.1 through S11.5.10 to model unit processing.

● S11.5.1: This state start gets the inputs [donatioType,

donationTypeSpecf, donationID, UnitBagVolumeCap,

ForProcessingTo] from state S11.5

● S11.5.2: This state input [donationType] to check if

the donation is for Whole blood or Apheresis. Whole

blood donations are transitioned to state S11.5.3 while

Apheresis are transitioned to state S11.5.4.

● S11.5.3: This state checks if the donated unit of blood

is within the regulated FDA safety standard for the

donated unit volume, depending on the unit bag capac-

ity used which is transitioned to state S11.5.4. Donated

units with higher or lower than standard volume are

transitioned to state S11.5.10.

● S11.5.4: This state checks the blood components the user

specified for the whole blood processing. The user is

required to input [ForProcessingTo] the system checks

this variable to identify if blood to be processed as

RBC FFP PLT transitions to state S11.5.5 or RBC and
Cryo that transitions to state S11.5.9. On trigger (t191)

transition n106 to state S11.5.5.

● S11.5.5: This state creates new products for RBC,

FFP, PLT and checks the volume of each bag

and then outputs [productID01-03, processedTo01-03,

productRecordedVolume01-03].

● S11.5.6: This end of the sub-process outputs [fi-
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nalABO, donationID, unitTested, processedTo01-03,

productID01-03, anticoagulant, productVolume01-03]

to state S11.5

● S11.5.7: This composite state stores the blood

products. It input [finalABO, donationID, unitTested,

processedTo01-03, productID01-03, anticoagulant,

productVolume01-03]. This state recognizes that the

unit has not been tested and so [unitTested] is false.

● S11.5.8: This state completes all unit processing. As

the ABO is not tested here, the donor blood group

[finalABO] is generated as none.

● S11.5.9: This state creates new products for RBC and

Cryo and checks the volume of each bag then it

output the following [productID01-02, processedTo01-

02, productRecordedVolume01-02].

● S11.5.10: This state checks the donated unit volume. On

input [unitBagVolumeCap, recordedVolume], it com-

pares if the unit capacity versus the recorded volume

if it is lower it transition to state S11.5.11 to created

packed RBC. Higher volume transition to state S11.5.6,

an empty state that completes the unit processing and

transitions to state S11.5.7. On trigger (t186, t187, t189,

t190, t193, t194, t196, t197) transition n108 to state

S11.5.11.

● S11.5.11: This state creates packed RBC and records the

volume and productID and outputs [productRecorded-

Volume01, productID01]

● S11.5.12: This state registers apheresis products. Cur-

rently, an empty state left for future expansion.

3.4 Lemma Verification
In this section, we explain how each lemma verifies a set

of safety requirements described in each state as specified in

the previous section. The collection of these lemmas show

that the property holds in each state combines as a proof

of correctness of the main theorem that end-to-end safety of

the modeled workflow holds for FDA and AABB regulations

quoted in the previous sections. The structure of our Lemmas

are shown in Figure 4. The lemmas are numbered using the

same counter as the one used in the LTL properties in the

model checker. In this paper, we will focus Lemma 7 and

Lemma 8, due to space limitations.

Table 2: Explanation of the Lemmas
Theorem/Lemmas in English Lemma

Lemma7: This lemma holds in state
S11.5.1 where it checks if the whole
blood units are processed correctly
based on the FDA and AABB standards
and regulations in all of its states from
S11.5.1 to S11.5.12.

#property XX(t184 && X(t185 &&
t186 && t187 || t188 && t189 && t190)
&& XXt191 ) || XX(t184 && X!(t185
&& t186 && t187 || t188 && t189 &&
t190) && XX(t192 && t193 && t194
|| (t195 && t196 && t197)))

Lemma8: This lemma holds in state
S11.4.1 to check donor samples for
infectious diseases and blood grouping.

#property XXXX(t198 || t199 || t200 ||
t201 || t202 || t203 || t204 || t205 || t206
|| t207 || t208 )

Main Theorem: This theorem verifies that all states are safe

as sepcifed in the regulations and standards

Lemma 2 ⋯ 5: This Lemma hold in states S7.1, S8.1, S9.1,

S12.1 and verifies the donor registration processes

Lemma 7: This lemma holds in state S11.5.1 that checks

if the whole blood units are processed correctly based on

the FDA and AABB standards and regulations in all of its

states in between S11.5.1 and S11.5.12

Lemma 8: This lemma holds in state S11.4.1 that verifies

donor sample check for infectious diseases and blood

grouping

Lemma 9: This lemma holds in S11.4.3.1 that verifies

donor blood sample check for infectious diseases based on

the FDA and AABB regulation and standard

Lemma 10: This lemma holds in state S11.4.4.1 where

donor blood group is checked using two methods (1) ABO

test from unit segment (2) ABO test from donor sample

Fig. 4: Lemmas Structure

Theorem 1 (Main Workflow Verification): #property

t1&&X(t59&&Xt57&&XX((t11 && t16)|| (t12 && t17) ||

(t13 && t18) || (t14 && t19) || (t15 && t147)) && ( t8

&& t9 && t10 ) && (t2 && t54) &&XXX(t41 && ((t26

&& t19) || (t27 && t23) || (t28 && t23) || (t29 && t25) ||

(t30 && t20) || (t31 && t20) || (t32 && t21) || (t33 &&

t21) || (t34 && t22) || (t35 && t22) || (t36 && t21) || (t37

&& t21) || (t38 && t21) || (t39 && t21) || (t40 && t24))

&& t42 && (t148 && t46) || (t2 && t45)) && t47 &&

t48 && (t9 && t10 && t8) && ((t3 && t52 && t49) || (t3

&& t53 && t50) || (t4 && t52 && t51) || (t5 && t52 &&

t51) || (t6 && t52 && t51) || (t7 && t52 && t51) || (t4

&& t53 && t51) || (t5 && t53 && t51) || (t6 && t53 &&

t51) || (t7 && t53 && t51)) && XXXX( t8 && t9 && t10

&& t55 && t56 && Xt220 && XX(t221 && t222 &&

t223 && t224 && t225 && t226 && t227 && t228 &&

t229 && (t230 && (t231 && t232 && (t233) || (t236 &&

t237)))) ))
Proof:

Lemma 7 (Unit Processing Workflow Verification):
#property XX(t184 && X(t185 && t186 && t187 || t188

&& t189 && t190) && XXt191 ) || XX(t184 && X!(t185

&& t186 && t187 || t188 && t189 && t190) && XX(t192

&& t193 && t194 || (t195 && t196 && t197)))
Proof:

Lemma 8 (Sample Processing Workflow Verification):
#property XXXX(t198 || t199 || t200 || t201 || t202 || t203 ||

t204 || t205 || t206 || t207 || t208 )
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Proof:

4. Related Work
Henneman et al. [7] state the importance of formal

modeling in transfusion therapy to increase patient safety.

The authors claimed that Little-JIL Process Language they

invented is a strong rigorous, precise usable for transfusion

therapy verification. However, the modeled in the paper

shows high level detail in transfusion that is missing several

safety requirements.

Avrunin et al. [8] utilized the modeling tool (Little-JIL).

As described by the authors. The tool provides superior func-

tionality in precision and evaluation. The paper described

transfusion processes example, where they were able to

capture a deadlock in the process that aided a nurse when

teaching the material. This was done through using Little-JIL

for modeling and PROPEL for describing the properties.

Lu et al. [9] used many risk analysis techniques such

as fault tree analysis, reporting analysis, etc⋯ to identify

weaknesses in processes. This paper has shown a level of

detail and critical points in blood transfusion in a flow chart

that was not captured in many publications. Although the

presented flow chart is not a formal model, it provides a high

level view of actual transfusion processes and identifying

risk priority number in blood transfusion.

Damas et al. [10] emphasize the importance of formally

modeling in medical process and models a simple real cancer

therapies model which is then analyzed using g-HMSC

modeling tool [10]. The g-HMSC modeling tool uses four

different operators: Union, Restriction, Focus and Merge.

These operators are used to composition (for sub-processes),

decomposition (for going back to higher level processes).

On the other hand, YAWL is a user friendly and expressive

modeling tool that is executable.

Bertolini et al. [11] describe the importance of health

information systems which has lead them to create a col-

laborative health-care workflows (CHWF). The workflow

modeling was created using CSP for verification. Also, they

created UML models to aid visualizing the system [12].

5. Conclusions
This paper shows that many important steps such as the

BTS Lab, Storage, and Transfusion can be verified against

the FDA and AABB regulations that govern them. To ensure

blood/transfusion safety, it is important to ensure vein-

to-vein processes comply with the safety regulations and

standards to provide safe blood. This paper completes the

blood bank supply chain from vein-to-vein and verifies the

workflow against the regulatory FDA and AABB standard

in safety requirements. This formal model is an executable

model.
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Abstract - Apache Hadoop MapReduce is a well-known 
software framework for developing applications that 
process vast amounts of data. Combined with traditional 
Data Mining (DM) techniques, it provides a more powerful 
way to handle data with high speed, safety and accuracy. In 
our work, we took advantages of both Hadoop and DM 
techniques to design a comprehensive, real-time and 
intelligent mobile healthcare system for disease detection 
and prediction. It provides an assistant system for user self-
healthcare as well as a complementary system for doctors’ 
diagnosis on their daily work. Due to the time limit, the 
whole system has only been partially implemented, but the 
whole design work has been finished, the 4-node Hadoop 
experiment environment has been setup in the lab to do 
some experiments for further analysis and the experiment 
result is promising. 

Keywords: Hadoop, Data Mining, Healthcare System, 
Risk Factor, Disease Detection, Disease Prediction 

1   Introduction  
 Hadoop is one of the most important and popular 
techniques during last few years with the emergence of the 
cloud computing concept. It has a great power to handle a 
huge amount of data of any kind. Data Mining (DM) is one 
of the most popular and promising techniques of 
discovering the meaningful information from varies 
massive data. The most exciting part is taking advantages 
of using both Hadoop and DM techniques to provide a 
greater powerful way to handle data with high speed, safety 
and accuracy. 

 Recent years, DM techniques have been widely used 
in healthcare field due to its efficient analytical 
methodology for detecting unknown and valuable 
information in health data as well as detection of the fraud 
in health insurance, availability of medical solution to the 
patients at lower cost, detection of causes of diseases and 
identification of medical treatment methods. It also helps 
the healthcare researchers for making efficient healthcare 
policies, constructing drug recommendation systems, 
developing health profiles of individuals [1].  

 A lot of research works have been done for healthcare 
by using DM techniques. In [3, 4, 5] the authors use 
classification, regression techniques to predict 
Cardiovascular Disease, Heart Disease etc. In [6, 7], it 
provides integrated DM techniques to detect chronic and 
physical diseases. Some other research works [8, 9] 
developed new methodology and framework for healthcare 

purpose but all these researches took the advantages of the 
DM techniques.  

 Meanwhile, In last decade, cloud computing services 
developed very quickly and provided a new way to 
establish new health care system in a short time with low 
cost. The “pay for use” pricing model, on-demand 
computing and ubiquitous network access allows cloud 
services to be accessible to anyone, anytime, anywhere [2].  

 Hadoop framework on cloud computing [10] has been 
developed for delivering healthcare as a service. A wide 
variety of organizations and researchers have used Hadoop 
for healthcare services and clinical research projects [11]. 
Taylor, R.C. gave a detailed introduction to how Hadoop is 
used in bioinformatics [12] and Schatz M.C. developed an 
OSS package named CloudBurst that provides a model for 
parallelizing algorithms using Hadoop MapReduce [13]. 
Indeed there are many important works made great 
contributions to healthcare field by using Hadoop 
framework. 

 The purpose of our work is to takes advantages of 
both Hadoop and DM techniques to design a 
comprehensive, real-time and intelligent mobile healthcare 
system for disease detection and prediction. It is designed 
to provide an assistant system for user self-healthcare as 
well as a complementary system for doctors’ diagnosis on 
their daily work. 

 The contributions of our system are: (1) We designed 
a comprehensive healthcare system which covers main 
aspects of the healthcare like disease detection and 
prediction. (2) We explored the possibility of using 
Hadoop and DM techniques on healthcare big data. (3) The 
system provides flexible communication between system 
and users. (4) The system guarantees real-time data 
transaction in very low cost. 

 The rest of the paper is organized as follows: We 
describe the related work in section 2. An overview of our 
system will be introduced in section 3 and its 
implementation detail will be described in section 4 
followed by experiment result in section 5. Section 6 
concludes our work and depicts future work. 

2   Related Work 
 This section briefly describes the DM, Cloud platform 
services, Hadoop and other related services.  
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2.1   Data Mining (DM) 
 Data mining is the process of discovering interesting 
patterns and knowledge from large amounts of data. The 
data sources can include databases, data warehouses, the 
web, other information repositories, or data that are 
streamed into the system dynamically.  

 Data mining functionalities are used to specify the 
kinds of patterns to be found in data mining tasks. In 
general, such tasks can be classified into two categories: 
descriptive and predictive. Descriptive mining tasks 
include association, clustering, summarization etc. 
characterize properties of the data in a target data set. 
Predictive mining tasks include classification, regression 
etc. perform induction on the current data in order to make 
predictions [6]. 

2.2   GCM and GCSql 
 Google Cloud Messaging (GCM) for Android is a 
service that allows you to send data from your server to 
your users' Android-powered device, and also to receive 
messages from devices on the same connection. The GCM 
service handles all aspects of queueing of messages and 
delivery to the target Android application running on the 
target device, and it is completely free.  

 Google Cloud SQL (GCSql) uses MySQL deployed 
in the Cloud and therefore the user gets all the benefits of 
using Explore Analytics with MySQL. Explore Analytics 
provides direct connectivity to Google Cloud SQL for live 
reporting, allowing you to deliver superb data analysis, 
visualization, and reporting. The data resides in Google 
Cloud SQL instance and there's no need to transfer the data 
to Explore Analytics. 

 Both Cloud services are available on Google Cloud 
Platform [15]. 

2.3   Hadoop 
 Diagram in Figure 1. shows the architecture of 
Hadoop2. 

 

Figure 1. Hadoop 2 Architecture 

 Hadoop consists of HDFS (Hadoop Distributed File 
System), HBase, and Hadoop MapReduce which can 

analyze big data [16]. It is an open source framework that 
writes and implements an application program for 
processing big data. 

 HDFS is made up of a Master Node and several Slave 
node. The Master Node consists of a Name Node that 
controls an access to a client file and a Job Tracker which 
accomplishes the scheduling about the given jobs. The 
Master Node also manages the name space of HDFS [17]. 

 The MapReduce [18] is a Distributed and Parallel 
processing model of data based on a Key/Value pair. It 
provides a scalability responding to data growth caused by 
distributed and parallel processing and minimizes network 
traffic caused by data movement among nodes. The 
MapReduce in Figure 1 generates an intermediate result 
with the key/value by accomplishing MapReduce based on 
input data. The intermediate result grouped by key value is 
transferred to a Reduce Task. The Reduce Task integrates 
all the intermediate keys and transfers the final result to the 
HBase. 

2.4   Healthcare Management 
 A fully integrated and comprehensive healthcare 
management that includes the integrated interconnection 
and interaction of the patient, health care provider, 
utilization reviewer and employer so as to include within a 
single system each of the essential participants to provide 
patients with complete and comprehensive pre-treatment, 
treatment and post-treatment health care and predetermined 
financial support therefor [14]. The system developed 
should have the ability to connect all participants together 
for the purpose of providing high quality healthcare 
services. 

3   Design of Main Framework 
 We give an overview of the whole system design in 
this section, and then we will describe the design detail in 
section 4. The system architecture is depicted in Figure. 2. 

 1) Data Collection Module 

 The system is designed to use three ways to collect 
data.  

 A key aspect of health application is the acquisition 
of people’s health data through the use of the internet 
combined with all kinds of the mobile devices such as 
phone, watch, ring, etc. This system is called mobile health 
sensor network (MHSN) which collects sensor data like 
heart rate, walking speed etc. as well as sport information 
like bicycling, walking steps etc. 

 Meanwhile, the system collects data from the user 
input by using mobile devices. The system app concludes 
sport, nutrition intake input activities to obtain related 
information. 

 What’s more, the system provides interface for data 
import. The data such as patients’ basic information, 
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disease history, examine result, clinical data, etc. obtained 
from the hospital and Korean national health care center is 
imported by using web service. Also downloaded public 
data like twitter, facebook data with disease information can 
also be imported to the system. 

 

Figure.2 System Architecture 

 2) Data Storage Module 

 The data collected by the system is of three types: 
structured the semi-structured, and the unstructured data. 
Firstly, all these three kinds of data will be stored in HBase 
as it is quiet suitable for mass data preprocessing and 
storage. Then this data should be converted into structured 
data for further processing.  

 3) Third-party Server Module 

 Hadoop based Third-party Server (TPS) Module is the 
key module of the whole system, all the data processing and 
analysis work will be done by this module. It responses for 
data statistical analysis, patient emergency detection, 
disease prediction and detection.  

 Hadoop MapReduce is essentially a scheduling 
framework that processes data that can be sliced into 
different splits of disease detection, prediction etc. tasks. 
Each Map task works on its own input data split without 
having to interact with other Map tasks at all. While each 
Reduce task collects all the analysis result, sorts and stores 
it in the HBase.  

 TPS also responses for message like data analysis 
results generation. These result will be sent to Cloud 
Service Module.  

 4) Cloud Service Module 

 After receiving result and processed data from the 
TPS, the Cloud Service Module will be used to store data 
and transfer data. This model is implemented by using 
GCSql and GCM Cloud services. When receiving the 
requests from the TPS, Cloud model responses 
immediately according to these requests, stores data or 
sends data to the devices registered to it.  

 Finally, the end user, caregiver who interacts with the 
mobile devices to check the latest status of the patients. 

When there is an urgent situation such as heart disease 
detected by the TPS, it will give warning to the caregiver 
on the mobile devices through Cloud model and caregiver 
can supervise the patient in real-time on the other side. 

4   System Design Detail 
 This section describes more idea about system design. 
The previous step is the basic of the next step.   

4.1   Data Preprocessing 
 To deal with huge data size, feature selection 
technique has the potential to identify the most useful 
information from the data and reduce the dimensionality in 
such a way that the most significant aspects of the data are 
represented by the selected features. The stored data is thus 
transformed into new space such that the resultant data 
becomes easier to be separated into different classes. 

 As it has been mentioned before, the system collects 
three kinds of data: structured, semi-structured and 
unstructured data. In order to obtain high quality structured 
data set, database processing, Natural Language Processing 
(NLP) and image processing techniques combined with DM 
data preprocessing techniques will be used by TPS to 
process these different kinds of the data and transform it 
into computerized patient record (CPR), or structured data 
record. The result will be stored in the HBase. 

4.2   Risk Factors Selection 
        Risk factor (RF) is something that increases a person's 
chances of developing a disease. For example, 
cigarette smoking is a risk factor for lung cancer, and 
obesity is a risk factor for heart disease. Actually all the 
patient’s attributes can be treated as the RF like age, 
gender, ECG result, blood sugar, number of major vessels 
etc. The purpose of the RF selection is to find the key RF 
that may have greater chance than the other factors of 
developing a certain disease. In data mining area 
information Gain, GainRatio or Gini index are the basic 
common used methods for attributes selection. 

        Before RF selection, TPS needs to get all the diseases 
related information from the whole data set because the 
original data contains information of healthy people as well. 
Only patient data will be selected for further analysis. All 
the RF will be generated based on this data. In order to 
enhance the precision of the system, domain experts will be 
surveyed to provide risk factors for a certain kind of the 
disease. 

4.3   Disease Rule Generation 
 Disease rule has the format like IF THEN rule, for 
example: IF (age>46.5, Fat_intake>42.28mg/day, married) 
THEN (hypertension = yes). The system will mine all these 
diseases related rules from the training data set. 

 After that, basic association rule mining algorithm like 
Apriori, common used decision tree algorithm like C4.5, 
CART will be used to generate the k-risk factor rules. 
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Among the decision tree algorithms, the result accuracy of 
random forest algorithm is superior to others in most 
conditions. So for the next stage of research, these 
algorithms will be tested to find one which fits for the most 
of the data set with high accuracy.  

 The most important thing we need to consider about is 
to improve the accuracy of the disease rules. Combining 
Hadoop techniques with DM techniques, it is pretty 
confident that the system will get the high accurate rules 
from the big amount of the data set [19]. 

 Finally, the rules generated will be stored in the HBase 
for further processing. 

4.4   Disease Detection 
 Since the disease rules have been detected and stored 
in the HBase, it is easy to detect diseases.  

 For a certain disease, usually there are more than one 
rules related to this disease. Compared with these rules, if 
the matching rate > =β (expert defined threshold, eg: 80%), 
the TPS will treat the object as the patient. For example, 
there are 5 rules for heart disease, when there are 4 rules 
matching above 5 rules, the heart disease will be detected 
with its expectation as 80%. An alert or report will be sent 
to healthcare giver by cloud service module. The procedure 
is given in Figure 3. 

 

Figure 3.Disease Detection Procedure  

4.5   Disease Prediction 
In order to predict the disease, the prediction model will 

be integrated into the system. While the MARS [19] is an 
easy, wildly used model called Multivariate Adaptive 
Regression Splines with high accuracy. The general MARS 
model is given as below:  

                     (1) 

Where is the Basis Function (BF) which 
relates to the domain knowledge. a0 and am are both 
parameters that function like the coefficients in linear 
regression. M is the number of BF, as calculated by 

evaluating rules. Km is the number of truncated linear 
functions multiplied in the mth basis function. The 
quantities Skm take on values of 1 to indicate the 
(right/left) sense of the associated step function. The v(k,m) 
term labels the predictor variables, and tm represents the 
threshold values of each BF. 
This model will be used to generate the regression model 
for disease prediction based on the big data set. The actual 
user data will be used to compare with prediction model for 
a certain disease risk factor. If the trend is very similar, 
there is great chance that this user will have the same 
disease. A warning will be sent to the user or doctor for 
further processing. At the same time, the suggestion will be 
given to the user about the ways to prevent this kind of 
disease. The procedure is given in Figure 4. 

 
 

Figure 4.Disease Prediction Procedure 

5   Experiment 
 Figure 5 shows 4-node Hadoop develop environment 
we used to analyze data. Ubuntu 15.04 has been installed 
on each server and Hadoop 2.7.2 has been configured and 
setup on these servers as a cluster. Figure 6 shows the app 
we are developing to collect user input data including 
normal life activity data, clinical data and history data. 
Meanwhile, it can be used to display statistical analysis 
result about the data set, like disease related information 
such as age, region, occupation etc. We combined 
simulated data and small number of real data as testing data 
set. Right now the TPS can interact with the android 
devices through GCM of cloud module. Several devices 
have been used for the purpose of testing including Nexus 
5, Nexus 7, LG G pad 8.3, etc. 

 Figure 6 indicates several interfaces of the app, 
including login, user information (basic and clinic), food 
intake, and statistical analysis result interfaces. 
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Figure 5.Multi-node Hadoop Environment 

 

Figure 6.App Interface 

 We have used public data downloaded from the 
Korea National Healthcare Center (KNHC) as the testing 
data which contains more than 690,000 patients’ 
information including personal basic information, disease 
information, clinic information etc. An algorithm called 
disease count has been designed and implemented, the 
pseudo-code is shown in Algorithm 1. The result of disease 
count (algorithm 1) is given in Table 1.  

Algorithm 1. Disease count 
1.class Mapper 
2   method map (HBase table) 
3        for each instance row in table 
4            write ((diseasei, patientID), 1) 
5 
6. class Reducer 
7.     method reduce ((diseasei, patientID), ones[1,1,1,…n]) 
8.         sum=0 
9.         for each one in ones do 
10.            sum+=1 
11.       return ((diseasei, patientID),sum) 

 

Table 1 Disease count computing result 

Disease Hypertension Dyslipidemia Ostarthritis Diabetes Asthm 

Count 9,385 3,213 5,223 3,500 923 

 

6   Conclusion and Future Work 
 In the first stage of research, some basic ideas of the 
system design have been given in our paper. We designed 
and partially implemented a comprehensive healthcare 
system for disease prediction and detection. The system is 
designed and developed according to the unobtrusive, easy 
to deploy, effective, low-cost and real-time principles. We 

explored the possibility of combining Hadoop and DM 
techniques to handling big healthcare data. Due to the time 
limit, the whole system has only been partially 
implemented, but the whole design work has been finished, 
the 4-node Hadoop experiment environment has been setup 
in the lab to do some preparation experiments for further 
analysis and the experiment result is promising. 

 For the next stage of research, first thing is to collect 
big amount of the data for rule mining work. The more the 
data, the more accurate the mining result. Then implement 
the whole system, do in-depth simulations to validate the 
system performance, in particular, simulate multiple 
scenarios to confirm its scalability so as to apply our 
system to real environment. We also plan to extend our 
system to iOS platform in future. 
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Abstract— Implementing a real-time telemedicine solution for 
remote areas using available technologies is a challenge due to 
limited or non-availability of high-bandwidth mediums at these 
areas. In this paper, we present a telemedicine aware video 
coding system based on the standard High Efficiency Video 
Coding (HEVC) codec. The HEVC codec provides much better 
coding efficiency at the expense of increased computational 
complexity, which we have dealt with by incorporating 
adaptive interpolation and selective quality enhancement 
techniques to achieve real-time performance. With our 
proposed telemedicine customized video coding system, we 
have been able to demonstrate sufficient diagnostic quality for 
two sets of diagnostic video sequences encoded at much lower 
bitrates i.e., 100 kb/sec. 

Keywords; video coding; telemedicine; medical diagnostic 
videos; HEVC; H.264  

I.  INTRODUCTION 
Telemedicine has been recognized as a mean to bridge 

the healthcare services delivery to the remote or rural areas. 
Video coding has been an integral part of any real-time 
telemedicine system that has been used to compress a 
diagnostic video stream and to deliver it to physician. Since 
standard off-the-shelf video coding systems treat all video 
regions equally and the texture/motion properties of 
medical/diagnostics videos are very different from that of 
the traditional videos, there is a need of a telemedicine 
customized video conferencing system, such that the regions 
under investigation (RUI) in the diagnostics videos can be 
encoded with high video quality. This challenge aggravates 
when considering the low available communication 
bandwidths (i.e., restricted communication facilities) in 
remote areas. 

We propose a novel telemedicine customized video 
conferencing system, which encoded the regions under 
investigation (RUI) and diagnostics videos with relatively 
high video quality. Though applicable to a wide-range of 
communication channels with different bandwidths, our 
proposed system is especially beneficial for low available 
communication bandwidths (i.e., restricted communication 
facilities) in remote areas. To enable this, we integrate an 
important technique in our system, i.e., selectively 

enhancing the video quality of RUIs at the expense of video 
quality of other non-interested regions.  

A telemedicine-aware video coding system is based on 
a standard video codec specification. The currently widely 
used video codec in the market is H.264/AVC (Advanced 
Video Coding) [1], which was developed roughly a decade 
ago in order to achieve a bit rate reduction of 50% as 
compared to MPEG-2 with similar subjective visual quality 
[2]. To achieve this, H.264 introduced a complex prediction, 
variable-sized block Motion Estimation (ME) and Rate 
Distortion Optimized Mode Decision (RDO-MD) 
algorithms. However, these algorithms add to the 
computational complexity of video coding in the order of 
~10x relative to MPEG-4 advance simple profile encoding 
and ~2x for decoding [3]. To reduce this complexity, a large 
body of research explored fast and efficient 
algorithms/hardware accelerators for the different 
components of the H.264 codec, e.g., fast RDO-MD [1], fast 
ME [1], fast intra prediction [1] etc.  

However, in 2013, a joint venture of MPEG and ITU-T 
standardization bodies called the joint collaborative team on 
video coding (JCT-VC), have released the next-generation 
video coding standards, i.e. High Efficiency Video Coding 
(HEVC) [4][5]. The HEVC provides 2x higher compression 
efficiency compared to H.264/AVC while providing the 
same video quality at the cost of significant computational 
complexity [6]. Since we aim at providing selective video 
quality enhancement for diagnostics videos, the adaptation 
of the new HEVC standard is considered as a potential mean 
for achieving high video quality for diagnostic videos.  

The rest of the paper is organized as follows: Section II 
reviews the literature in customized video coding for 
telemedicine. Section III provides the telemedicine 
application scenario and the requirements from diagnostic 
video perspective are outlined in Section IV. Section V 
describes the proposed system architecture for the 
telemedicine customized video coding. The proposed system 
is evaluated in Section VI, and the paper is concluded with 
some remarks in Section VII. 
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II. RELATED WORK 
 There have been a number of interesting approaches for 
improving the diagnostic quality of the compressed video. 
These compressed videos can then be used for improving 
healthcare delivery ranging from emergency services to 
remote monitoring of patients. Most of these techniques 
attempt to achieve enhanced diagnostic quality at the 
expense of higher bitrate usage and the ones focusing on 
lower bitrate tend to require quite high computational 
resources. Our approach aims to achieve sufficient 
diagnostic quality at lower bitrates and at reduced 
computational complexity so that it could be executed on 
general-purpose computers. 

A. Telemedicine driven Video Coding 
In the following, we provide a detailed literature review 

of different state-of-the-art techniques for telemedicine-
driven video coding and selective quality enhancement in 
advanced video codecs. 

Panayides et al. [7][8] proposed a video 
communication framework to transmit of H.264/AVC 
medical ultrasound video over mobile WiMAX networks. 
The proposed method utilizes the clinical criteria to 
highlight region-of-interest (ROI) in the ultrasound video 
sequences in the form of video slices that are based on 
adjusting the values of the quantization parameter (QP). 
Thus, significant bitrate reduction is achieved by 
compressing diagnostically unimportant regions. On the 
other hand Chinnusamy et al. [9] described a method that 
includes encoding of high-resolution clinical video at the 
clinical acquisition resolution, where the medically 
significant regions are coded with better quantization levels 
and then decoded with low delay.  

Zoha [10] examined the applicability of H.264/AVC in 
telemedicine reference model using the Digitized Medical 
Information Interface (DM) standardization. It was 
concluded from the tests performed using CT scan and 
Echocardiography video sequences, that H.264/AVC 
provides much higher PSNR and is therefore suitable to be 
used in standardization of the DM interface for the 
telemedicine reference model. Yu et al. [11] studied the 
H.264/AVC for the compression of medical videos and 3-D 
medical data set. A new motion complexity (MC) measure 
is proposed that forms the basis for the new rate control 
scheme for H.264. The experiments using CT scan and 
Echocardiography video sequences reveal that the proposed 
rate control scheme can achieve better perceptual video 
quality, with an average PSNR gain of up to 0.19 dB. 

A framework for efficient encoding and transmission, 
of atherosclerotic plaque ultrasound video sequence has 
been proposed by Panayides et al. [12]. The approach 
considers a spatially varying encoding scheme, where an 
automated segmentation algorithm is used to identify 
diagnostic ROIs. Extensive simulations incorporating the 
proposed encoding methods and using different quantization 

parameters, when transmitted over 3G (and beyond) 
wireless networks led to very good mean opinion scores 
(MOSs) that were computed using two medical experts. 

Similarly, Rao and Jayant [13] presented optimized 
algorithms for region-of-interest (ROI) coding, that’s could 
be applied to mobile telehealth. They focused on rate 
control method that computes bit allocation on individual 
regions within the frame rather than the frame level. The 
experimental results of allowing medical experts to select 
extended region of interest (EROI) proved that the proposed 
method performs better than VM8 of MPEG4 for the 
pediatrics video sequences.  

To summarize, most of the above-mentioned 
techniques attempt to achieve enhanced diagnostic quality at 
the expense of higher bitrate usage and the ones focusing on 
lower bitrate tend to require quite high computational 
resources. Standard regions of interest (ROI) based 
techniques typically prioritize moving blocks considering 
the human visual system properties. On the contrary, in our 
case, human visual system properties are not the focus for 
quality enhancement, rather these are patient body parts 
under medical investigation (BPMI) or regions under 
investigation (RUI) along with different types of diagnostic 
videos. Similarly, the state-of-the-art ROI based techniques 
either use compute-intensive 3D-morphological operation in 
segmentation or they use old generation of video codec 
standards that offer limited potential for optimizations and 
quality enhancements. Furthermore, previous techniques 
primarily use only one control knob (e.g. allocated bit rate) 
for the ROI. 

Our main goal is to achieve sufficient diagnostic 
quality at lower bitrates and at reduced computational 
complexity so that it could be executed in real-time on 
general-purpose computers. This could be achieved by 
employing an adaptive scheme that reacts to the changing 
bandwidth scenarios, while ensuring a certain quality of 
service for the diagnostic videos.  

III. TELEMEDICINE APPLICATION SCENARIO 
Consider a scenario where a physician is remotely 
examining a patient with a wound, situated in some remote 
location. Two specific regions of interest are marked in the 
diagnostic video that the physician wants to observe at a 
higher quality than the other non-important regions in the 
video. But the commonly used video coding techniques 
employed in telemedicine systems will treat the complete 
video frame uniformly which will not give the desired video 
quality at the given bandwidth available at such remote rural 
center. A consequence of this could be that the physician 
will not be able to reach the correct diagnosis. The situation 
gets exacerbated in other cases of medical imaging such as 
Iris examination, ultrasound imaging, and radiology scans. 

A possible solution to the above-illustrated problem is 
that we customize the video coding of diagnostic video 
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stream based on the feedback of the physician such that the 
marked region of interest is encoded differently with respect 
to the background, to produce better quality for the marked 
region.   

 Realizing such a telemedicine aware video conferencing 
system for such an application using the available 
technologies requires (1) automatic detection of regions 
under investigation (RUIs); (2) allowing doctors to specify 
regions under investigations and transferring this 
information to the remote patient end; (3) selectively 
enhancing the video quality of these regions under 
investigations in order to facilitate doctors to perform a 
better and high-quality medical investigation; and (4) 
selective quality enhancement of RUIs under low-
bandwidth and low-computational scenarios. 
 

IV. REQUIREMENTS ON DIAGNOSTIC IMAGING 
The most fundamental requirement to deliver the quality 

telemedicine services that meets the acceptance of the 
physicians and patients is to support real-time telemedicine 
mode of delivery using more affordable mediums of 
communication. For medical disciplines such as cardiology 
and general medicine, conducting off-line video 
conferencing sessions can fulfill the acceptance criterion of 
the physician. But, in order to meet the diagnostic 
requirements of dermatology, ophthalmology, radiology, 
ENT, and gynecology, the diagnostic imaging sessions need 
to be conducted in real-time scenario with sufficient 
imaging quality.   

For instance, let us consider the case of a dermatology 
examination, the physician should be able to get the real-
time video of skin exam camera from the remote patient 
where the physician can mark the region of interest on the 
video frames so that the marked region is communicated at 
higher quality. Thus, in a real-time examination session the 
physician can ask the paramedic at the patient-end to focus 
on a particular body part with more precision rather than the 
store and forward mode where the physician is totally 
dependent on the expertise of the paramedic to provide the 
diagnostic images. 

A. Video Quality Constraints 
 Subjective and Objective Video Quality in terms of 
PSNR: The important regions in the ultrasound need to be 
preserved along with the motion. For instance, we will start 
with the ultrasound of womb. Moreover, the important 
regions (RUIs / BPMIs) need to be preserved. Doctor may 
provide feedback to further increase the video quality. A 
good quality range for such parts is between 30-40 dB. In 
order to meet the bandwidth constraints, some regions will 
suffer from video quality loss such that RUIs can be 
enhanced. Still to provide sufficient quality for such parts, 

the PSNR should preferably be more than 20 dB and may be 
below 30 dB. The quality constraints will be subjectively 
evaluated by the Doctors and feedback will be provided to 
further refine the objective quality constraints (i.e. minimum 
PSNR values for different RUIs). Therefore, for some 
diagnostics videos, fixed constraints on quality may be 
imposed at runtime. Such constraints can be imposed by the 
doctor by marking a particular region on the diagnostics 
video. 
 Frame Rate: For normal videos, the frame rate would 
be 15fps. The ultrasound videos can be sent from 10 fps to 
15 fps. The frame rate for critical diagnostic video stream  
(like wound, skin, eyes, and X-Rays) range from 1 fps to 5 
fps. 

B. Communication Constraints 
In order to understand the communication bandwidth 

constraints let us consider two video sequences taken on two 
different communication mediums: 1) DSL supporting a 
sustained bandwidth of greater than 300kbps, 2) EvDO 
supporting a sustained bandwidth of less than 150kbps, as 
illustrated in Figure 1a and Figure 1b, respectively.  

Now in an ordinary telemedicine session involving 
diagnostic imaging there are a minimum of two video 
streams being played concurrently. One of them being the 
regular video conferencing stream, whereas the other being 
the diagnostic imaging stream, which means that under such 
scenario the maximum bit budget available for diagnostic 
video is not more than 50% of the total available bandwidth, 
keeping in view overhead of transport protocols, 
packetization, retransmission of lost packets.  

The degradation of the Iris scan over low bandwidth 
medium (EvDO) is quite obvious from Figure 1a and Figure 
1b, since the complete video frame is being encoded 
uniformly, which highlights the significance of the RUI 
based encoding approach to improve the quality of Iris 
region. Thus, our aim is to support the complete 
telemedicine session including the conferencing video and 
diagnostic video streams to a sustained bandwidth of as low 
as 100kbps. 

V. SYSTEM ARCHITECTURE DESIGN 
The system design and architecture of our telemedicine 
customized video conferencing system is shown in Figure 2. 
The system processes two video streams concurrently. The 
first video stream is of ordinary video conferencing between 
the patient and the physician, while the second video stream is 
for high-quality medical diagnostic videos, as shown in 
Figure 2. The bandwidth is budgeted among these two video 
streams according to the priority, i.e. the diagnostic videos 
gets relatively more budget. Depending upon doctor’s 
feedback, for further quality enhancement, more bit budget 
can be allocated to the diagnostic video stream. 
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                                                (a)                                                                                                     (b) 

Figure 1. (a) Iris Scan using DSL medium, (b) Iris Scan using EvDO medium.

 Moreover, within each stream, we also target selective 
quality enhancement for improved medical diagnosis, where 
parts of patient and diagnostic videos are selectively 
encoded in high quality. The medical video analysis is 
performed in the pre-processing stage and based on its 
output diagnostic-aware encoding mode, the configuration 
selection unit sets initialization parameters for the 
telemedicine-driven video coding. Afterwards, 
packetization is performed and bit stream packets are sent 
over the network to the Hospital Site for diagnosis and 
medical examination. The video decoder decodes the bit 
stream packets and generates the high-quality diagnostics 
videos along with the patient video. 
 In the following, we present the details on constituting 
novel sub-systems with respect to the design of our system. 
 

A. Pre-Processing for Telemedicine Driven Video Coding 
 In order to enable selective quality enhancement during 
the encoding process or after the decoding process (i.e. post-
processing), we employ novel techniques for statistical 
analysis of medical videos, customized video coding, and 
selective non-linear filtering. For effective employment of 
such techniques, there is a need for appropriate pre-
processing to provide an image on which selective quality 
enhancement algorithms can be applied and even optimized 
for. The input video streams are passed through the pre-
processing stage, where the videos may be filtered for noise 
reduction, subsampling for low bit rate video coding 
scenarios, and color/brightness/contrast adjustment for 
improved RUI detection. The pre-processing stage also 
performs statistical analysis (spatial or frequency domain 
analysis) of the texture and motion properties of the 
diagnostics videos and RUIs, which guides the refinement 
and optimization of models for block categorization such 
that important frequency components or video regions of 
diagnostic videos and RUIs can be automatically 
identified/predicted at run time. The pre-processing stage 
extracts the medical video properties. It is equipped with 

models defining the relationship between these medical 
video properties and optimal coding configuration. The 
medical video properties are used for automatically 
detecting the regions under medical investigation that 
require high video quality, while the models are forwarded 
to the telemedicine customized video encoder. 

B. Telemedicine Driven Video Coding 
Figure 3 illustrates the block diagram of our novel 
telemedicine-driven video coding sub-system. The key 
novelty is to leverage telemedicine specific features and 
statistical properties of medical videos to provide selective 
high quality to important diagnostic videos and video 
regions with BPMIs, while tolerating video quality loss in 
less-important regions (like background, not-selected body 
parts, etc.). 
 Our telemedicine driven video codec incorporates 
several adaptive algorithms for selective video quality. 

Models for block categorization: For efficient 
categorization, a statistical analysis of medical (diagnostic) 
videos is performed. For example, such a statistical analysis 
would require spatial or frequency domain analysis of the 
texture and motion properties of the diagnostic videos (like 
ultrasound videos, X-rays, etc.) and RUIs (like wounded 
hand, legs, patient face, etc.). This statistical analysis 
provides a foundation to devise models for block 
categorization such that important frequency components or 
video regions of diagnostic videos and RUIs can be 
automatically identified/predicted at run time. This block 
categorization with respect to statistical properties of 
medical videos is leveraged by the adaptive algorithms in 
the telemedicine-driven video encoder for selective video 
quality. The block characterization functions are derived to 
identify regions of different statistical properties, while 
considering medical video regions of less and more-
importance such that selective video quality enhancement 
techniques can be applied.  
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Figure 2. System Architecture of Our Telemedicine-Customized Video Conferencing System. 

 

 A relation between the statistical properties of diagnostic 
videos and (optimal) coding configuration and prediction 
mode is modeled and established. Modeling the relationship 
of diagnostic videos/RUIs to different coding configurations 
consider spatial and temporal correlation in the medical 
videos. The design space of different coding configurations 
is explored to formulate relationships between different 
block categories and optimal coding configuration to 
provide selective video quality enhancement. These models 
and transfer functions are used by the following sub-system 
components. 

Bit-allocation and Rate Control Scheme: Rate control 
scheme is devised that performs a non-linear bit-budgeting 
given a low-bandwidth channel and allocates more bits to 
more-important block categories (i.e. selectively enhancing 
the video quality of diagnostic videos and regions with 
BMPI), while giving less bits to less-important block 
categories (background regions). This is different from the 
constant or variable bitrate controllers, as in this case, the bit 
budget is adaptively allocated based on the medical video 
properties. The algorithms for bit budgeting and bit 
allocation account for the above-discussed statistical 
analysis and block categories with respect to RUIs and 
diagnostics videos. The quality of RUIs and diagnostic 
videos is selectively enhanced by allocating more bits to 
them, while giving less bits to less-important block 
categories (e.g. background regions). For this, non-linear bit 
budgeting and bit-allocation for different block categories is 
performed. Afterwards, the control operates on the different 
allocated budgets on selected and non-selected regions 
(RUIs). Based on this information, an appropriate 

Quantization Parameter (QP) is selected, which is then 
forwarded to the telemedicine specific coding configuration 
selection module and the telemedicine driven adaptive 
motion estimation module. 

Coding Configuration Selection Scheme: Our coding 
configuration selection algorithm adaptively explores the 
search space of various coding configurations (coding 
units/modes, block sizes, prediction units/modes, transform 
unit, picture prediction structures, etc.) while pruning the 
non-optimal configurations considering the medical video 
properties. For a given bit-budget, our system jointly 
controls these parameters is a complex multi-variable 
optimization problem. The key is to leverage the statistical 
analysis and block categories with respect to RUIs and 
diagnostic videos. The video quality of important blocks for 
RUI and diagnostic videos is selectively enhanced by 
assigning high quality modes (for instance, intra prediction 
modes). This may compromise a slight video quality loss in 
less important blocks. Our system employs aggressive 
pruning strategies and configuration exclusion algorithms 
for less-important blocks, such that high-quality 
configuration modes are allocated to more-important blocks 
to provide higher video quality. 

Motion Estimation Scheme: Typically, the video quality is 
a function of prediction error. A higher prediction error 
corresponds to a higher residual energy that needs to be 
encoded by the video encoder. Therefore, a better prediction 
leads to a relatively high video quality. Motion estimation is 
one of the key functional blocks that perform prediction in 
the neighboring video frames to exploit the temporal 
correlation.
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Figure 3. System Architecture of Our Telemedicine-Customized Video Encoding Sub-System. 

An extensive motion search provides a better prediction, 
thus improved video quality at the cost of extreme 
computation requirements, while a limited motion search 
requires fewer computations but suffers from video quality 
loss. The motion search effort highly depends upon the 
texture properties and shape of blocks and the texture and 
motion properties in the spatial and temporal neighborhood. 
Therefore, a higher video quality for the diagnostic videos 
and RUIs is obtained by performing an extensive motion 
search, while compromising the motion search effort for the 
less-important blocks. The motion search effort is controlled 
using various parameters, for instance, (1) search pattern, 
(2) search range or search window configuration (size, 
shape), (3) early termination conditions, etc. 

 Our system employs a novel telemedicine driven 
adaptive motion estimation algorithm that exploits the 
medical image properties and block categorizes (as 
discussed above) in order to provide selective video quality 
enhancement. Our system implements an algorithm to 
control different knobs of the motion estimation (search 
pattern, search window configuration, etc.). This algorithm 
uses different early termination conditions that for a given 
bit rate and given throughput constraint determine the 
motion search termination criteria while avoiding trapping 
into local minima. We use mechanisms to borrow the 
computational budget from the motion estimation of less-
important block categories and give it to the motion 
estimation of more-important block categorizes. In this way 
the prediction quality of more-important block categorizes is 
significantly improved at the cost of a slight loss in the 
video quality loss of less-important blocks. 

VI. SYSTEM EVALUATION 
 We have evaluation of our proposed system by 
conducting two different diagnostic video scenarios as 
follows: 

A. Eye (Iris) Video Sequence 
The bit rate allocated for the eye examination video 
sequence can be controlled by passing different quantization 
parameter  (QP) values to the customized video encoding 
system which is enabled by the enhanced rate controller 
integrated with the encoding system. We have performed 
the experiment, where we have set the value of QP to 32 and 
conducted the experiment under low bandwidth conditions 
corresponding to the bitrate of less than 100 kb/sec and 
observed the corresponding peak signal to noise ratio 
(PSNR) achieved by our video encoding system. It should 
be noted here that the same bandwidth is also being used for 
the conversation video sequence, which reduces the 
available bandwidth for the diagnostic session to one-half. It 
has been observed that we are able to achieve an 
improvement of 40.7 dB in the PSNR of the eye sequence 
and without adding a significant execution time for the 
encoding system. Thus, our customized video encoding 
system allows us to improve the quality of the encoded 
video stream according to the available bandwidth scenario, 
thereby making it possible to conduct the diagnostic session 
for Iris exam under low bitrate by encoding the region of 
interest of the resulting video stream at a very fine-grained 
level. 
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B. Skin Video Sequence 
Next, we look at the skin examination video sequence. 
Again the bitrate can be controlled by passing different 
quantization parameter  (QP) values to the customized video 
encoding system which is enabled by the enhanced rate 
controller integrated with the encoding system. We have 
performed the experiment where we have set the QP value 
to 26 and conducted the experiment under good bandwidth 
conditions corresponding to a bitrate of 300 kb/sec and 
observed the corresponding peak signal to noise ratio 
(PSNR) achieved by our video encoding system. In the case 
of skin video sequence, we were able to achieve almost 44 
dB PSNR by doubling the bitrate, by adding almost 10% 
overhead of computing the resulting video stream. The 
major reason for the increased improvement in the case of 
skin video sequence as compared to the eye video sequence 
is the higher resolution of input video sequence, i.e., 
640x360 for skin as compared to 448x352 for the eye. The 
texture properties of the skin sequence also allow the video 
encoding system to accurately capture texture direction. 
Thus, our customized video encoding system takes different 
(potentially contrary) coding decisions, i.e., encoding the 
wound related CUs in high quality using small partitions 
with angular intra modes, such that each specific texture 
pattern is precisely predicted and the textures are preserved 
for high quality diagnosis, thereby allowing us to improve 
the quality of the encoded video stream according to the 
available bandwidth scenario. 

VII. SUMMARY AND FUTURE WORK 
To summarize implementing a real-time telemedicine 

solution for remote areas using available technologies is a 
challenge due to limited or non-availability of high 
bandwidth mediums at these sites. In this paper, we propose 
to implement a telemedicine aware video coding system 
based on the standard HEVC codec to leverage the coding 
efficiency of the HEVC codec. We have incorporated 
content-driven complexity reduction scheme and used 
adaptive interpolation filters that adapts to the workload 
derived from the video sequence properties. With our 
proposed telemedicine customized video coding system, we 
have been able to demonstrate sufficient diagnostic quality 
for two sets of diagnostic video scans encoded at much lower 
bitrates i.e., 100 kb/sec. However, lowering the bitrate 
further leads to reducing the diagnostic capabilities 
depending on the type of diagnostic video, which means 
there are still ample opportunities for improving the video 
compression quality by performing selective encoding of 
different blocks of a video frame. 
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Abstract—Modeling and reasoning about human behavior is an
interesting problem for a variety of emerging applications across
many domains. Our particular interest is related to wellness manage-
ment; specifically, we are interested to understand how to stimulate
positive behaviors in individuals that lead to better management of
their own wellness. The ultimate objective is to keep healthy people
healthy. In this short paper, we propose a bond graph approach for
modeling human behavior. We consider the interaction between a
client and a therapist as an illustrative example to demonstrate the
approach. We present a bond graph that represents this interaction
and derive the dynamic equations for the system. Finally we illustrate
how one can regulate the client-therapist interaction by applying
well-known concepts from control theory.

Index Terms—Bond Graph and Human behavior.

1 INTRODUCTION

Modeling and reasoning about human behavior is an im-

portant problem in several domains. Several recent advances

have been made in persuasion technologies. Our particular

interest is to understand human behaviors in the context of

personal wellness management [1], [2]. By developing such

models, we aim to use these models to derive personalized

interventions to improve the nutrition and exercise behaviors

of the participants.

Several theories have been developed over the last few

decades to explain human behavior. Notable among these

are The Theory of Planned Behavior [3], Social Cognitive
Theory [4], Self-Determination Theory [5] and the Transthe-
oretical Model for Stages of Change [6]. There are several

other theories that are specialized to different domains such

as the Health Belief Model [7]. While such models can explain

aggregate behaviors at the scale of a population, these models

are not actionable at the level of individuals.

Recent efforts have resulted in fluid analogy models for

human behavior that aim to operationalize the above theories

in a control systems framework [8], [9], [10], [11], [12]. These

models provide an intuitive and easy approach to separate the

state variables and system parameters that drive the models.

Such models have been effectively used in socially relevant

programs for smoking cessation and health management [13].

Despite their simplicity and effectiveness, there can be am-

biguities in these models that limit their full exploitation in

automated tools. For this reason, we are examining the utility

of domain independent models that can be used to represent

and reason about human behaviors.

Bond graphs were introduced in [14] as a domain indepen-

dent graphical representation to reason about systems involv-

ing mechanical, chemical and electrical components in a uni-

fied framework. In this approach, a system is viewed as com-

prising several components; each component has ports through

which energy can be exchanged with other components. Every

component is identified as being one that generates energy

in the system or one that consumes energy. Components are

connected through bonds between corresponding ports. Every

bond has a half arrow that denotes which element in the

bidirectional relationship generates energy and which element

consumes energy. Energy transfer between components is

viewed as a bidirectional exchange of effort and flow [15],

[16], [17].

To illustrate the utility of bond graphs for human behavior

modeling, we present a model for the interaction between a

client and a therapist that is inspired by the recent work re-

ported in [18]. Here, the authors formulate a dynamic systems

model for the interaction based on empirical observations in

the state of the practice. In contrast, we show that the dynamic

systems model can be derived from a bond graph model. The

bond graph model is itself derived from a fluid analogy model

that we constructed to capture the interactions between the

client and the therapist. We demonstrate the value of causality

analysis in our approach. In addition, we demonstrate that our

approach also leads us to a similar conclusion about the stable

states of the system as reported in [18]. Further, we show

that our approach is extensible and we can incorporate the

domain knowledge and parameters that were discovered in the

psychology models for human behavior [3], [4], [6].

2 BACKGROUND

Table I shows the commonly used elements in a bond

graph. Components of the system must be mapped to one

of the modeling elements shown in Figure I. Bond graph

modeling approaches are well developed [19]. The topology

of the system that is being modeled guides the construction

of a bond graph model. The process starts by first considering

qualitative relationships in the system and progresses toward

more concrete details as the modeling process evolves. In the

literature, bond graphs have been used extensively to model

systems involving electrical, mechanical and chemical energy

transfers [19].
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TABLE I: Commonly used Bond Graph Elements

Element Description Notation

Se
Sf

Sources.

R Resistor.

C Storage element for a effort-
type variable.

I Storage element for a flow-
type variable.

TF Transformer.

GY Gyrator.

0-Junction
1-Junction

0– and 1–junctions, for ideal 
connecting two or more sub-
models.

Se

Sf

R

R

C

I

n
TF

TF
n

GY

r
GY

r

1 0

3 BOND GRAPH MODEL FOR THE CLIENT-THERAPIST
RELATION

We view human behavior as a consequence of complex

energy transfers across multiple domains. Our interest is to

model the behavior in order to improve decision-support [1],

[2] and hence, we aim to develop actionable models for human

behavior. In this section, we introduce a model, that describes

the interaction between a Client and a Therapist that is inspired

by the work in [18].

As in our earlier work [2], we start by the fluid analogy

representation for the interaction between a client and a

therapist as in Figure 1. Here, there are two fluid storage tanks

— the client is represented by the storage tank on the right,

while the other tank representing the therapist. Following the

ideas in [18], the level of fluid in each of these storage tanks

corresponds to the valence, or affect, of the client (L2 ) and

the therapist (L1 ), respectively. The valence of the therapist

is a function of his or her training (S1) and is regulated by

the valve N1. We assume that a better trained therapist, i.e.,

more flow in N1, would have higher valence. The valence of

the client is affected by the environmental conditions (S2) and

regulated by N2. Through the therapy, the valence of the client

and the therapist are changed because of the flows through the

valve that is labeled Therapy (R).

As a first step in creating a bond graph for the subjective

model, we map the physical components of the client-therapist

interaction system shown in Figure 1 to the bond graph

elements shown in Figure I as shown in Table II.

Using the Bond Graph construction procedure outlined

in [2], we represent every distinct effort point in the system by

a 0−Junction, then we connect the physical elements between

Fig. 1: Fluid Analogy representation for the interaction be-

tween a Therapist and a Client.

TABLE II: Physical Components of the System and Corre-

sponding Bond Graph Elements

Physical Element Type Value
Training source Se S1

Environment source Se S2

Training valve TF N1

Environment valve TF N2

Therapist valence I L1

Client valence I L2

Therapy R R

these distinct effort points using 1−Junctions and half arrows.

Finally we simplify the bond graph and we carry out the

causality analysis algorithm on this model to obtain the bond

graph model that is shown in Figure 2.

�� ��

� ��

���
��

	� 	�


� 
�

Fig. 2: Bond Graph representation for the Therapist-Client

model

We then systematically derive the dynamics of the behavior

of the system using the procedure outlined in [15] which yields

the differential equations that describe the dynamics. After

simplification, we obtain

d

dt
(L1) = N1 × S1 −R× (L1 − L2), (1)

and
d

dt
(L2) = N2 × S2 +R× (L1 − L2). (2)

Equation 1 shows how the valence of the therapist changes

over time and Equation 2 captures the valence of the client.
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Since these are the only state variables in the system, these

two equations collectively describe the behavior of the client-

therapist interaction system.

4 REGULATING THE DYNAMIC BEHAVIOR OF THE
CLIENT-THERAPIST RELATION

The bond graph model allowed us to systematically obtain

a set of dynamic equations for a subjective system. Now we

can use this dynamic model in Equation 1 and Equation 2 to

regulate how the client-therapist relation evolves.
To illustrate this idea, we used the models to regulate the

client valence through therapy using three different control

schemes and we recorded the client response under each

scheme. To maintain the Client valence, we assumed that

there is an optimal level, Lc, that should be maintained. A

well trained therapist should be able to control the (“flow of”)

therapy (offered) to the client and the (“flow of”) feedback

from the client. To model this interaction, we designed a

controllers to regulate the valve R. The integrated system is

represented as a multiple inputs and multiple outputs (MIMO)

system. First, we need to obtain the transfer function of the

system from the dynamic equations derived using the Bond

Graph. From Equation 1 and Equation 2 we get the expression

for the Client’s valance in terms of therapist training (S1),

training regulating valve (N1), the environment input (S2),

environment valve (N2) and the therapy regulating valve(R)

as

L2(s) =

⎡
⎣

1
s2+(R2+2R)s+(R3+R2)

Rs
s2+(R2+2R)s+(R3+R2)

⎤
⎦×[

S1N1 S2N2

]
(3)

From the Equation 3 we obtain the MIMO transfer function

as

H(s) =

[ 1
s2+(R2+2R)s+(R3+R2)

Rs
s2+(R2+2R)s+(R3+R2).

]
(4)

We can now explore a variety of controllers to regulate

behaviors in this interaction.

4.1 Maintaining Client Valence using Proportional Con-
troller

Under proportional Control, the controller transfer function

is only one term of proportional ratio (Kp). We only focus on

the first entry of the transfer function, since we can manipulate

the training and the therapy valves in order to regulate the

valance of the client. Environment context on the other hand

is not easy to be manipulated. Next, to make the problem

more realistic we choose values for the valves openings of

the model, plugging these values in the transfer function we

obtain a final transfer function in Equation 5.

H1(s) =
1

6.25s2 + 7.5s+ 1
(5)

After integrating the proportional controller (Kp) to the

system, the response of the system to a unit set point is

depicted in Figure 3.

Fig. 3: The step response of the client valence under the

proportional controller

4.2 Maintaining Client Valence using Proportional and
Integral Controller

Because of the delay in the response of the proportional

Control, we investigate adding an integral part to the controller.

The new transfer function of the controller is now two terms

(Kp + Ki

s ). Again We only consider the transfer function

between the client’s valance level and the training and therapy

valves, plugging same values as in the first case we obtain the

transfer function as

H1(s) =
10s+ 1

6.25s2 + 7.5s+ 10s+ 1
(6)

After connecting the proportional integral controller (Kp +
Ki

s ) to the system, the response of the system to a unit set

point is depicted in Figure 4.

Fig. 4: The step response of the client valence under the

proportional and integral controller
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4.3 Maintaining Client Valence using Proportional, Integral
and Derivative Controller

Adding the integral part to the controller makes the response

faster and it causes an overshoot in the system response. We

add a derivative part to the controller to limit the overshoot.

The transfer function now becomes Kp+
Ki

s +Kd×s. Again,

considering just the relation between the client’s valence, and

the training and therapy valves, using the same values as in

the first case, we obtain the equivalent transfer function

H1(s) =
10s2 + 10s+ 1

6.25s2 + 17.5s+ 10s+ 1
(7)

With this proportional, integral and derivative controller, the

response of the system to a unit set point is shown in Figure 5.

Fig. 5: The step response of the client valence under the

proportional, integral and derivative controller

We can conclude from these results that the bond graph

approach is useful for obtaining dynamical system model

of the client-therapist interaction as illustrated in [18]. The

controllers that were used to regulate the interactions offered a

variety of choices. Among these controllers, the PID controller

provides little delay and overshoot; it is however difficult to

tune.

The next step for us is to extend the client side of the

bond graph model to capture the parameters and environmental

triggers in the various constructs for human behavior in the

bond graph models. We believe that the bond graph approach

is extensible and provides actionable models for human be-

haviors.

5 CONCLUSIONS

We presented a bond graph approach to modeling human

behavior. Using a concrete setting of a client-therapist inter-

action, we presented a fluid analogy model for the interaction.

Using this fluid analogy model as a starting point, we derived a

bond graph model for the system. After causality analysis, we

obtained the dynamic system model for the interaction using

the bond graph model. We illustrated how the model could be

used to analyze the behavior of the system.

In the future, this approach can be extended to incorporate

the constructs of more comprehensive human behavior models

that have been reported in the literature. The approach can also

be extended to model collections of individuals to represent

behaviors at scales larger than that of individual participants

in wellness programs.
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Abstract— Wrong medication is one of the root causes of
Adverse Drug Events (ADE). In this paper, we describe
the design and implementation of a Medicine Detection
System (MDS) that can be used in hospitals, clinics, and
pharmaceutical companies. MDS first scans the barcode on
medicine’s packaging which is unique to the medicine for
accurate detection. Then, MDS connects to Amazon cloud
environment for retrieval of the desired data associated with
this medicine. This allows medical person to decide whether
or not the chosen medicine is a good fit for the patient,
provided by this medicine’s data along with the patient’s
medical history. It can be further automated by utilizing
Natural Language Processing (NLP) in the system.

Keywords: Medication Errors, Barcode Scanning, Cloud Storage

Environment, Data Retrieval, Natural Language Processing

1. Introduction
Medication errors are the most frequent cause of adverse

medical events [1]. According to the Institute of Medicine

[2], each year more than a million injuries and almost

100,000 deaths are caused by medical errors. The standard

procedure for nurses before using a medicine is to check

the ‘five rights’: right patient, right medication, right dose,

right route and right time [3]. However, only 34 percent

of dispensing and 2 percent of administration errors are

caught before the medicines reach the patient [4]. In order to

avoid medication errors, MDS system enables its users to get

medicine’s information instantly with very high percentage

accuracy. The field of clinical NLP is flourishing through

the contributions of both NLP researchers and healthcare

professionals who are keen on applying NLP methods for

healthcare purposes [5]. Since MDS can identify and retrieve

very accurate information on medicines, this information

along with patient’s medical history can be used to per-

form NLP based analysis to decide how much the selected

medicine is suitable for the patient.

2. Relevant Work
There has been a lot of research on medicine identifi-

cation problem using different techniques and approaches.

In most of the studies, research is performed on innovative

image processing techniques to identify the shape, color,

and imprint of medicines. However, these image processing

techniques are not high percentage accurate as indicated in

many related research works.

Fig. 1: An online medicine detection service provided by

Drugs.com [6].

In 2011, an automatic system, called Pill-ID was devel-

oped to match drug pill images based on several features

(i.e., imprint, color, and shape) of the tablet. The color

and shape information was encoded as a three-dimensional

histogram and invariant moments, respectively. The imprint

on the pill was encoded as feature vectors derived from

SIFT and MLBP descriptors. Experimental results using a

database of drug pill images (1029 illicit drug pill images

and 14,002 legal drug pill images) showed 73.04% rank-1

and 84.47% rank-20 retrieval accuracy [7].

In 2012, a modified shape distribution technique was

used to examine the shape, color, and imprint of a pill and

create an invariant descriptor that was used to recognize the

same drug under different viewing conditions. The proposed

technique was successfully evaluated with 568 of the most

prescribed drugs in the United States with 91.13% accuracy

in automatically identifying the correct medication [8].

In 2015, an imprint partition based strategy was used for

automatic pill recognition. According to this strategy the

imprints were partitioned on the basis of separated strokes,

fragments and noise points. The results in this research

demostrated 90.46% rank-1 matching accuracy and 97.16%

on top five ranks when classifying 12,500 query pill images

into 2500 categories [9].

In September 2003, Beloit Memorial Hospital installed a

wireless, handheld barcode medication administration sys-

tem in its Family Care Center (FCC) unit. The experimental

results showed 67% decline in medication administration

errors within the first four months of operation [10].

Different medicines can have same shape and color.

Moreover, some medicines do not have any imprints on
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them. Owing to these limitations, MDS system uses barcode

technology to ensure very high percentage accuracy. A study

conducted in 2010, found that barcode usage prevented

about 90,000 serious medical errors each year and reduced

mortality rate by 20% [11].

3. High level design of MDS
MDS conceptually comprises of three layers namely Data

Transmission System (DTS), cloud storage environment

and the mobile component. DTS is a web component of

MDS. Both web and mobile components of MDS commu-

nicate with cloud storage environment to store and retrieve

medicine’s information. The mobile component of MDS

first detects the medicine’s barcode value which is unique

for each medicine. The detected barcode value is then

used to look up the medicine’s information from the cloud

storage. Mobile component of MDS is also capable of

generating usage reports to keep track of the medicines that

are most frequently used. Usage reports help ensure that

these medicines are always in stock.

Fig. 2: High level architecture of MDS

4. Data Transmission System (DTS)
DTS is a web based application that stores medicines data

into the cloud storage environment. It comprises of user

interfaces that can perform CRUD operations on medicine’s

data inside the cloud storage. This component stores only the

desired information of each medicine as it allows to add or

delete fields for each medicine dynamically where each field

contains specific information about the medicine. However,

it is noticeable that barcode and name fields are required

and can not be deleted. Each medicine can have any number

of fields which can be different for different medicines as

shown in figure 3.

Fig. 3: Dynamically adding or deleting medicine’s fields

Following is the JSON format that is used by MDS system

to dynamically add or delete medicine’s fields from the

database.

{
"_id": { "$oid":"55622196edb013719069ee37"},
"barcode":"91397798657",
"name":"Propanol",
"optionalDynamicAttributel":"attributelValue",
"optionalDynamicAttribute2":"attribute2Value",
"optionalDynamicAttribute3":"attribute3Value",

. .

. .
"optionalDynamicAttributeN":"attributeNValue"

}

Please note that mock data is used in the above JSON format.

The value of N can either be zero or any positive number.

5. Cloud Storage Environment
In order to permanently store medicine’s data and access

it from the mobile component of MDS it is important to

use a storage facility that is accessible from any mobile

device on which MDS is installed. For this reason, cloud

storage is an ideal candidate to ensure data availability from

all the running instances of mobile component of MDS. This

system uses mLab platform which provides MongoDB-as-a-

Service [12]. MDS uses MongoDB database deployed inside

Amazon cloud environment for the storage of medicine’s

information. An important feature of mLab is the availability

of RESTful API for the access and manipulation of data

stored on cloud. This RESTful service is helpful to per-

form data retrieval operations from the Android mobile via

HTTP which cannot be performed directly using standard

MongoDB drivers. The first screen in figure 4 shows the

Fig. 4: Android screenshots for information retrieval from

cloud
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barcode scanning component of MDS that is developed using

ZBar library [13]. The second screen in figure 4 shows the

medicine’s data that is returned by RESTful API for the

given barcode value.

Fig. 5: Retrieval of medicine information on Android mobile

6. Mobile component of MDS
This is an Android application that has three main fea-

tures. First it is capable of reading barcodes very quickly. For

reliable and high-performance barcode scanning, MDS uses

ZBar library. In addition to this, a button for the flash light is

also added on the barcode scanning screen to make barcode

visible to the barcode scanner during complete darkness.

Secondly, after scanning, the barcode value is sent to the

cloud environment via RESTful API. It means this Android

application is capable of communicating with cloud envi-

ronment to fetch the medicine’s data for the given barcode

value. The third important feature of this application is to

keep track of medicines that are most frequently searched.

This application stores medicine’s name and number of

times it is accessed from Amazon cloud environment on

a particular date inside local SQLite database running on

Android device. This locally stored information is then used

to generate tabular and visual usage reports as shown in 6.

These reports help ensure that these medicines are always

in stock.

Fig. 6: Screenshots for medicine usage reports

7. Evaluation

In this section, we evaluate the accuracy and performance

of Medicine Detection System by storing mock data of 500

medicines inside the Amazon cloud storage environment.

The name and number of fields for different medicines might

be different as all the data is randomly generated. Figure

7 shows the performance of Medicine Detection System

recorded under different lighting conditions by using ten

different barcodes that are randomly picked from the mock

data.

Fig. 7: Performance of MDS under different lighting condi-

tions

As shown in figure 7, the minimum time taken by MDS

is 1.78 seconds while the maximum is 2.85 seconds. The

small difference in these values indicate that the performance

of MDS is almost same under any lighting conditions. It

is noticeable that flash light was also used while scanning

barcodes under poor lighting conditions. The experimental

results demonstrate that MDS takes even less than three

seconds for the barcode scanning and data retrieval from

the cloud storage. However, it is worth mentioning here that

data retrieval time is also subject to the amount of data to

be retrieved.

Table 1 clearly shows that by using barcode scanning

method, MDS has improved accuracy under any lighting

condition as compared to the other systems. However, the

only factor that can negatively impact the usability and per-

formance of MDS, is absence or unreadability of medicine’s

barcode. Since MDS is specifically designed to be used

by hospitals and pharmaceutical companies, it is assumed

that barcode will always be available for the detection of

medicines with hundred percentage accuracy.
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Proposed System System Input Method Used Number of
Medicines
used in
Tests

Average
Accuracy (%)

Factors Reducing
Accuracy

Automatic Drug Image

Identification System

(ADIIS) [14]

Image of

medicine

Features

Extraction

(Shape,

Color, Ratio,

Magnitude, and

Texture)

263 Rank1: 92.6;

Rank2: 95.8;

Rank3: 97.4;

Rank4: 99.7;

Rank5: 99.7;

Rank6: 100

a). Poor lighting

conditions.

b). Broken medicines

in the input image.

c). Adding more

medicines to the test

sample.

Pill-ID [15] Image of

medicine

Features

Extraction

(Shape, Color,

and Imprint)

1,029 illicit

and 14,002

legal pills

Rank1: 73.04;

Rank20: 84.47

a). All included in

ADIIS.

b). Medicine without

imprint.

Automatic identification

of prescription drugs us-

ing shape distribution

models [8]

Image of

medicine

Features

Extraction

(Shape, Color,

and Imprint)

568 91.13 Same as Pill-ID sys-

tem.

Accurate system for au-

tomatic pill recognition

using imprint informa-

tion [9]

Image of

medicine

Features

Extraction

(Imprint Only)

12,500 Rank1: 90.46;

Rank5: 97.16;

Same as Pill-ID sys-

tem.

Medicine Detection Sys-

tem

Barcode of

medicine

Barcode Scan-

ning

500 100 Unreadable barcode

on the packaging of

medicine.

Table 1: Comparing accuracy of MDS with other systems

8. Conclusion and Future Work
In this paper, we propose a Medicine Detection System

for instant and accurate retrieval of medicine information on

mobile devices. MDS exploits the cloud storage facility to

store and update the medicines information in such a way

that it is instantly accessible from mobile devices whenever

needed. MDS uses ZBar image processing library which is

highly efficient at reading barcodes. Use of a schema-less

database (i.e., MongoDB) in this system, makes it capable of

dynamically adding or deleting fields of any medicine. This

feature is very important as it ensures that only the desired

amount of information for each medicine is stored inside

the cloud storage environment. Through the preliminary

evaluation, we demonstrate the advantages of utilizing cloud

storage and adequacy of the Medicine Detection System.
In the future, we plan to improve Medicine Detection

System by incorporating NLP based analysis on the data

pertaining to both medicine and patient. As patient’s data is

usually stored in online healthcare systems like EMR, it can

be retrieved from there. The addition of NLP based analysis

would make it possible to know if the selected medicine

is right for the patient even in shorter amount of time. It

would also suggest the recommended dose for the patients

considering their age and health conditions.
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Abstract

In this paper, we address a surgery capacity sharing
problem with multiple hospitals, and formulate a model
where hospitals who have their own capacity (the
Operating Room) locally. Each hospital has sever-
al surgery teams facing random demands and seeks
appropriate capacities to accommodate the demands,
so that its total profit is maximized. We first study
the allocation of available surgery capacities in the
systems and exploit its resemblance with the newsven-
dor model. Then we expect to present a approach
to study the cooperative games among the hospitals,
and formulate it as a stochastic linear programming
problem.
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1. Introduction

The hospital is experiencing increasing demand

and fierce competition while technology is changing

the way hospitals structure and operate assignment

network to serve patient needs. Long waiting time

for hospital care is a problem of great concern in

many countries. Consider a typical scenario faced by

a patient seeking to book a specific OR for brain

surgery on a given day. If the right room, or an

acceptable substitute is not available on her schedule.

The hospital may give two possible suggestions: i)

Go another hospital, please. ii) Do not worry, I will

arrange the operating room for you. Normally, she

needs access to an information system that provides her

with timely data on the availability of unoccupied ORs

of other hospitals in an integrated system. Based on

this information, the hospital attempts to book an OR

time lot which is acceptable to the patient and could be

used with acceptable cost. If the operating room can

be identified, both the two hospitals must also agree

on the appropriate compensation to each party. If all of

this can be accomplished, the two hospitals can enjoy

the benefits of cooperative and pooling of capacity.

The concept of sharing of inventory is not new,

especially in centralized newsvendor model. Which

can be conjectured that when demands are uncertain,

centralization of capacity helps the hospital reduce

resource investment and improve patient satisfaction.

However, how to analytically model the inter-hospital

collaboration problem? How to derive solutions when

capacities are available over multiple hospitals? How

to secure the willingness of the various parties to

cooperate with each other? This represents a new

research effort and many interesting but challenging

questions to be addressed.

We formulate a model allows hospitals who could

use OR time locally as well as at some other hospitals.

The revenues included net profit for lending the room,

service fee of surgery team, as well as the costs, are

assumed linear and the parameters could vary across

the hospitals. Each hospital is faced with her own

stochastic demand, which may be correlated with other

hospitals. Naturally, we think the decisions can be

made at two stages according the realization time of

demand. In this complicated situation, one hospital

gets the right of use of the OR time lot by paying

for it before demand is realized. After the demand is

realized, she owns the right to determine how the time

lot is to be used, by her team or other hospitals. We

analyze the cooperative allocation decision using the

notion of a core. In general, not every game has a
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nonempty core. However, games with cores’ existence

are much more conducive to cooperation. We will

demonstrate that the core of this game is not empty,

and suggest an allocation mechanism to support it.

2. Literature Review

Smith-Daniels et al. [1988] define capacity planning

in health care for the first time as ”decisions concerning

the acquisition and allocation of three types of re-

sources: work force, equipment, and facilities”. Batun

et al. [2011] think splitting resources can simplify the

planning process but may lead to inefficiencies, and

they use a two-stage model to quantify the potential

benefit of sharing ORs. While inter-hospital collabo-

ration (either within the public or private sector, or

the combined system) is commonly recognized as a

possible approach to tackle the waiting problems, so far

its applications are limited. Could an integrated plan-

ning be developed, to provide solutions to optimally

utilize the capacities available in an alliance of multiple

hospitals of complementary capacities and demands?

This is the question we aim to study.

Hospital is a service provider which try to satisfy

customer demands with finite capacity. Its objective is

to offer the best healthcare at the lowest cost (or the

highest revenue). A main idea for us is to extend the

techniques which have been established for the relevant

newsvendor problems to our model. Anupindi and

Bassok [1999] analyzed a centralization problem with

n independent retailers of an identical product and each

of the retailer faces a stochastic demand. Zhang et al.

[2009] propose a binary solution algorithm for multi-

product newsboy problem with budget constraint by

analyzing properties of its optimal solution. However,

all of them deal with one supplier (or retailer) or

identical product, and we want to extend the method

to multiple suppliers/retailers with various items.

In today’s environment it is not sufficient to max-

imize the expected profit (or minimize the expected

cost) simply, proper incentives for cooperation is also

essential. The notion of core has been used to ana-

lyze cost/revenue allocation problem in other inventory

management models as well. Hartman et al. [2000]

show that under special assumption on demand dis-

tributions the newsvendor game has a nonempty core.

This result then be generalized by Müller et al. [2002]

who show that the core is always nonempty regardless

of the demand distributions. More general inventory

centralization games have been studied by Özen et al.

[2008] and by Chen and Zhang [2009]. We have seen

no research that considers the problem of inter-hospital

cooperation for surgical capacity sharing as we propose

to investigate in this paper.

3. Capacity Allocation in a Centralized
Hospital Systems

We first present a basic model that allow us to

discuss the management of capacity. Consider a set

N = {1, ..., n} of hospitals, each of them has a

given capacity, namely the operating room time and

a set of surgery teams Mi, (Mi = {1, ...,m}). Each

surgery team j ∈ Mi faces a random demand, Di.

We assume that the demand is distributed according

to a continuous cumulative distribution function Fi(·).
Specifically, let hi be the unit revenue of hospital i
for renting out operating room, rj be the unit revenue

surgery team j generated for hospital i, and cj,i be the

unit cost of surgery team j performing operations in

hospital i. Let the parameters depend on the hospital i,
reflecting any possible differences among the hospitals

in terms of size, public trust etc. Each hospital i has

a total available capacity Ti, and orders quantities of

OR time before the actual demand is realized, denoted

by qj,i the units of OR time assigned from hospital i
to team j.

In the integrated system with pooling, we seek a

capacity deployment decision that the performance

(total expected profit) of the entire system is optimized.

Suppose there is a central planner to determine the

solution for the cooperative alliance. The expected total

profit of the integrated system can be expressed as

follows:

ΠN =
∑
i∈N

{hi(
∑
j∈M

qj,i) + E[
∑

j∈Mi

rj min{Dj ,
∑
i∈N

qj,i}]
− ∑

j∈Mi

∑
i∈N

cj,iqj,i}
s.t.

∑
j∈M

qj,i ≤ Ti, i ∈ N

qj,i ≥ 0, i ∈ N, j ∈ M

(1)

where M =
⋃

i∈N Mi.

The objective function [1] aims at maximize the

total excepted profit of the integrated system. where

the 1st term on the RHS is the profit for hospital

due to reservation of its capacity, the 2nd and 3rd

terms are, respectively, the expected revenue (with

respect to distributions of the random demands) and

the cost generated by its surgery teams in meeting

their demands. Constraints require that the variable

qij can only take non-negative values within respective

budgets.

We have the following properties with the objective

function:
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Proposition 1: The expected profit function Π is

concave in qj,i, ∀j ∈ M, i ∈ M .

Proof:

∂2Π
∂q2j,i

= −fj(q̂j) ≤ 0 and

∂2Π
∂qi,k∂qj,l

= 0 for i �= j, k �= l.

where q̂j =
∑
i∈N

qj,i. Thus, the Hessian Matrix of (1)

is negative semi-definite.

Since Π is concave and the feasible domain of prob-

lem (1) is convex, the KKT conditions are necessary

and sufficient for optimality. Then (qj,i)j∈M,i∈N is

optimal if and only if there exist non-negative dual

variables λi, uj,i satisfy that

hj − cj,i + rj − rjFj(q̂j)− λi + μj,i = 0 (2)

λi(
∑
j∈M

qj,i − Ti) = 0 (3)

μj,iqj,i = 0 (4)

We first investigate how to solve the above equations

with any given λi ≥ 0, and then we show how to find

the optimal value. Denote by (q̃j,i, λi, ũj,i) an solution

of the equations, then we have:

Proposition 2: For any given λi ≥ 0, ∀j ∈ M, i ∈
N , ∑

i

q̃j,i = F−1
j (

hi − cj,i + rj − λi

rj
) (5)

Proof: If hi − cj,i + rj < λn, then we have

Fj(q̂j) < uj,i from Eq.(3). Fj(q̂j) < uj,i plus

uj,iqj,i = 0 implies q̃j,i = 0. If hi − cj,i + rj ≥ λi,

then we have Fj(q̂j) ≥ uj,i from Eq.(3). Fj(q̂j) ≥ uj,i

and uj,iqj,i = 0 implies uj,i = 0. Then we have∑
i

q̃j,i = F−1
j (

hi−cj,i+rj−λi

rj
).

This proposition characterized the optimal total ca-

pacity of team j in all hospitals with any given λi ≥ 0,

and also indicates the optimal solution to the problem

without budget constraints by setting λi = 0. Since

λi ≥ 0, we know that the total optimal unconstrained

order of OR time is an upper bound for the total

optimal order in problem (1).

Proposition 3:

(a)If
∑
j

q̃j,i ≤ Ti, then
∑
j

q∗j,i =
∑
j

q̃j,i;

(b)If
∑
j

q̃j,i > Ti, then
∑
j

q∗j,i = Ti;

Proof: (a) This property is obvious since the

budget constraint is not active.

(b) If
∑
j

q∗j,i < Ti, as
∑
j

q̃j,i > Ti, there must exist

at least one k ∈ 1, ..., n such that
∑
j

q∗j,k <
∑
j

q̃j,k.

However, since
∑
j

q∗j,i < Ti, the slackness condition

in Eq.(4) implies λ∗
i = 0, and this further means∑

j

q∗j,i =
∑
j

q̃j,i, which violates
∑
j

q∗j,k <
∑
j

q̃j,k.

Thus, we have
∑
j

q∗j,i = Ti.

Before developing the solution procedure, we first

prove the following result:

Proposition 4:
∑
j

q̃j,i is non-increasing in λi.

Proof: The proof is obvious from proposition 2.

Thus we can determine λ∗
i by a binary search over

the interval λi ∈ [0,maxi=1,...n(hi − cj,i + rj)] and

the optimal total capacity
∑
i

q∗j,i. Note that (q∗j,i) now

satisfies a set of linear (in)equalities, thus we can solve

it by linear programming.

Algorithm 1 Main steps of algorithm

Step 0: Calculate yj , j = 1, 2, ...,m, from Eq(5) by setting λi =
0.
Step 1: If xi ≤ Ti, then x∗

i = xi,i = 1, ..., n, goto Step 6.

Step 2: Let λL
i = 0, λU

i = maxj,i{rj + hi − cj,i},.

Step 3: Let λi = (λL
i + λU

i /2);
Calculateyλj , j = 1, ...,m.

Step 4: If xλ
i ≤ Ti, then λU

i = λi, goto Step 3;

If xλ
i > Ti, then λL

i = λi, goto Step 3.

Step 5: Let
∑

i
q∗j,i = yλj and

∑

j
q∗j,i = xλ

i , i = 1, ..., n, j =

1, ...,m.
Calculate the linear system.

Step 6: Output q∗j,i, stop.

4. Cooperation Between the Hospitals

4.1. Preliminaries

In the setting of this paper, the hospitals are planning

jointly in order to reach a overall service level and

achieve the maximum revenue. These hospitals are re-

ferred as players, denoted with set N (N = 1, 2, ..., n).
A subset of N is called a coalition and is denoted

by S. v(S) is defined as the the maximum total

revenue the coalition S can obtain. The function v that

assigns to every coalition S ∈ N its value v(S), with

v(∅) = 0, is commonly referred to as the characteristic
function. The allocation is represented as a payoff

vector x = (xi)(i∈N), which is the profit that the grand

coalition allots to hospitals i if he joins the coalition.

We seek a so-called balanced distribution x1, x2, ..., xn

such that∑
i∈N

xi = ΠN , and
∑
i∈S

x
i
≥ ΠS ∀S ∈ N. (6)
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These (in)equalities completely describe the coopera-

tive game and are referred to as core (in)equalities. In

order to ensure that the grand coalition is stable , it is

imperative to devise a distribution scheme that meets

the core inequalities of the game.

4.2. Deterministic situation

We start with examining the situation where each

surgery team has such a high demand that is definitely

larger than the total capacity q̂j the team j may be

allocated. The problem becomes a deterministic linear

program:

ΠN =
∑
i∈N

[hi(
∑
j∈M

qj,i) +
∑

j∈Mi

∑
i∈N

(rj − cj,i)qj,i]

s.t.
∑

j∈MN

qj,i ≤ Ti, ∀i
qj,i ≥ 0, ∀j, i

(7)

According to Owen [1975], this linear game is

balanced and has a non-empty core. However, tt is

important to find points in the core and we consider

the dual to linear program (7):

min (T1, T2, ...TN)
T · y

s.t. yi ≥ max
j

(hi + rj − cj,i, 0) (8)

where y = (y1, y2, ..., yn).
As it is well known, v(N) will be equal to the

maximum of the program. We note (8) has a unique

solution. Let y∗i be the solution vector for (8). Then,

v(N) = T1y
∗
1 + T2y

∗
2 + ...+ TNy∗N (9)

and for any S

v(S) ≤ T1y
∗
1 + T2y

∗
2 + ...+ Tsy

∗
s (10)

Define payoff vector u = (u1, u2, ..., uN ) as ui =
Tiy

∗
i . so we have

∑
i∈N

ui = v(N) and
∑
i∈S

ui ≥ v(S),

therefore u is an imputation in the core. Now we

can simply compute the vector y∗ by solving linear

program of reasonable size; this then gives us an

imputation u.

Based on the insight from the special case above,

we will consider a general situation with a stochastic

demand in the future.

5. Conclusion

In this paper we study allocation of surgery ca-

pacities available in an integrated system of multiple

hospitals. We propose a new method based on the

linear programming to compute the optimal solutions.

We also study a cooperative game amongst the hos-

pitals and show that in the case of a high demand

situation there exists an allocation in the core, which

can be computed by using the linear programming

duality theory. The special case inspires us to develop a

stochastic programming duality approach in analyzing

the cooperative games with multiple hospitals where

random demand are faced.
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MedInternet: Application of Artificial Intelligence for Medical Data Collection and Analysis 
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Abstract - MedInternet is a program of general medical 
information character and can embrace all areas of medicine. 
It allows you to register via the Internet, organize and analyze 
the processes taking place in the world of medicine. 
MedInternet creates a strong basis on which to develop the 
entire computer medicine. The program will have its own 
think tank composed of top doctors and programmers, as well 
as scientists and experts in other similar areas. MedInternet 
has a potential to unite and centralize the whole world of 
medicine accentuating the application of artificial intelligence 
on information features and systems.  

Keywords: Information Technologies, Health Data, 
Diagnostics, Decision Support, Data Mining and Machine 
Learning 

 

1 Introduction 
    Around the world, medical practitioners make 

diagnosis and treatment based on their available medical 
knowledge, technology, equipment and tools. The whole 
process of diagnosis and treatment, and the results the doctors 
reflect on paper or computer files. This is based on local 
servers and local data sources. More recently there has been 
an ever-growing interest in computer based medical data 
collection and analysis, as more and more people use 
computers, smart phones and other information technologies. 
Meanwhile more doctors in various countries use computers to 
record patient’s data and analyze and diagnose the illnesses. 
This has resulted in variety of sources for medical data and 
alike, such as BIG DATA or Internet of Things. Doctors, 
researchers, scientific and medical centers, pharmaceutical 
companies, the official state medical institutions, insurance 
companies collect, systematize and analyze the medical data 
and create statistics of them, write articles and papers and 
make inventions and innovations of existing treatments and 
diagnostics. On the basis of all this is the development of 
medicine. The process, as we know a long, fragmented and 
insufficiently effective given the fact that the medicine has not 
yet been able to become fully a science, and relies heavily on 
the experiences, skills and subjective opinions of doctors. 
Therefore it is not surprising that in recent years there has 
been a great interest in the computer technologies in medicine.  
1.1 The need for a universal medical software 

 In recent years, there have been many attempts to 
create both simple programs (for example, an appointment to 
the doctor via the Internet) and more complex, such as genetic 
and biomedical programs. These developments are actively 
engaged in thousands of small and medium-sized companies 

around the world. However, no major changes in the world of 
computerized medicine has happened yet.  
 There is a strong need to unite and centralize this 
collection of medical knowledge. My proposed project 
"MedInternet" is based on a completely new methodology 
which will be the space for recording, collecting, storage, and 
analysis of all possible medical scientific information and 
data. The program directs and controls all (or almost all) of 
the processes of scientific and informational nature, occurring 
in the world of medicine. The program allows to transfer the 
information of the above-mentioned processes from the 
traditional manual operation to a computerized one. The 
program is based on artificial computer intelligence that 
develops and updates its own knowledge and creates new 
knowledge.  
2 MedInternet at work 
Here is how it looks: 

-  Doctors engage in practice of their daily work - 
diagnose and treat patients by use of an efficient 
computerized tool. They use a conventional computer 
where in the course of their work they enter the 
relevant information about the condition of the 
patient. This allows them to determine an exact 
diagnosis of the patient and its treatment.  

- This information, in turn, is recorded in a special form 
in a cloud that has the ability to analyze it in every 
way, to develop statistics and provide data for 
scientific and medical activities, and develop new 
medical knowledge. 

- Doctors, researchers, scientific and medical centers, 
pharmaceutical, and insurance companies use this 
information to create new knowledge and new 
medical technology, drugs and medical equipment. 

- And all this happens in online mode, continuously 
covering the entire Internet space.  

- The amount of information, which is colossal is 
collected while medical practitioners are engaged in 
their daily activities. 

- Most of the research work is carried out by specially 
trained medical programs that runs within the cloud. 
 

2.1 Use of MedInternet 
The program consists of five parts. The first part is 
Diagnostics and Treatment which is for usage of practitioner 
doctors within clinics. This part is already developed and 
tested. Diagnostics is the program’s main core and fuel. In this 
part using a special software, doctors are able to diagnose and 
identify existing patient's disease, choose the right treatment 
protocols, to assign the treatment and state the treatment 
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results. Currently it has been programmed with more than 500 
most common diseases. This part is planned to be extended to 
include all diseases in MCB-10 database and exposed on the 
Internet which will benefit medical providers around the 
world. Doctors and clinics are offered a help to determine the 
diagnoses and the treatment. In the process of diagnosis and 
treatment, a wide possibility of online consultations with 
colleagues around the world, the use of medical knowledge, 
and other tips will be created. The program will also create an 
opportunity to diagnose the patient's existing latent diseases. 
 The second part consists of a SuperCloud. In this 
SuperCloud, all the work of doctors in the diagnosis and 
treatment of patients is stored in a special, unified, 
standardized, computer–formulized form.  It reflects and 
stores all of the processes of diagnostics, choice of protocols, 
treatments and results of the treatment. These data, with the 
help of special programs with algorithms of Case-Based 
Reasoning, Data mining and artificial intelligence of the 
SuperCloud, is permanently systematized, processed, 
analyzed. Thus updated medical statistics and new medical 
knowledge are created continuously. 

The third part consists of Medical Knowledge. Existing 
medical knowledge and new information created by artificial 
intelligence of MedInternet are continuously added into this 
part of the program. This part of the program allows doctors to 
immediately obtain the necessary professional and scientific 
medical knowledge, statistics, case summaries both in the 
process of working with the patient, and outside it. The 
knowledge is created via the operations in the Super Cloud 
and feeds back to medical providers and researchers.  
 The fourth part consists of electronic-medical card 
(passport) of a patient. It is formulated during the process of 
communication between the patient and doctor, medical 
screening, medical testing and collection of anamnesis. The 
data is recorded as a medical process in a dynamic 
environment. Maximum display of the information about the 
state of the patient, his history is reflected in special 
and standard form convenient for analysis. This part of 
the program is also available to the patient and he 
will complement it with additional information independently. 
With the help of special micro programs, data is constantly 
analyzed and medical advice for practitioners is created.  
 The fifth part is the Center of Control, which consists 
of administrative managers, providers, programmers, other 
researchers and scientists, and the brain centre. This part of 
the program deals with the constant analysis of information 
received and generates new scientific knowledge and new 
ways of working. It creates statistics, materials and knowledge 
for doctors and researchers. Managers control the current 
activities of the program.  
 
2.2 The Beneficiaries 

The beneficiaries of the project are as following: 
- Doctors – who receive an effective tool for the 

diagnosis of disease and a choice of ways to treat it.  
At the same time, they get new knowledge and 

information about their work and can get an 
opportunity of online consultations. At the same time, 
doctors find themselves in a constant environment of 
medical research which boosts their confidence.  

- Patients – who get more quality medical help and can 
control the quality of their treatment and get new 
ways of improving their health. 

- Researchers - who get a chance of receiving trusted 
medical statistics and medical information and get 
updates in the shortest time periods. They can 
conduct and monitor a variety of experiments and 
studies of medical and informational character in 
online mode from all over the web space. I note that 
this does not create any additional new horizontal 
units of local networks and does not need any 
volunteers to conduct research. They can receive and 
continuously exchange information with the world's 
scientific and medical community, medical practices, 
as well as carry out joint development in the virtual 
world.  

- Insurance companies - who will have an ability to 
control the medical processes directly from their 
workstation via a computer in any mode. They can 
affect the workflow of clinics and practitioners, 
encouraging them to work through MedInternet. It 
also guarantees that doctors do not overcharge their 
patients and do not assign treatment that is costly and 
not necessary. This way efficient mutual control and 
influence is created among insurance companies, 
providers and patients. 

- National Health Ministries - who will study, control, 
manage and direct world’s medical processes online. 
World Health Organization will gain access to 
regulating the entire world of medicine.  

 
3 Conclusions 
    I acknowledge that there a lot of barriers with cross-
country, political and economic issues, different standards in 
approaches to confidentiality that are argued to stand in front 
of this project being applied into real world. However these 
issues can be solved with an expertise of IT giants and the will 
of the medical community, standardizing the medical practices 
around the whole world. Moreover, I propose a novel 
methodological tool of Matrix application, which I have 
developed. The tool will speed up the process and reduce the 
cost of creating global MedInternet without which it may take 
billions of dollars. A connection of artificial intelligence for 
the diagnosis and analysis of medical data offered by me will 
leave the project of global MedInternet without an alternative. 
I ask all the experts to respond to this article and give their 
opinions, and the IT giants and venture companies to consider 
my idea in detail, remembering what of a socio-economic 
impact for the future it may carry. MedInternet can be the 
foundation that can combine and centralize in a single source 
the entire global medical processes while guiding and 
developing it.  

152 Int'l Conf. Health Informatics and Medical Systems | HIMS'16  |

ISBN: 1-60132-437-5, CSREA Press ©
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Abstract - In the intensive care unit (ICU), a timely supply of 
all needed information is of the utmost importance. To 
facilitate this demand, we plan for a data warehouse for the 
ICU that employs data from multiple clinical sources as well 
as clinical decision support systems for analysis. This 
clinically integrated system enables the automated generation 
of concise and accurate reports, the automated classification 
of patient symptoms and diagnoses, and evidence-based 
treatment planning. Three pilot projects are planned to 
implement and showcase the aforementioned capabilities of 
the data warehouse, all using knowledge-based methods and 
the International Classification of Diseases, 10th version as 
their foundation. The final solution is deemed feasible, 
expected to be interoperable with existing hospital 
information systems due to the extensive use of standards, and 
likely to support and impact existing clinical workflows in 
intensive care medicine. 

Keywords: Knowledge Bases, Clinical Decision Support,
Electronic Data Processing, Critical Care.

1 Introduction
In a stressful environment such as the intensive care unit 

(ICU), it is paramount that the necessary information is 
offered to the right persons in a timely manner. Information 
and reports need to be concise but complete. Too little 
relevant information will result in suboptimal care, while too 
much information will confound important facts and distract. 
Therefore, information about a patient has to be 
individualized, thereby providing data on relevant chronic and 
acute patient symptoms, diagnoses, and treatments. 
Furthermore, diagnoses need to be determined fast and 
accurately as a patient’s health is already severely 
compromised, and treatment or stabilization needs to proceed 
as fast as possible. Given these requirements, the medical team 
responsible for a patient’s treatment would benefit from a 
clinical decision support system (CDSS) that could rapidly 
determine (or confirm) a patient’s diagnosis, and streamline 
communication by providing information relevant to the 
patient’s diagnosis, characteristics, or treatment.

2 Proposed solution
Our goal is to design a data warehouse for the ICU that, 

using data available in the ICU’s patient data management 
systems as well as in the hospital information system, provides 
expert-systems for 1) the generation of accurate, role-specific 
reports with high-information density that contain all relevant 
information while leaving out unnecessary details, 2) 
classification of patients based on their symptoms, past 
diagnoses and treatments, for the determination of optimal
treatments or prediction of disease progression, and 3) the 
presentation of data and information from the patient data 
management system directly in the hospital information 
system, as part of an integrated solution for patient care. 
For the generation of reports, a knowledge base was planned
that defines for each medical role/profession involved in the 
treatment of a patient, which data should be included in the 
report, to what detail it should be included, and how it should 
be presented. For the classification of patient cases, the CDSS 
employs the patient data management system to assign values 
to higher-level, semantically rich and clinically relevant 
concept such as symptoms and diagnoses. To support the 
selection of treatment for these patients, a comparison with 
past cases can also improve healthcare quality, while speeding 
up the decision process; the effectiveness of different therapies 
in different cases may serve as a guideline or tiebreaker for the 
medical team in the choice of therapy.
To keep nomenclature uniform, we employ the International 
Classification of Diseases, 10th version (ICD-10) ontology for 
both classification and communication. Based on these 
classifications and knowledge on disease progressions, 
potential diagnoses might be predicted together with 
likelihood and options for intervention and treatment.

3 Pilot projects
To support a wide range of ICU protocols and workflows, 

three pilot projects are currently under development. The first 
project pertains a CDSS for the diagnosis of systemic 
inflammatory response syndrome (SIRS), which is the body’s 
response to an infectious or noninfectious affliction. It 
employs an ICD-10-based knowledge base for the accurate 
determination of SIRS symptoms. Symptoms are thereby 
determined in a complex, comprehensive fashion, rather than 
simplistic rules. Fever, for example, is not determined by the 
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standard rule stating that a patient’s body temperature needs to 
be 38°C or greater, but is rather more individualized, as 
recorded normal body temperatures vary depending on many 
factors, including age, sex, time of day, ambient temperature, 
activity level, and method of measurement. 
The second pilot application is meant for both the diagnosis 
and treatment of the acute respiratory distress syndrome 
(ARDS). ARDS is a severe, life-threatening medical condition 
characterized by widespread inflammation in the lungs. While 
ARDS may be triggered by a trauma or lung infection, it is 
usually the result of sepsis. For this pilot project, an ICD-10
knowledge base is planned that can detect ARDS, determine 
the symptoms, and based on those symptoms, propose 
interventions or treatments. Based on patient demographics, 
ontological annotation(s) of a patient case, as well as symptom 
and disease progression learnt through sequential analysis of 
data over time, a patient case can be classified with respect to 
past patient cases using a propensity score analysis. After a 
patient has been classified, the resulting group of similar 
patient cases can be presented, including their treatment 
details and outcome; this will provide the medical team with 
evidence-based background information that may help them in 
the determination of treatment, especially in complex cases.
The final pilot project pertains report generation for 
communication. In the ICU-environment, time is a luxury, and 
it is therefore important to have concise but complete reports 
on patient for quick communication. By communicating all the 
necessary information, and only the necessary information, 
quality of healthcare can improve, while time can be saved. To 
this end, a knowledge base is designed that, depending on the 
role of the user, generates all information on a patient or set of 
patients in a ward, so that their information can be quickly 
communicated between healthcare professionals, or used to 
provide optimal care and monitoring.

4 Discussion
We discussed a data warehouse currently under 

development with (semi-)automated patient classification and 
diagnosis capabilities, as well as the ability to generate high-
quality communication reports. For the collection of data, we 
use patient data management systems commonly available in 
the ICU setting, as well as demographic and clinical data from 
the hospital information system. For data representation and
communication, we use a widely accepted medical ontology 
called ICD-10 to keep nomenclature and communication 
uniform. 
Currently, aforementioned systems are still under 
development, but early trials have already proven this system 
to be feasible. Furthermore, it’s integrated directly in clinical 
routine without the need for separate clients or processing, 
which enables the medical team to work in a familiar digital 
environment, and removes the need to familiarize themselves 
with another application. 
However, there are also some limitations worthy of note. First, 
the choice of ontology determines the expressiveness of the 
system, as well as its ability to relate clinical linguistic 
concepts to raw data. While ICD-10 might be a widely 

accepted medical ontology, it is not the only one. The 
Systematized Nomenclature of Medicine--Clinical Terms 
(SNOMED-CT), for example, is also a medical ontology, and 
even more comprehensive than ICD-10. However, its use is 
not free. Furthermore, the system is currently only designed 
for functions involving retrospective data analysis. For the 
system to be more supportive to the ICU medical team and the 
ICU setting in general, real-time data analysis to support on-
the-fly protocols and workflows should also be supported. 
This will be a future stage of the project.
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Abstract— The main purpose of this study is to effectively 
estimate energy expenditure (EE) of walking and running in 
young healthy adults by using radial basis function networks 
(RBFN) method. 30 participants were recruited from college. The 
participants performed from walking to running by the 
submaximal treadmill protocol. Heart rate (HR) and movement 
index (MI) were monitored real-time and recorded by the 
patched type sensor. The estimated values were compared to a 
portable indirect calorimeter (Cosmed K4b2). Results of the 
study illustrated the test based on treadmill has the high accurate 
estimation than the traditional method. 

Keywords— Energy Expenditure, Heart rate, Movement 
intensity, RBFN, Health monitoring. 
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I. INTRODUCTION 
3.5 percent of adult population in Korea is classified as 

obese, even if the ratio is lower than for other countries [1]. 
Excess nutrient and energy imbalance are considered major 
causes of chronic disease, such as diabetes [2], and obesity. 
Energy is needed to power muscular activity but excessive 
energy storage can lead to obesity and other metabolic 
disorders; it is important to understand how energy expenditure 
can be assessed and quantified. The most common activities of 
adults in modern society are walking and running. The 
assessment on walking and running can estimate EE and 
evaluate body fitness [3]). Therefore, the accurate assessment 
of physical activities can be helpful for Asian human health as 
the reference of metabolism. Traditional method need gas 
system to measure the oxygen consumption and carbon oxygen 
production. This method is high accuracy but need the 
participants wear mask during walking and running. Therefore, 
in this study we present the high accuracy method by using 
radial basis function network (RBFN).   

II. RADIAL BASIS FUNCTION NETWORKS  
RBFN have very attractive properties such as functional 

approximation, localization, interpolation and cluster modeling 
[4]. These properties made them attractive in many 
applications. The structure of RBFN has three layers: input 
layer feed the feature vectors into the network; hidden layer 

calculate the outcome of the basic functions; and output layer 
calculate a linear combination of the basic functions. Different 
numbers of hidden layer neurons were tried in this study as 
shown in Fig. 1.  The two input parameters are HR and MI, and 
the output value is EE.  The activation level of the i th receptive 
hidden unit is 
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where �  is multidimensional input vector, ic  is a vector 
with the same dimension as �  , H is the number of radial 
basis functions, and  )(�F  is i  th radial basis function with a 
single maximum at the origin.   

   Consider a Gaussian basis function centered at ic  with a 
width parameter σ: 
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Each training input i� server as a center for the basis 

function, iF . Thus, a Gaussian interpolation RBFN: 
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Writing them in matrix form, 
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Rewriting the preceding in a compact form, 
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                                         D = GC,                            (5) 

where 

D= � ��  

C= � � .,,, 21
T

nuuu �                  (6) 

 

When the matrix G is nonsingular, the unique solution as: 

 

   C = G-1D.  (7) 

 

where the matrix G-1 denotes the inverse matrix of G. 

 

 
 

Fig.1 Structure of a radial basis function neural network. 

 

III. RESULT   
The participants were tested on the treadmill base on the 

sub-maximal Bruce protocols. The treadmill was started at 2.7 
km/h and at a gradient of 10%. The incline of the treadmill 
increases by 2% at three minute intervals. HR and MI were 
monitored in real-time by AirBeat system [5]. VO2 and EE 
were measured by indirect calorimeter.  

The progress of finding the RBFN weights is called 
network training. The set of input-output pairs is called training 
set. In order to fit the network EE output to the given input 
(HR and MI) the network parameters are optimized. The 
training and optimized results of estimating the EE compared 
with measured value by the RBFN method as shown in Fig. 2. 
Various hidden layer node number were tested for the RBFN 
algorithm. Walking involves 20 input nodes and the optima 

number of node is 12. The root mean square error (RMSE) 
values between measured and estimated EE were used to 
evaluate the performance of RBFN method. RMSE is 0.722 for 
training data and 0.961 for checking data. 

 
Fig. 2 Estimation of energy expenditure by the RBFN method. 

IV. CONCLUSION 
This is the first study to apply the RBFN in estimating 

energy expenditure for Asian people. More research is needed 
to develop the entire system, including the shape of the patch 
type sensor and the software for the calculation of the energy 
expenditure with an easy to use application interface. The 
primary aim of this study was to assess the energy expenditure 
of walking and running for young health adults by RBFN 
method. The EE were accurately estimated based on the 
treadmill under submaximal protocols. The heart-rate and 
movement combined sensor module demonstrated its ability to 
estimate EE during walking and running.  
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Abstract - A successfully implemented algorithm and method 
of obtaining a medical history automatically from a patient is 
described. The main algorithm consists of a probe 
question/questionnaire, a coarse prediction algorithm, a fine 
prediction algorithm and a medical history generating system. 
The coarse prediction algorithm uses simple pattern matching 
against the medical knowledge database. The fine prediction 
algorithm uses a combination of pattern matching against the 
medical knowledge database, Bayesian inference where 
probability values so allow, and deep learning (both 
unsupervised and supervised as there is always human 
physician oversight of the system) where the number of 
patients is high enough to reasonably allow. 

Keywords: Automated Medical History, Patient Computer 
Interview 

 

In all areas of medicine, a medical history is 
the first step in arriving at a diagnosis and 
subsequently providing treatment to the patient. 
Traditionally, healthcare providers ask patients 
questions and in documenting the encounter generate 
a medical history. There are many problems with 
generating a medical history that is accurate, 
comprehensive and economical.  Ramsey and 
colleagues [1] showed that of 134 primary care 
physicians studied, the physicians only asked 59% of 
what would be considered essential questions in order 
to obtain an accurate history from the patient.  Tang 
and colleagues [2] showed that physicians in 
ambulatory practices spent one-fifth of their day 
writing. Thus there is a high cost in relatively 
expensive physician time being spent on charting. 
 

As early as the 1960’s physicians were trying 
to use computers to solve the problems of generating 
a medical history that is accurate, comprehensive and 
economical [3].  Nonetheless, despite the 
advancements and improvements in computer 

technology over the decades, at the time of this 
writing, few physicians or other health care providers 
make use of automated medical history systems.  
Bachman in 2003[4] considers why physicians may 
not want to use computer-based interviewing,  and in 
particular notes, “A computer program does not 
necessarily distinguish background symptoms from 
those leading to a visit to a physician. The physician, 
the patient, or the software needs to determine what is 
relevant.”  

 
 Much of the research in artificial intelligence in 
medical diagnosis assumes that there is an existing 
data set of input data. However, to the clinician 
seeing patients day after day the main issue is not 
making a diagnosis but the large amount of time and 
effort and skill that is required to obtain this input 
data from the patient. 
 
 We describe a successful algorithm and method of 
obtaining this input data, ie, obtaining a medical 
history from a patient, that has emerged from our 
pilot project in automated medical history generation. 
In 2015 110 patients in a general psychiatry clinic 
used our pilot automated system which in turn 
generated semi-automated and automated medical 
psychiatric histories which were compared to medical 
psychiatric histories generated conventionally, and 
the algorithm and method incrementally improved 
with each cohort of patients. 
 
 The main algorithm the system used was as follows: 
 
 1. Obtain previous medical history 
 2. Obtain probe question answer from patient “Why 
are you here?” 
 3. Obtain medical knowledge database related to #1 
and #2 
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 4. From coarse prediction algorithm and #1, #2 and 
#3, ask patient next question 
 5. If response to question from #4 was not 
appropriate try #4 again 
 6. From fine prediction algorithm ask patient 
questions and obtain patient data (weight, blood 
pressure, lab values, etc) related to likely diagnoses. 
 7. If answers to #6 indicate another diagnosis repeat 
again from #4 
 8. Generate structured medical history appropriate 
for visit and likely diagnosis 
 
 The coarse prediction algorithm uses simple pattern 
matching against the medical knowledge database. 
The fine prediction algorithm uses a combination of 
pattern matching against the medical knowledge 
database, Bayesian inference where probability values 
so allow, and deep learning (both unsupervised and 
supervised as there is always human physician 
oversight of the system) where n (number of patients) 
is high enough to reasonably allow. 
 
 The system was implemented with a cloud 
architecture (Google App Engine) with physician 
portals and patient entry programs all running in web 
browsers independent of the underlying computer 
hardware. Due to local regulatory concerns no 
medical devices were directly interfaced to the 
system, but relied on the patient or the physician to 
input physical exam and lab values.  
 
 Future work includes comparing the time the 
physician must spend obtaining a medical history 
standardized to a certain level of quality  and other 
time with the patient versus the time the physician 
needs to spend with the patient where an automated 
medical history is obtained, and comparing such 
comparisons against n (number of patients) for that 
diagnosis, with the expectation that time savings will 
increase as the system sees more patients of a given 
diagnosis. 
 
 
Ethics Review Board Approval:  Canadian SHIELD Ethics 
Review Board #14-03-002 
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Abstract - We describe an algorithm and method for an 
Intelligent Personal Assistant (IPA) for a health care 
practitioner such that the IPA can automatically schedule 
appointments with patients, automatically schedule 
appointments with colleagues and for other third party 
events, and automatically respond to routine 
communications from patients, from colleagues and from 
other third parties. The algorithm was implemented using a 
commercially available cloud architecture, commercial 
scheduling system, and  commercial voicemail to e-mail 
conversion system. This algorithm and method has the 
potential to automate many of the personal assistant tasks 
required in a medical practice and to correspondingly 
lower the cost of health care. 

Keywords: Intelligent Personal Assistant, AI Assistant 

E-mails are increasingly becoming a routine 
feature of medical practice. Medical e-mails may be 
received from patients [1], from other colleagues, 
from assistants, from laboratories, from medical 
marketing, as well as from non-medical sources. 
Time spent by the health care practitioner in 
responding to e-mails, is time that is in short supply 
and must be rationed with patients [2]. 

 
Intelligent Personal Assistants (‘IPA’s) are 

software agents that can provide some or many of the 
tasks an individual requires in managing one’s life, or 
in the case of a health care practitioner, in managing a 
medical practice, such as scheduling time with 
patients, scheduling time with colleagues and third 
party contacts (eg, educational events), and 
responding to routine phone calls and e-mails. Work 
has been done on IPAs for the last several decades, 
with the resultant systems becoming more interactive 
and arguably useful as time has progressed [3,4,5,6]. 
However, at the time of this writing, no IPA 
commercially available can actually meet the 
‘reasonable personal assistant’ needs of a health care 
practitioner, which we can define as follows: 

1. Automatically schedule appointments with 
patients 

2. Automatically schedule appointments with 
colleagues and other third party events 

3. Automatically respond to routine 
communications from patients 

4. Automatically respond to routine 
communications from colleagues and other third 
parties 

 
We describe a successful algorithm and 

method of providing the above defined ‘reasonable 
personal assistant’ needs of a health care practitioner.  
Steps 5 and 6 of the algorithm below make use of 
another algorithm [7] which allows automated 
acquisition of medical histories. 
 
 The main algorithm the system uses is as follows: 
 
 1. Obtain Input Data: Receive e-mails or convert 
voicemails/phone calls to e-mail. 
 2. Context Awareness: An attempt to make assumptions 
about a sender’s message (rather than the usual environmental 
interpretation of context, eg, Yan et al [8] versus Dey [9]) :  
Parse e-mail k times (initial value adjusted by a supervised 
learning algorithm depending on the health care practitioner’s 
satisfaction of the result in the overall handling of a 
communication) and select the parsed version which 
maximizes a score with regard to the version being in the 
context of: 
 -a patient requesting an appointment/change 
 -or a colleague/third party requesting a meeting/change 
 -or a communication from a patient requiring a medical 
response  
 -or a communication from a colleague/third party requiring 
a medical response  
 -or an ‘other’ e-mail (which includes e-mails explicitly 
stating that a human response is required) 
The algorithm has access to the e-mail contact list of the 
health care practitioner as well as the medical records of the 
health care practitioner in order to best calculate this 
contextual score.  
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 3. If  #2 ‘Context Awareness’== ‘patient requesting an 
appointment/change’ then the following will occur: 
 i.  If ‘no urgency’ then: An appointment will be given at the 
next available normal empty appointment slot for the health 
care practitioner. Feedback will be asked of the patient – if 
patient responds that the appointment is ok or does not 
respond then the algorithm terminates, or if patient responds 
that a different time or date is required, then an alternative 
appointment will be given to the patient and feedback is again 
asked of the patient. 
 ii. If ‘urgency’ detected in #2 then: The original e-mail will 
be forwarded to the health care practitioner, and the algorithm 
terminates. 
 4. If  #2 ‘Context Awareness’== ‘colleagues/third parties 
requesting an appointment/change’ then the following will 
occur: 
 i.  If ‘no urgency’ then:  Similar to 3i. 
 ii. If ‘urgency’ detected in #2 then: Similar to 3ii. 
 5. If  #2 ‘Context Awareness’== ‘routine communications 
from patients’ then the following will occur: 
 i. If the patient does not exist in the health care 
practitioner’s medical records database then a message is sent 
to the patient that it is not possible to directly respond until the 
sender becomes an official patient of the health care 
practitioner and instructions how to do so.  
 ii. If a patient is an existing patient then the same probe 
questionnaire that is used in clinic by the automated medical 
acquisition history system (ie, 2016 Schneider and Xie [7]) is 
sent to the patient, and in response to the patient’s responses 
follow-up questionnaires are sent until either an ‘action 
plan/learning questionnaire’ is sent to the patient or the 
questionnaire data and e-mail are forwarded to the health care 
practitioner for human response, and the algorithm terminates. 
 6. If  #2 ‘Context Awareness’== ‘routine communications 
from colleagues/third parties’ then the following will occur:  
Similar to 5ii but a colleague/third party probe questionnaire is 
used to better determine the exact request of the 
colleague/third party.  
 7. If  #2 ‘Context Awareness’== ‘other e-mail’ then the 
following will occur: 
 i. If an alternative external IPA system is being used,  then 
the original e-mail is submitted to the alternative external IPA 
system, and this algorithm terminates. 
 ii. If no alternative external IPA system is being used, then 
the original e-mail is submitted to the health care practitioner 
for manual processing, and this algorithm terminates. 
  
 The system was implemented with a cloud 
architecture (Google App Engine) with a 
commercially available scheduling system (Google 
Calendar). A commercially available voicemail to e-
mail conversion system was used (Vonage). At the 
time of this writing the system is being used in a 
general psychiatry clinic with most but not all 
modules above implemented. For example, there is no 

external IPA being used. At the time of this writing 
the system is able to replace greater than 70% of the 
labor spent by a human assistant in a full-time 
position in a similar role in a medical practice.  This 
algorithm and method has the potential to automate 
many of the personal assistant tasks required in a 
medical practice and to correspondingly lower the 
cost of health care. 
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Abstract: A novel image and infrared data-based application 
to assist visually impaired (VI) users in detecting and 
avoiding obstacles in their path while independently 
navigating indoors is proposed. The application will be 
developed for the recently introduced Google Project Tango 
Tablet Development Kit equipped with a powerful graphics 
processor and several sensors which allow it to track its 
motion and orientation in 3D space in real-time. It will 
exploit the inbuilt functionalities of the Unity engine in the 
Tango SDK to create a 3D reconstruction of the surrounding 
environment and to detect obstacles. The user will be 
provided with audio feedback consisting of obstacle warnings 
and navigation instructions for avoiding the detected 
obstacles.  Our motivation is to increase the autonomy of VI 
users by providing them with a real-time mobile stand-alone 
application on a cutting–edge device, utilizing its inbuilt 
functions, which allows them to micro-navigate 
independently in possibly unfamiliar indoor surroundings. 
 
Keywords: Obstacle detection, obstacle avoidance, Unity, 
Project Tango, blind, visually impaired. 
 
1. Introduction 

One of the major challenges faced by visually impaired 
(VI) individuals during navigation is detecting and avoiding 
obstacles or drop-offs in their path. RGB image and infrared 
data-based systems have emerged as some of the most 
promising solutions for addressing this issue; however, 
currently such systems fall short in terms of accurately 
localizing the user and providing real-time feedback about 
obstacles in his path. 

The Project Tango Tablet Development Kit [1], recently 
introduced by Google Inc., is an Android device, equipped 
with a powerful graphics processor (NVIDIA Tegra K1 with 
192 CUDA cores) and several sensors (motion tracking 
camera, 3D depth sensor, accelerometer, ambient light 
sensor, barometer, compass, GPS, gyroscope), which allow it 
not only to track its own movement and orientation through 
3D space in real time using computer vision techniques but 
also enable it to remember areas that it has travelled through 
and localize the user within those areas to up to an accuracy 

of within a few centimeters. Its integrated infra-red based 
depth sensors also allow it to measure the distance from the 
device to objects in the real world providing depth data about 
the objects in the form of point clouds. The depth sensors and 
the visual sensors are synchronized, facilitating the 
integration of the data from these two modalities. 

Our project aims to utilize the Project Tango tablet to 
develop a system to assist VI users in detecting and avoiding 
obstacles in their path during navigation in an indoors 
environment. The system will exploit the inbuilt 
functionalities of the Unity engine in the Project Tango SDK 
to create a 3D reconstruction of the surrounding environment 
and to detect obstacles in real-time. The user will be provided 
with audio feedback consisting of obstacle warnings and 
navigation instructions for avoiding the detected obstacles.  
Our motivation is to increase the autonomy of VI users by 
providing them with a real-time mobile assistive stand-alone 
application on a cutting–edge device, utilizing its inbuilt 
functions, which allows them to micro-navigate 
independently in possibly unfamiliar indoor surroundings. 

The rest of the paper is organized as follows: Section 2 
provides a brief overview of existing image and infrared data-
based obstacle detection and avoidance systems for the VI. 
Section 3 describes the application and outlines the plan for 
its development and evaluation. Section 4 concludes the 
paper. 
 
2. Related work 

Newly emerging sensor technologies, such as 
Microsoft’s Kinect, Occipital’s Structure Sensor, and, most 
recently, Google’s Project Tango Tablet Development Kit 
[1], are making it possible to exploit infrared light to extract 
3D information about the environment without the need to 
install any equipment in the surroundings. Recent 
development work on obstacle detection for the VI has 
specially focused on Kinect, either utilizing the data from its 
depth sensor alone or from both its RGB and depth sensors. 
However, since Kinect is not designed to be a wearable or 
handheld device, affixing it to the body or clothing results in 
bulky and aesthetically unappealing contraptions; 
furthermore, the Kinect sensor needs to be connected to a 
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backend server making systems based on it vulnerable to 
communication and speed performance issues. The Project 
Tango tablet appears to have a distinct advantage over Kinect 
in that it is an aesthetically appealing, handheld, mobile 
device equipped with a powerful processor enabling it to 
execute computationally intensive code in real-time without 
the need to connect to a backend server. Moreover, it has 
several additional embedded sensors and in-built 
functionalities, which can be utilized for extending and 
improving the obstacle detection application in the future.  A 
few preliminary applications for the Tango tablet have 
already been proposed for obstacle detection and avoidance 
for the VI: The system presented by Anderson [2] collects 
depth information about the environment, saves it in a chunk-
based voxel representation, and generates 3D audio for 
sonification which is relayed to the VI user via headphones to 
alert him to the presence of obstacles. Wang et al. [3] cluster 
depth readings of the immediate physical space around the 
users into different sectors and then analyze the relative and 
absolute depth of different sectors to establish thresholds to 
differentiate among obstacles, walls and corners, and 
ascending and descending staircases. Users are given 
navigation directions and information about objects using 
Android’s text-to-speech feature. However, both these 
applications need further development and are yet to be tested 
with the target users [4]. 

 
3. Application Development  

The application is being developed for Google’s Project 
Tango Tablet Development Kit which is a 7” Android-based 
tablet. It will utilize the Project Tango Unity SDK [21] to 
acquire a 3D reconstruction of the surrounding environment 
in the form of a mesh which is created and updated in real-
time. A character object in the 3D reconstruction will 
represent the user’s position in the real world. Obstacle 
warnings will be issued if the distance between the character 
object and any object in the 3D reconstruction becomes less 
than a certain threshold (initially, this will be set to 0.5 
meters; however, this value may be modified or a user-
controlled customization option may be provided based on 
the results of our interviews with the target users).   

Feedback to the users will be provided by playing pre-
recorded audio files via an open-ear bone conduction 
Bluetooth headset. The feedback will include warnings about 
approaching obstacles - potentially including some details 
about their sizes and their positions relative to the user - and 
navigation instructions to avoid the obstacles (bear right, bear 
left, etc.). For users with some residual vision, a visual 
display option may also be provided in addition to the audio 
output. 

Adopting a user-centered design approach, we are 
planning to conduct semi-structured interviews with VI 
individuals in Athens, Georgia, USA in order to gain some 
insight into their preferences for the user interface of the 
application and to procure their suggestions for what features 

should be included. The results of the interviews will inform 
the design of the system during its development. 

Once an initial prototype has been developed, the two 
main parts of the system - the obstacle detection component 
and the user interface – will be empirically evaluated. The 
performance of the obstacle detection component will be 
tested for obstacles of various sizes at various positions with 
respect to the user and under different lighting conditions. 
The user interface will be designed in accordance with the 
users’ preferences (acquired via the interviews) and will then 
be evaluated by conducting usability tests with VI users. 

A similar system, being developed in parallel for 
obstacle detection and avoidance for the VI using the Project 
Tango Tablet Development Kit, was introduced in [4].  
However, this system employs a different approach for 
detecting the obstacles by directly segmenting the point cloud 
data acquired from the scene. We aim to eventually conduct a 
comparative evaluation of the proposed system with this one 
to study any differences in terms of speed, accuracy and 
general usability. 

 
4. Conclusion 

A novel image and infrared data-based application to 
assist VI users in detecting and avoiding obstacles in their 
path while independently navigating indoors has been 
proposed in this paper. The application will utilize the 
functionalities of the Unity SDK of the Google Project Tango 
Development Kit to provide an aesthetically acceptable, cost-
effective, portable, stand-alone solution for this purpose. A 
user centered approach would be adopted for the design and 
development, with semi-structured interviews being 
conducted with VI users at the initial stages of the 
development cycle to inform the interface design and 
usability testing with the target users being carried out at later 
stages with the initial prototype in order to identify any 
usability problems and to better adapt the system to the users’ 
needs. 
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Abstract—this paper describes a software prototype created 
to improve user queries of the NIAID TB Portals database. The 
goal is to take advantage of medical images, such as x-rays, as 
unique pieces of knowledge to search information in a database. 
The software is not meant to act as a diagnostic tool.  Instead, the 
software investigates the idea that a user can query a system with 
tuberculosis (TB) data by selecting a single x-ray from the 
database or uploading a new x-ray, and using the image to search 
for similar x-rays. These search methods take seconds to 
compare thousands of images and enable real-time database 
retrieval.  This prototype enables users to then explore and 
analyze the selected subsets of de-identified, anonymized and 
curated TB patient cases related to the similar x-rays.   

Keywords—tuberculosis; x-rays; images; similarity; data 
exploration 

I. INTRODUCTION 
With the advance of computational technologies such as, 

image processing, databases, and network technologies the 
medical databases available are growing exponentially. To deal 
with these large databases researchers and business have 
adopted new technologies such as big data, data mining, and 
machine learning. Other groups focus their work in 
technologies where the user interaction combined with 
automatic methods improve data exploration tasks. For 
example, a user can start exploring a database by interacting 
with a graph and searching for more detail by selecting 
parameters or moving slide bars to filter the data sets. 

Having interactive and automatic tools to explore large 
datasets on specific diseases might lead to wise and more 
informed decisions in medicine. The NIAID TB Portals 
database with data on hundreds of patients with tuberculosis 
that contain x-rays, CT-scans, treatment plan data, sequencing 

data, and final outcome, researchers can get a better 
understanding of this desease. 

Tuberculosis is a global problem; although in the USA the 
number of registered cases is minimal. There are some 
countries with high mortality with this disease[1].  “In 2014, 
9.6 million people fell ill with TB and 1.5 million died from 
the disease [2].”  

This software prototype is part of the NIAID TB Portals 
program that seeks to empower clinicians, academic 
researchers, and the health care industry with advanced 
solutions in bioinformatics, information technology, and 
genomics toward improving TB patient diagnostics and 
treatment. This project involves several organizations in 
Belarus, Moldova, Georgia, Romania, and Azerbaijan, forming 
a virtual team with NIAID [3]. 

II. USING IMAGE SIMILARITY FOR QUERYING THE SYSTEM 
 

Content-based information retrieval (CBIR) is a 
technology that takes advantage of image properties to query a 
system. This area of research has been around for many years 
but there is no standard way to apply it to medical problems 
[4].  In [4], the authors enumerate the possible causes: the lack 
of productive collaborations between medical and engineering 
experts; the lack of effective representation of medical content 
by low-level mathematical features; the lack of thorough 
evaluation of CBIR system performance and its benefit in 
health care; and the absence of appropriate tools for medical 
experts to experiment with a CBIR application. 

This poster is not presenting a new algorithm for image 
similarity; instead it is a response to the motivation to 
experiment with the possible ways to query a tuberculosis 
database based on image content. 
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Figure1. Global view of the user interacting with the system 

 

Two scenarios are implemented: 

• The user uploads the x-ray and gets a set of 
similar x-rays as can be seen in Figure 1.  

• The user selects an x-ray image from the database 
and retrieves similar images. 

 
Figure 2. Example of sequences of user interactions 

With this subset of similar images a user can ask more 
questions of the system. For example: compare the treatment 
plan for every one of the cases retrieved. Also the user might 
be interested in comparing the final outcome for the treatment 
as described in Figure 2. Finally, the user might want to see 
the evolution of tuberculosis in a specific patient by presenting 
the series of x-rays for specific case. 

III. OUR IMPLEMENTATION OF CBIR SYSTEM 
The software prototype has been developed using cloud 

technologies and it has the following components: a web 
server that host the application and similarity index allocated 

to an EC2; a database with information about clinical data 
hosted on a EC2 instance; an image repository with 685 DCM 
files, which is hosted on a S3 instance; and a set of programs 
in Python and PHP that manage and respond user requests. 

End-users are able to access the software using a web 
browser as shown in Figure 1. 

  

A. Indexing Images 
The pipeline to index the images consists of: preprocessing 

x-rays to improve contrast; segmenting [5]; and the extraction
of features for every x-ray in the repository. The image 
features used for indexing consist of a histogram and the co-
occurrence matrix [6].  

B. Search Images 
The user uploads the x-ray and the system computes the 

equalized histogram and segments the image. Next, the 
features are extracted. With the vector of features the system 
iterates over the index file and computes the distance to each 
x-ray. Finally, the software sorts the vector and returns a set of 
ten record identifiers and images with the best similarity 
scores.  

IV. FUTURE WORK 
This project will be improved by quantifying the impact of 
image-based queries in data exploration tasks. 
Algorithms for indexing and searching images will also be 
improved using optimal features to represent the images. 
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Abstract - Diabetes is a chronic and metabolic 
disease. According to the World Health Organization 
(WHO), 422 million of adults suffer from diabetes 
worldwide. In fact, in 2012 diabetes caused 1.5 
million deaths in the world. In Mexico, our country, 
diabetes is a highly relevant public health problem. 
For example, in 2015 there were 11 million cases of 
diabetes. Our contribution is to apply novel data 
science techniques to medical records at a dental 
clinic in Northeast Mexico to discover the 
relationship between diabetes and dental caries. Our 
research work follows IBM’s data science 
methodology. The analysis of data was carried out 
with machine learning. Five experiments were 
performed on 193 dental records. Our findings 
corroborate the results in related work. 
 
Keywords: Diabetes, Dental Caries, Data Science  
 
1) Introduction 
 

Diabetes is a chronic and metabolic disease. 
It is characterized by high blood sugar levels that 
result from the deficit of the body to produce insulin. 
Insulin is the hormone that regulates the body 
glucose usage. Diabetes leads to damages in the 
heart, blood vessels, eyes, kidneys, and nerves.  

According to the World Health Organization 
(WHO), 422 million of adults suffer from diabetes 
worldwide. In Mexico, our country, diabetes has been 
the first cause of death in women and the second in 
men since the year 2000.  

Previous research work has shown that 
diabetes is closely related to dental caries since both 
of them share similar risk factors. For instance, 
diabetic patients that do not have control of their 
blood sugar levels have a higher risk of presenting 
systemic and oral complications [1]. One of these 

complications is dental caries. Dental caries is a 
multifactorial progressive process that can be 
developed on the tooth surface, inside the oral cavity, 
where the plaque allows it to grow on a period of 
time.  

Diabetic patients are two or three times more 
susceptible to develop a periodontal disease than 
healthy patients [2]. Moreover, diabetes is the first 
cause of premature tooth loss, interrupting the 
physiological function of mastication, leading to a 
softer diet with a higher level of sugar that can cause 
dysglycemia [3]. 

Our contribution is to apply novel data 
science techniques to medical records to discover the 
relationship between diabetes and dental caries. Data 
science consists of analyzing data, structured and 
unstructured, to get knowledge [4]. Although the 
relationship between diabetes and dental caries has 
been found in related work, previous approaches are 
based on field studies with a limited number of 
patients. This may be caused by the lack of 
automatized techniques to analyze data in dentistry. 
Our approach goes a step further with the analysis of 
a larger number of patients’ data by means of 
machine learning techniques. 

Specifically, this work focuses on finding 
hidden patterns in 193 dental records of patients at 
the Dental Clinic “Luz y Vida” located at the campus 
of Universidad de Montemorelos, Montemorelos, 
N.L., Mexico. This study follows IBM’s data science 
methodology [5]. In the experiments, the k-means 
algorithm of machine learning was executed in 
Weka. Seven features in the clinical records were 
analyzed. 

This paper is organized as follows. The 
second section presents the description of the dataset 
taken from de clinical records at Dental Clinic “Luz y 
Vida”. The third section presents how we have 
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applied IBM’s methodology to find hidden patterns 
in the dataset to discover the relationship between 
dental caries and diabetes. The last section presents 
conclusions and future work.  
 
2) Description of the Dataset 
 

In this research work, the data was obtained 
from 193 clinical records from the Dental Clinic 
“Luz y Vida”. This clinic is located at the campus of 
Universidad de Montemorelos, Montemorelos, N.L., 
Mexico. Since its foundation in 2004, this clinic has 
stored dental records in paper forms. 

The clinical records used in this experiment 
belong to 193 patients located at the following cities: 
Montemorelos (140 patients), Monterrey (2 patients), 
Linares (4 patients), Solistahuacan (1 patient), 
Allende (9 patients), Mexico City (1 patient), Alamo 
(1 patient), Tampico (1 patient), Hermosillo (1 
patient), Tamaulipas (1 patient), Coatzacoalcos (1 
patient), Cancun (1 patient), Cd. Madero (1 patient), 
Tamasopo (1 patient), Altamira (1 patient), General 
Terán (3 patients), Anahuac (1 patient), Chihuahua (1 
patient), Elkhart (1 patient), Santiago Tuxtla (1 
patient), Camargo (1 patient), Cadereyta (1 patient), 
Chula Vista (1 patient), Mezcalapa (1 patient), 
Rayones (1 patient), Navojoa (1 patient), Georgia (1 
patient), Riverside (1 patient), Caborca (1 patient). 
The location of 11 patients was not recorded in the 
dental records. Since this clinic has changed several 
times the paper forms used to record clinical records, 
we decided to take the sample for the experiments 
from the latest 193 clinical records, which use the 
same paper form.  
 
3) Applying IBM’s Methodology to 
Clinical Records 
 

Data science requires a methodology that 
eases its application to industry and academy. That is 
why IBM offers a methodology for the application of 
data science [5]. This methodology is organized in 
ten stages structured in an iterative process. In the 
following paragraphs we describe the stages that 
were followed in this research according to IBM’s 
data science methodology: 
 
1. Understanding the problem: Dental caries 
related to diabetes is a hot topic in dentistry because 
there is not a clear and absolute position about the 
relationship between these two diseases. Moreover, 
related work tends to expose this relationship through 
field studies with a limited number of patients. In 
these studies, researchers take a sample of patients 

with diabetes and then look for the possible 
relationship between diabetes and dental caries. 
However, these studies do not propose the 
automatized analysis of dental records to facilitate the 
process.  

For example, Seethalakshmi et al. [6] 
evaluated oral diseases that can be caused by 
diabetes, such as the incidence of dental caries and 
salivary pH in 20 patients. The results showed that 
not only periodontal health was affected, but also 
salivary pH had a decrease of 6.51. Likewise, the 
incidence of dental caries increased significantly in 
comparison with the patients without diabetes. 

On one hand, Novotna et al. [7] mention that 
there is an increase of plaque levels and chronic 
gingivitis as much in adults as in children with type 1 
diabetes. On the other hand, Miranda et al. [8] found 
out that oral health in patients with type 1 diabetes in 
Chile is more precarious than in healthy patients. 
However, they mention that this problem could be 
caused by poor hygiene. 

Singh et al. [9] came to the conclusion that 
patients with type 2 diabetes have a higher risk of 
developing dental caries. Also, they pointed out that 
saliva flow and saliva calcium levels are significantly 
lower compared to healthy patients. Therefore a 
reduction in the saliva components reduces the 
enamels capacity to endure the remineralization and 
demineralization process. It creates the right 
environment for dental caries. 

Oral bacteria are with no doubt a 
determinant factor in the formation of dental caries. 
For example, Kampoo et al. [10] found that the 
incidence in diabetic patients in Thailand is much 
higher compared to non-diabetics. Also, the number 
of acidogenic bacteria in diabetic patients is much 
higher than in healthy patients. Therefore, the high 
dental caries incidence in diabetic patients in 
Thailand is positively related to de Streptococcus and 
Lactobacillus bacteria. 

Iqbal et al. [11] made a study to establish if 
there is a relationship between diabetes mellitus and 
dental caries by measuring glucose levels related to 
dental caries in different patients. These authors 
found out that glucose levels in diabetic patients’ 
saliva are slightly higher than in healthy patients. 
Also, the levels of calcium in diabetic patients’ saliva 
are lower. 

Jawed et al. [12] found out that the level of 
blood sugar and glycosylated hemoglobin, and the 
number of decayed, missing, and filled teeth (DMF) 
is significantly higher in type 2 diabetics than in 
healthy patients. These results were obtained by a 
saliva sample and a DMF test (DMFT).  

Similarly, Miko et al. [13] mention that the 
deficiency in glycemic control as well as the early 
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occurrence of diabetes can increase the risk of dental 
caries. This study was made with a DMFT applied to 
259 teenagers with type 1 diabetes. 

Stojanoviç et al. [14] studied the condition 
of type 2 diabetic patients related to metabolic 
control. The sample was composed by 47 type 2 
diabetic patients randomly chosen and divided into 
two groups: poorly controlled diabetics and 
controlled patients. They found out that patients with 
a poor control of diabetes have a significant higher 
amount of dental caries compared to those that 
control the disease. 

Hintao et al. [15] found that patients with 
type 2 diabetes, compared to healthy patients, have a 
higher risk of root surface dental caries. However, the 
prevalence and crown surface decay were not 
significantly different. Therefore, they concluded that 
type 2 diabetes is an important risk factor for root 
decay, but not for crown surface decay. 
 
2. Analytic approach: In this stage, machine 
learning was used to analyze the data from the 
clinical dental records. Machine learning is a branch 
of artificial intelligence that consists of developing 
techniques that allow computers to learn by means of 
analyzing structured or unstructured data [16]. 

Weka1 was used to analyze the dental 
records by means of machine learning. Weka is a 
data-mining software developed by the University of 
Waikato [17]. This software was programmed in Java 
and has powerful algorithms to extract information 
contained in datasets [18].  
 
3. Data requirements: The clinical records at the 
Dental Clinic “Luz y Vida” have 60 features. In the 
field of machine learning, a feature is a variable that 
summarizes key aspects to be analyzed. In our case, 
the features contain data about personal information, 
anamnesis, and intraoral exploration (see Table 1). 

 
4. Data collection: The clinical records analyzed in 
this study were in paper. Therefore, 15 students at the 
School of Engineering and Technology of 
Universidad de Montemorelos digitalized them. 
These students took a period of around two months in 
this process. 
  
5. Data understanding: In this step, we decreased 
the number of features to 7. These features are the 
ones that we considered to be associated to dental 
caries and diabetes according to related work (see the 
related work presented in the first step). These 
�������������������������������������������������������������
1 Weka: 
http://www.cs.waikato.ac.nz/ml/weka/downloading.html�

features are as follows: 1) endocrine problems, 
including diabetes, family history of diabetes, thyroid 
gland problems, and others; 2) teeth problems, 
including sensitivity and bad habits (biting nails, 
thumb sucking, pencil biting, etc.); 3) number of 
decayed teeth; 4) number of missing teeth; 5) number 
of restored or filled teeth; 6) age; and 7) blood type. 
  
6. Data preparation: In this stage, the data related to 
each feature in the clinical records was converted to 
numbers. This process was necessary because Weka 
requires numeric values to do the analysis. The 
dataset with the studied clinical records is available 
online2. 
 
7. Modeling: Among the machine learning 
algorithms that Weka provides, we chose k-means to 
generate clusters that model the relationship between 
dental caries and diabetes in the clinical records. k-
means is an unsupervised-learning algorithm that 
allows to group data in clusters by discovering their 
centroids [18]. In k-means each sample inside the 
dataset must be included in one of the clusters [17]. 
We decided to use this algorithm because of the 
following reasons: 1) data in the clinical records was 
not labeled; and 2) k-means is a very popular and 
effective clustering algorithm [19].  
 
8. Deployment: The experiments were executed with 
a different number of clusters (k from 4 to 7). We 
chose the results from the experiments with the 
minimum within cluster sum of squared errors (sum 
of distance functions of each point in the cluster to 
the k center). The results were iteratively presented to 
the team of dentists to get their feedback and avoid 
results that were not congruent with their domain of 
knowledge.  

As a way of illustration, Figure 1 shows one 
of the results in the experiments. First, this figure 
shows the number of iterations in the experiment (11 
in this case) and the within cluster sum of squared 
errors (21.55317619018957). This image also shows 
the selected features for each test (21, 30, 45, 54, 56 
and 57. Table 1 shows the descriptions of each one of 
these features), the number of clusters (k = 6), and the 
number of instances or samples contained in each 
cluster (e.g. 28 instances in Cluster 0). 

The results of the 5 experiments that were 
conducted on the 193 clinical records are described 
as follows: 

 
�������������������������������������������������������������
2 Our dataset: 
https://docs.google.com/spreadsheets/d/1prAv_cj6nFpZejot
Yje4gpfqjT291vM_tpu9cLTZSGg/edit?usp=sharing�
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• First experiment: The objective of this 
experiment was to verify that diabetic 
patients also present problems in their teeth. 
8 clusters were analyzed in this experiment. 
We found out that diabetic patients tend to 
present teeth loss and food accumulation in 
some zones. The within cluster sum of 
squared errors in this experiment was 2.5. 

• Second experiment: The objective of this 
experiment was to analyze the number of 
teeth with caries in diabetic and healthy 
patients. We found out that diabetic patients 
tend to present 9 to 17 teeth with caries,
whereas healthy patients tend to present 
between 1 and 9 teeth with caries. The 
within cluster sum of squared errors in this 
experiment was 6.8. The data was organized 
in 4 clusters. 

• Third experiment: The objective of this 
experiment was to analyze the following 
features: endocrine disease, number of 
decayed teeth, number of missing teeth, and 
number of restored teeth. The data was 
organized in 6 clusters and the within cluster 
sum of squared errors in this experiment was
14.3. The analysis of these features showed
that diabetic patients tend to present between 
9 and 17 decayed teeth, a lower number of 
teeth, and a lower number of restored teeth
than healthy patients. 

• Fourth experiment: The objective of this 
experiment was to analyze the following 
features: age, blood type, if the patient 
presents endocrine problems, and total 
number of teeth decay. On one hand, we 
found out that there is a tendency in patients 
around 23 years old to not present diabetes 
and to have around 7 teeth decay. On the 
other hand, patients around 56 years old tend 
to easily have gum bleeding and tend to be 
diabetics or have a relative with diabetes. 
Also, these patients present around 9 
decayed teeth. As the age increases, the 
number of decayed teeth also increases. The 
within cluster sum of squared errors in this 
experiment was 11.96. The data was 
organized in 7 clusters. 

• Fifth experiment: The objective of this 
experiment was to analyze the following 
features: eyes disease (since diabetes can 
cause vision problems), endocrine disease, if 
the patient takes medicines, and the number 
of decayed, missing, and restored teeth. We
found out that healthy patients tend to have 
between 7 and 9 decayed teeth. In this 
experiment the error range was 21.5. The 
data was organized in 6 clusters. This 
finding supports the result obtained in the 
second experiment: healthy patients have a 
lower tendency to have dental caries than 
diabetic patients.  

Table 1. Description of dental records 
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9. Evaluation: The evaluation of the experiments’ 
results was made by a team of dentists at the Dental 
Clinic “Luz y Vida”. This team analyzed each one of 
the results obtained in the previous step. Based on the 
presented results, they concluded that the clinical 
record analysis of patients’ data trough data science 
corroborates the existence of the relationship between 
dental caries and diabetes. This results supports the 
findings of related work in this area. For example, 
according to Seethalakshmi et al. [6] and Singh et al. 
[9], patients with type 2 diabetes have a higher risk to 
develop dental caries. Also, Kampoo et al. [10] point 
out that the number of acidogenic bacteria in the 
mouth of diabetic patients is much higher than in 
healthy patients. 
 
10. Feedback: In this step, the team considered to 
make further experiments to include a higher number 
of clinical records. To this end, the team came to the 
conclusion of the need for counting on a software 
tool to record clinical records to avoid the time-
consuming process of digitalizing records in paper 
forms.  
 
4) Conclusions and Future Work  
 

This paper presented the application of data 
science to discover the relationship between dental 
caries and diabetes in dental records. Our results 
corroborate the relationship between diabetes and 
dental caries found in related work. This study opens 
an unexplored field in dentistry: the application of 
data science, based on a formal methodology and 

machine-learning techniques, to find hidden patterns 
in clinical records.  

As future work, we are going to build a 
software tool to store and manage the clinical records 
of the Dental Clinic “Luz y Vida”. The objective of 
this project is to reduce time when capturing and 
analyzing patients’ data. Moreover, the features in the 
dataset will be extended with more features related to 
patients’ lifestyle (e.g. exercise and nutrition habits). 
Also, we are going to carry out more experiments on 
this clinic’s data about other diseases, which could be 
related to other dental pathologies. 
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Abstract - The implementation of mobile technologies in 
every aspect of life has become phenomenal and started 
playing a vital role in healthcare industry. In accordance with 
the growth in information and communication technologies, 
mobile devices play a vivacious role in medical field where 
patient’s health status is reported to the doctors on timely 
basis and also during emergency situations. To dodge this, it 
is very important that any mobile technology related to 
healthcare stay safe and secure while remaining HIPAA 
(Health Insurance Portability and Accountability Act) 
compliant. However, mHealth apps may contain significant 
risks to the privacy and security of patient’s protected health 
information. This paper presents the results of an exploratory 
study by analyzing 50 top rated mHealth apps with respect to 
their security and privacy using the three-dimensional Model 
for Classifying mHealth Apps in terms of Security and Privacy 
Concerns proposed by Plachkinova, Andres and Chatterjee in 
2015. We found that majority of the applications are prone to 
security and privacy threats and challenges.  

Keywords:  Security, Privacy, Mobile health apps, Threats 

 

1 Introduction 
  The World Health Organization defines mobile health 
(mHealth) as “the spread of mobile technologies as well as 
advancements in their innovative application to address health 
priorities.” With the increase in use of smartphones, people 
are now interested to share their information by for healthcare 
purposes by using a variety of mobile health applications. 
Usage of mobile phones has increased significantly over the 
years, which lead to the development of mHealth applications. 
Remedy Health Media defines “Mobile health applications 
(mHealth apps) are software programs that offer health 
associated facilities for mobile phones and tablets” [1]. The 
use of mHealth apps exploded with the increased usage of 
smartphones. Mobile devices are playing a vital role in 
transforming health care into a more-efficient, patient-centered 
system of care in which individuals have instant access to their 
electronic medical records.  
 Although mHealth is innovative and beneficial to both 
physicians and patients, there are many challenges to 
overcome. Privacy and security in healthcare sector 
encompasses a procedure that needs to be followed in order 
for protecting the patients, providers, organizations, and 
vendors. But the process is complex because of the outside 
impacts, such as regulation, policies, crime, and technology. 

This exploratory research attempts to answer the following 
questions: 

� To what extent the mobile health applications are prone 
to security challenges?    

� To what extent the mobile health applications are prone 
to privacy threats?    

 The paper has five sections. Section 1 presents the 
introduction. Section 2 presents the literature review. Section 
3 is the research methodology. Section 4 will discuss the 
results of the findings, followed by conclusion in Section 5. 
 
2 Literature Review 
  Schulke states that, the increase of free and paid mobile 
health applications in market might pose health risks to 
individuals due to a deficiency of health professional 
involvement in the development of the apps. And he classified 
mHealth applications into two broad classes i.e., provider-
focused and patient-focused [2]. 
 
 David Collins [3], Senior Director of mHIMSS, 
mentioned that, some applications of mHealth are most 
inspiring as they focus on providing easy access to individuals 
with better care. For example, Collins references CallDR, a 
mobile app which is developed to streamline the consultation 
process by allowing physicians to securely send patient data 
which includes photos & video and engaging in real-time 
associations with specialists anywhere in the world via a 
mobile device [3]. 
 Faudree stated that the mHealth applications usage 
amongst healthcare providers and individuals might take along 
major issues, such as security and privacy challenges [4]. 
According to Kharrazi, Chisholm, VanNasdale and 
Thompson, data security and privacy are major concerns for 
personal health records, and the consequences can be 
momentous if healthcare providers are not capable to offer 
adequate safeguards to individual privacy [5]. 
 McCarthy [3] stated that poorly protected individual data 
in mHealth apps is one of the major concern that should be 
taken care of. She also reported the results of a study that was 
done on 43 health and fitness apps. Out of these, only 74% of 
the free apps and 60% of the paid apps had a privacy policy 
which are available in the app stores. On the other hand, only 
48% of the paid apps and 25% of the free apps informed the 
individuals about the privacy policy. Moreover, not any one of 
the free apps and hardly any of the paid apps encrypted the 
data that individuals entered in the applications. Hence, 
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mHealth apps that do not encrypt individual data can bring a 
threat to data privacy [6]. In Healthcare Business Technology, 
Nasiri[7]  reported data privacy risks in mobile health apps. In 
his study, he found that many individuals use mHealth 
applications to communicate with their healthcare providers, 
besides tracking and managing symptoms and other info. And 
he also found that the information shared between individuals 
and others might carry privacy risks. He reported the results of 
a research done on 20 mHealth apps which has been selected 
from the most popular free mHealth apps and found that 50% 
of them send data to third-party advertisers and 39% of them 
send data to anonymous parties without using any data 
encryption techniques [7]. 
 The literature search reveals that there is lack of research 
in identifying the level of the security challenges and privacy 
threats that exist in the mHealth apps. 
 
3 Methodology  
 This research adopts a taxonomy of mobile health 
applications shown in Figure 1 proposed by a by Plachkinova, 
Andres, and Chatterjee in the year 2015 [8.  This taxonomy 
allows mHealth apps to be categorized first, and then the 
various types of privacy threats and security challenges of 
mHealth apps are studied. For each mHealth app, three 
variables or dimensions are consider: degree of relevance of 
the security challenges, degree of relevance of the privacy c 
threats, and degree of membership to different categories of 
mHealth apps based upon their functions or purposes. The 
possible values are full, partially, or none.  

The mobile health applications are categorized into four 
different types (Plachkinova, Andres, and Samir Chatterjee, 
2015): Wellness Applications are various types of wellness 
applications but formal programs typically include preventive 
measures, and surveillance for common diseases; Fitness 
Applications focus on the state or condition of being fit, 
especially good physical condition resulting from exercise and 
proper; Medication Reminder Applications organize all the 
medications and vitamins in one place that helps the users 
intended for medical purposes by proving alerts/notifications 
based on their schedule; and Patient Care & Monitoring 
Applications provide the opportunity of seeing patients via 
mobile devices. 
 The security dimension refers to the security challenges 
associated with the apps, and it has four categories [8]:  
a.  Authentication and Authorization(AA) refer to the security 
challenges associated with the need for proof of identity to 
access an apps as well as the right to carry out a certain 
activity using the apps. 
b. Integrity and Accountability (IA) that refer to the security 
challenge of information may be altered when exchanged in an 
insecure network. Furthermore, accountability refers to the 
ability to identify misuse by an individual. 
 
c. Availability and ease of use (AE) refers to the challenges 
associated with loss of availability and difficulty of using the 
apps, respectively.   

d.  Confidentiality and Management of security (CM) refers to 
the security challenges associated with ensuring that 
information is available only to those who are authorized to 
access it and not shared inappropriately, and the need to 
ensure the normal flow of operation and information involved, 
respectively.    
 

   
Fig 1. A Three-dimensional model for classifying mHealth 

Apps in terms of Security and Privacy Concerns (proposed by 
Plachkinova, Andres, and Chatterjee [8]) 

 
 The privacy dimension has three categories [8]:  

a.  Identity Threats (IT) are related to patients losing or 
sharing their identity credentials, thus enabling others to 
access their PHR. Also, insiders may use the credentials for 
medical fraud, potentially with financial or medical damage to 
the patient.  

b.  Access Threats (AT) are related to the fact that broader 
than intended access can be granted, insiders may share 
patient data leading, or health records can be modified.  

c.  Disclosure Threats (DT) are related to unauthorized 
disclosure of patient data.  
 
Data Collection  
 

Evaluation of the apps with respect to the relevance of the 
security challenges and privacy threats is done using available 
information and through testing them by the authors. They are 
rated as fully presence (1), partially presence (2), non-
existence (3), or cannot be determined (7). For the security 
dimension, fully presence (1) means the security challenges, 
with respect to AA, IA, EA, and CM, are fully relevance to the 
mHelath apps.  Partially (2) means the apps have partial 
relevance for the four security challenges: AA, IA, EA, and 
CM. No security threat (3) means the apps does not have any 
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relevance for the four security challenges: AA, IA, EA, and 
CM. 

For the privacy dimension, fully relevance (1) means the 
apps have full relevance privacy threats with respect to the 
three privacy goals: DT, AT and IT.  Partially (2) means the 
apps provides partial relevance from three type of privacy 
threats: DT, AT and IT. No privacy feature (3) means the apps 
does not have any relevance to the privacy threats: DT, AT 
and IT. When there is no sufficient information to make the 
determination of level relevance of security challenges or 
privacy threats that exist we use “cannot be determined” coded 
as 7.    

In this study, secondary data for the 38 mobile health 
applications from an article by Plachkinova and et al. [8] has 
been considered, and new data for 12 mobile health 
applications was generated applying the taxonomy by the 
authors. 
 
4 Results 
 Out of the 50 apps, 48% are Wellness apps (WA), 20% are 
Patient Care & Monitoring apps (PCMA), 18% are Fitness 
apps (FA), and 14% are Medication Reminder apps (MRA).  
Table 1 represents the percentage of level of security 
challenge of the mobile applications. 52% of the apps do not 
have any security challenges with respect to AA; about 16% 
and 24% of the apps have high and partial security challenges 
with respect to AA, respectively.  Furthermore, 60% and 64% 
of the mHealth apps do have high security challenges w.r.t. 
EA and IA respectively.   
 
Table 1.Level of Security Challenges of mHealth apps  
Rating CM AA IA EA 
Fully 18.0 16.0 64.0 60.0 
Partially 12.0 24.0 24.0 40.0 

Does not exist 60.0 52.0 8.0 0.0 
Cannot be determined 10.0 8.0 4.0 0.0 

Total 100 100 100 100 
 

Table 2 represents the percentage of privacy threats to 
mHealth applications for the different types of privacy threats. 
46% of the mHealth apps do fully or partially susceptible to 
IT, about 12% and 34% of the apps have fully and partially 
open to AT, respectively.  Furthermore, 58% of the mHealth 
apps are fully or partially susceptible to DT.   
 
Table 2. Level of Privacy Threats to mHealth apps   
Rating IT AT DT 
Fully 12.0 16.0 20.0 
Partially 34.0 30.0 38.0 
Does not exist 46.0 46.0 34.0 
Cannot be determined 8.0 8.0 8.0 
Total 100 100 100 
 

5 Conclusion 
The study focused on the important data security and 

privacy concerns associated with the use of mHealth apps. 
Even though some providers give terms of use and privacy 
policies when downloading the app, there is not yet an 
adequate way to provide level of security challenges 
associated with and privacy threats that exist in mHealth apps 
to users.  Even after installing a mHealth app, it is sometimes 
not clear what data are collected, how data are managed and 
who has access to them. By using the taxonomy model, we 
able to conduct analysis of 50 mHelath apps, and found that 
very few number of mHealth apps are have no security 
challenges and are not susceptible to to privacy threats.     

There are two practical implications of the results. First, 
developers of mhealth apps should find a way to indicate what 
and extent of the security and privacy threats that exist with 
the mobile health applications and the associated risks. 
Second, users should be aware of what and extent of the 
security and privacy threats, and risks associated with using 
the mobile health applications. 

Future studies will focus on exploring if there is variation in 
the relevance of the privacy threats in mHelath apps and 
security challenges of mHealth apps by categories of mHealth 
apps, and by the platforms in which the apps are running on.  
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