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Abstract— Harsh and hazardous working conditions can
push humans to their limits when completing their tasks.
Smart Textiles, wearables and 3D printing technology enable
us to form Human-Centric Cyber-Physical Systems (HC-
CPSs) that put the human in the center of the system design.
HCCPSs aim to increase operational safety by monitoring
for example health parameters and providing support to
humans. Wrong or even not present human risk management,
the presence of physiological stress and human information
overload can have dramatic consequences in harsh and haz-
ardous working environments. Thus, unclear User Interface
design, unpractical monitoring techniques as well as compli-
cated communication channels can impede human support.
We brought together researchers from different domains and
collaborated with the startup (ambiotex) to form the vertical
prototype Cooling Health Safety Textile (CHEST). CHEST
is a browser based remote health monitoring system using
easy applicable smart textiles and a lean communication
channel together with an app based visualization software.
We offer a lean User Interface to minimize information
overload and physiological stress. Currently, we are working
on the integration of a smart cooling system integrated into
the worker’s textile.

Keywords: Physiological Stress, Health Monitoring, Human-

Centric Cyber-Physical Systems, MQTT, Smart Textiles, Wearables

1. Introduction
Technical improvements over the last 70 years are en-

abling researchers and industries to build Human-Centric

Cyber-Physical Systems (HCCPSs). Especially the minia-

turization of sensors, actuators and computer chips made

it possible to generate "wearable" IT-devices. HCCPSs are

bridging the cyber and IT environment and the physical

environment that includes human beings. HCCPSs put the

human into the center of the system design. Combining

technologies such as tiny, energy-efficient mobile devices

with applicable sensors and actuators is a requirement to

integrate smart systems seamless into daily objects. The

use of smart textiles in combination with wearables allows

us to focus on humans and reconceive as well as extend

existing concepts and processes. HCCPS consider humans as

part of the system. The human condition as well as human

behavior serve as system input. Such input can be error

prone. Feedback and communication channels are essential

to allow quasi real-time system state monitoring, especially

for HCCPSs.

Within HCCPSs erroneous behavior and its results are

a major issue to address. Such erroneous behavior can

lead to operational safety risks. Fig. 1 shows the influence

factors that can increase or decrease the probability of errors

to happen. Erroneous behavior can be found in different

layers within a HCCPS, either in the human environment

or in the cyber and IT environment (Software, Network and

Hardware). Within HCCPSs the human is the center of the

system design and the cyber and IT environment needs to

be human orientated in order to reduce human based errors.

As one might know from every day life, the more things we

do in parallel the more stress we feel. The same applies for

information overload while using IT systems. The caused

physiological stress can create human induced errors. Espe-

cially, in harsh working environments, stress, great respon-

sibility, dependencies and the risk of lives are prominent

challenges for humans. Errors in such environments need

to be reduced or even avoided using a system that tries to

reduce or eliminate physiological stress factors.

According to James Reason, human errors can be catego-

rized as Mistakes, Lapses and Slips. Mistakes refers to an

incorrect plan while identifying a goal and selecting the tools

to achieve the goal. Lapses occur in case the chosen plan, to

achieve a certain goal, is postponed, and needs to be stored.

In case the plan needs to be memorized and thus a longer

time period passes, errors can occur. Slips are errors that

appear during an action [1]. Sanders and McCormick define

human error as "an inappropriate or undesirable human

decision or behavior that reduces, or has the potential of

reducing effectiveness, safety, or system performance" [3].

In literature, human errors are also referred to as human-

made faults caused by human actions or the absence of

human action. They have phenomenological causes as well

as physical hardware faults. [4].

Physical Hardware faults are natural faults caused by natural

phenomena without human participation. Software faults

such as software bugs are widely addressed in the research

field of software engineering. Concepts as continuous inte-

gration or test driven development try to keep such errors
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Fig. 1: Focus of HCCPSs: Human-Centric Cyber-Physical Systems have to deal with high complexity due to the included

subsystems. Human behavior is error prone as humans are doing mistakes, lapses and slips [1]. The Software, Network and

Hardware subsystems can contain faults that result in errors and in the worst case cause failure. As the human is the center of

the system, information overload and physiological stress can be the result. HCCPSs try to decrease these factors by offering

Support to Humans, Detection of Human Limits and Fault Discovery. Human oriented design can decrease physiological

stress while technology oriented design can increase information overload and physiological stress. The Illustration is based

on [1] [2] and extended.

(bugs) at a minimum. Radio signal jamming, signal hijacking

and physical phenomena such as fading and pathloss can for

example cause network faults. [4] [5]

As shown in Fig. 1 the error complexity covers 3 layers:

Human environment, Physical Environment and the IT and

Cyber environment. We state that HCCPSs cannot be error

free and are highly error prone due to the complexity of

potential error sources. As humans are the center of the

system design, Support to Humans, Human Limit Detection

and Fault Discovery are aspects we want to address. We

suggest deploying real-time human observers, which can

monitor the system concerning all three error layers.

Humans are still an important part of professional work

routines and processes in industries. In professional haz-

ardous environments they work in tight cooperation with

robots. Yet for scenarios where robots cannot access or the

environment is just not suitable for a robot, humans have

to operate. In this study we focus on risk minimization

for the workers wearing CBRN-protective suits through

permanent monitoring of the vital signs utilizing a smart

textile. Since these CBRN-suits are totally impermeable the

worker is exposed to dramatic heat stress and thus can easily

collapse. Therefore, medical staff monitors via wireless live

data transmission the vital signs of the worker wearing

a CBRN-suit. The Ebola virus disease or the Fukushima

catastrophe, are typical scenarios where humans have to op-

erate in harsh environments, wearing CBRN-suits. Currently,

real-time remote health monitoring, including a feedback

channel between the worker, a medcial advisor (MC) and

a commander, during such missions is difficult to achieve1.

Current monitoring systems allow only an analysis of data

after the mission has ended and real-time monitoring is yet

in its infancy. Additionally, we investigate on a Human Limit

Detection system offering real-time observer monitoring

capabilities.

Self monitoring capabilities as well as health stress level

dependent cooling capabilities should contribute to a better

wearing comfort of CBRN suits, decrease physiological

stress of the worker and result in longer working times than

now. Currently, humans wearing such suits are only allowed

to operate 30 minutes2. We propose smart cooling systems

considering the health condition of the humans wearing

CBNR suits. The paper is structured as follows: Section 2

describes the related work. Section 3 explains the problem

we want to address followed by Section 4 which explains

the Visionary Scenario. In Section 5 we describe the system

design and then conclude with Section 6 and 7.

2. Related Work
We state that human health monitoring is the prerequisite

to allow operational safety in professional harsh working

environments. With the invention of the stethoscope by Rene

Laennec in 1816, a first step towards health monitoring was

done. Further inventions improved the first stethoscope such

1Personal Discussions with Dr. Raman Tandon and his collegues
2DGUV (Deutsche gesetzliche Unfallversicherung) http:

//publikationen.dguv.de/dguv/pdf/10002/r-189.pdf
and http://publikationen.dguv.de/dguv/pdf/10002/
r-190.pdf
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as the ECG with the contribution of Willem Einthoven. With

the invention of the Holter-Monitor, an electrocardiography

device that can monitor the activities of the cardiovascular

system, the first continuous health monitoring was possible.

In sports, heart rate monitors became popular since the

1990s [6]. Nowadays, a variety of devices are commercially

available and monitoring systems are even integrated into

smart textiles3.

During the last decades, health-monitoring is an emerging

field in research. Research efforts cover structural [7] as

well as human health monitoring applications. An extensive

overview of existing applications especially concerning pa-

tient health monitoring can be found at [8].

Generally, health monitoring systems can be wire-based or

wireless. Wire-based systems have major disadvantages such

as being tethered to one location, they typically support a

short observation period and cannot be placed to real envi-

ronments [9]. The major advantage is that wire-based sys-

tems profit from a reliable data connection. Still considering

scenarios where the patient is mobile, cable connections can

be a major impediment. To improve user’s comfort the usage

of conductive yarns, woven into a textile form conductive

textiles: so called ’Smart Textiles’. Wireless systems have

to face typical challenges such as power consumption, and

limited energy resources, security, fading and pathloss, signal

jamming as well as limited bandwidth. The major advantage

is the location independent operation capability.

Concerning human health monitoring several terms are cur-

rently present in research. (Wireless) Body (Area/Sensor)
Networks, Wireless Medical Telemetry Services, Wire-
less physiological measurement systems, Wearable Wireless
Health-Monitoring System (WWHMS).
(Wireless) Body (Area/Sensor) Networks have their origin

in the medical and health domain. The terms first appeared

in literature in the early 21st century. Such systems focus

on the aging population to address common chronic age

related diseases. Typical representatives of these diseases

are congestive heart failure, chronic obstructive pulmonary

disease, arthritis, osteoporosis, and dementia [9] [10]. Typ-

ical challenges are scalability, security and privacy [10].

To realize Wireless Medical Telemetry Services the Federal

Communication Commission (FCC) allocated the WMTS

spectrum that is used for remote patient health monitoring

applications. Wireless medical telemetry systems include

devices to measure patients’ vital signs and other important

health parameters (e.g., pulse and respiration rates).4

Wireless physiological measurement systems (WPMS) make

use of wireless transmission capabilities. WPMSs allow

3Ambiotex Shirt, Zephyr Bioharness, Vivonetics Life Shirt, Hexoskin,
Athos Muscleshirt, Health-Lab

4https://www.fcc.gov/general/
wireless-medical-telemetry-service-wmts Allocated
frequency band by FCC for Wireless Medical Telemetry Services (WMTS)
in the 608–614, 1395–1400, and 1427–1432 MHz range.

Fig. 2: Visionary Scenario: Illustrating the future scenario

divided into the secure and danger zone. The worker is

equipped with an active cooling system, a communication

system and a health monitoring system. The secure zone

provides the independent communication infrastructure and

an identification technology to mark the secure zone.

real-time physiological data measurements originated from

wearable/implantable medical sensors. Data is collected and

transmitted to a central processing unit. The primary purpose

of the WPMS is to improve the quality and efficiency of

healthcare (GE Healthcare 2007).

Wearable Wireless Health-Monitoring Systems (WWHMS)

track the individual’s activities continuously, transmitting

the relevant information back to medical professionals.

WWHMSs automatically alert health-care personnel when

an emergency occurs. The major goal is to prevent delays

of emergency medical services in the event of accidents.

Delays can often result in serious physical and psychological

consequences, permanent disabilities, or even fatalities. [10]

Several standards exist that are commonly used for the

above-mentioned health monitoring systems: IEEE 802.15.6,

ZigBee, Bluetooth, Bluetooth low energy, Infrared, UWB,

Sensium and ANT. The standards mainly focus on the

constrain resources such systems have to cope with: power

efficiency, energy scavenging or power harvesting, robust

communication and high throughput. Other challenges are

the form factor, operational safety and security, clinical

effectiveness of sensor technology, artificial intelligence and

decision support as well as security [10].

As we are combining real-time human condition monitoring,

remote monitoring and smart textile cooling concepts, some

related work in these research areas is provided. Projects

such as the LifeGuard [11] system can monitor two stan-

dard electrocardiogram leads, respiration rate via impedance

plethysmography, heart rate, hemoglobin oxygen saturation,

ambient or body temperature, three axes of acceleration,

and blood pressure. Real-time health monitoring in harsh

environments is essential for the worker in order to ensure

a safe working environment.

Autonomous water and gas based cooling systems already
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Fig. 3: Component Diagram: Showing the provided and

used services of each subsystem.

exist such as the combo cool system5. Also heated undergar-

ment6, as well as socks and insoles and gloves7 are already

commercially available.

Latest advances within 3D printing technologies and 3D

weaving technologies8 allow us to integrate and print cooling

structures directly as textiles-based structures.

The combination of remote health monitoring systems, smart

textiles and intelligent cooling systems enables us to develop

a Human-Centric Cyber-Physical System, putting the human

and his condition into the center of the system design.

We want to transfer the knowledge from WWHMS to

professional applications in harsh, hazardous environments.

In our definition harsh environments require special kind of

heavy-duty equipment such as CBRN-suits that are totally

sealed off from the environment. In this case, cooling is of

major concern as workers in such suits face the danger of

collapsing and suffer from severe thermal stress.

3. Problem
Humans perform tasks in several areas. Tasks cover ex-

hausting physical and mental work. Especially during physi-

cally exhausting tasks, humans can benefit from information

5http://wolfengineering.de/personen-kuehlung
6http://voltheat.com/, Alpenheat, WarmX, Therm-ic, Reusch,

Interactive Wear.
7Alpenheat, WarmX, Therm-ic, Reusch, Interactive Wear
83D Weaver http://www.sosafresh.com/3d-weaver/

about their health condition. For a professional football

player the information about his heart rate can provide a

major benefit, as the player should meet a certain training

target heart rate. For a professional fire fighter, knowledge

about the health condition can improve operational safety

during a mission. A collapse, as the most drastic conse-

quence while performing a task in hash environments, needs

to be avoided. It can not only influence the operational safety

of the fire fighter, but moreover it can influence the entire

mission outcome including the involved team members.

To monitor the health condition, several applications are

already available for consumers as well as for professionals.

For professional athletes such applications help to monitor,

control and optimize their performance and training sched-

ule. For professionals operating in harsh environments such

monitoring systems can be used to realize remote health

monitoring in combination with smart cooling capabilities.

Especially in hazardous environments, where CBRN-suits

are a requirement, the danger of collapse resulting in a

human error is a proper risk.

If we are imagining a worker operating in an environment

that is contaminated, the isolation of his working suit is

a requirement to guarantee operational safety. As the suit

is totally isolated, air exchange with the environment is

up to impossible. Due to the lack of air exchange several

consequences appear. In addition to high environmental

temperatures the muscles of the worker produce heat during

the operation. This heat increases the temperature within

the suit to a level where the worker starts to perspirate. In

case we assume a normal workload of 120 Watt a worker

operating in a CBRN-Suit evaporates/perspirates up to 0.5 l

of sweat in one hour that currently accumulates inside the

suit. The sweat accumulates at the tip of the limbs and parts

such as the back, head and the chest. The humidity causes

swollen, soft finger and toe tips that can cause injuries or

can impede a proper task completion. As a result of the

thermal stress the heart-rate and blood pressure increase

making a collapse more likely. An experiment conducted

by Glitz et. al. showed that taking a break would stop

muscle heat production but has no significant effect on

the thermoregulation of the wearer, since the CBRN-suit

is impermeable. For the experiment 10 participants were

wearing protective overalls and completed a 130 minutes

work-rest schedule in non-ventilated (non-vent.) and ven-

tilated (vent.) thermal insulating protective clothing. It was

shown while wearing the ventilated suit the heart rate during

the stops almost dropped to normal (90 b/min) whereas in

the non-vent. situation the participants’ heartrate steadily

increased up to 150 b/min and only dropped to 135 b/min

during the last break [12]. For professionals, operating in

harsh environments, physical overstrain can result in the

risk of life for each member of the task force and even

for the entire team. Currently, such workers are not allowed

to operate more than 30 minutes. This period of time is
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(a) During Mission (b) Request Help (c) Return to Base Request (d) Mission Finished

Fig. 4: Smart Watch Application: shows the main Watch UI screens. During the mission the worker can view different

quantities such as humidity, temperature inside the suit, the heart rate and the elapsed time. The participant can ask for help

using the help button. Request help shows the screen when the worker requested help. Return to Base shows the UI as soon

as the Commander requested a return. As soon as the worker returned to the secure zone the mission finished screen is

shown. All buttons are highlighted with an orange border.

in most cases not sufficient to complete a task. In order

to extend that working period the deployment of smart

textiles in combination with mobile monitoring and cooling

possibilities offers a solution (compare Fig. 3).

Currently, monitoring systems are hard-wired systems using

sensors connected to a base unit in a shoulder bag. They

can measure body temperature, the humidity in the suit

and the heart-rate of the worker. An expert, the medical

advisor, attaches the sensors to the worker. Each sensor is

currently taped to the appropriate area on the body of the

worker. During the mission a real-time monitoring is not

possible as data-loggers are used. The doctor totally relies

on his experience estimating the condition of the worker. The

commander is the decision maker, deciding when a worker

has to end a task. Consulting the doctor is inevitable for him.

To the best of our knowledge, a comprehensive system that

combines real-time monitoring, feedback channels between

all stakeholders as well as context/condition dependent cool-

ing is not available for heavy duty operations. The described

system is our first vertical prototype showing the feasibility

of the system design focusing on the software architecture.

We conducted first experiments using 3D printing tech-

niques in combination with smart textiles. We transferred

knowledge from the domain of health monitoring to realize

CHEST for heavy duty, harsh environment applications.

4. Visionary Scenario
CHEST focuses on professional, harsh environments

where workers are forced to use CBRN-Suits. Fig. 2 illus-

trates the visionary scenario during a contamination mission.

Within the scenario, 3 actor roles are defined. The Worker,

the Medical Advisor (MA) and the Commander. The

worker receives instructions by the mission commander to

fulfill the mission tasks. The MA is remotely monitoring the

worker. All three actors are able to communicate with each

other using an applicable communication system.

The environment where the scenario takes place is divided

into two zones: the secure zone and the danger zone. The

secure zone is the home base of the mission and is defined

as safe environment. The base station is located within this

zone. It consists of a container equipped with a wireless

identification technology, that forms a geofence or halo

around this area. Within the container all the infrastruc-

ture and equipment that is needed to monitor, control and

communicate is located. Within the danger zone the worker

has to operate. It is a harsh, hazardous environment, where

special clothing such as CBRN-Suits are necessary.

Before the mission starts, the Workers are heading to the

Commander. The Commander selects the Workers needed

for the task, coordinates and plans the mission. As soon as

the Commander has selected all the Workers needed for

the mission, each Worker has to pick a CBRN-Suit from the

stock. Each Worker is equipped with a personalized mobile

device that is able to scan an identifier on each CBRN-Suit.

After the identifier has been scanned the suit is mapped to

the Worker who scanned it. As soon as the Worker is

ready the mobile device is used to send the status to the

Commander. The Commander receives a message in a

browser application, which MA is ready to perform the task

and arrange the group accordingly. An avatar represents each

Worker. Additionally, a color-coded border indicating the

technical integrity of the equipment surrounds each avatar.

The Commander starts the mission and selects a MA, that

is responsible for the health condition of each worker.

The MA in a separate part of the container can instantly

see an anonymized view of all selected workers within the

mission. The MA has no information about the CBRN-

suit-worker mapping. Due to legal constraints the MA must

not know about the identity of the Workers and must not

receive any information that allows a person-data mapping.
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The Workers are now ready to start the mission. They

are heading to the danger zone, operating and working

on their task. The MA is able to monitor each participant

and the system aggregates an overall status (stresslevel). In

case a situation appears where a MA is entering a critical

health situation, the MA can inform the Commander. The

Commander receives a notification within the browser ap-

plication. The Commander now decides if the Worker has

to leave the danger zone. In case a Worker needs to leave the

corresponding Worker should receive a notification on his

wearable wrist device. Such a notification can be a vibration

of the wearable device or an acoustic signal. As soon as

the Worker returns to the secure zone, the CBRN-Suit can

detect the halo of the secure zone and the Commander can

see in his browser app that the corresponding Worker has

arrived in the secure zone. In the following paragraphs we

describe concrete visionary scenarios.

Decontamination of Vehicles - Monitor and Control: We

assume that a worker needs to decontaminate several vehi-

cles. Approximately, the task will take up to 1.5 hours. The

MA that monitors the medical status of each worker needs to

guarantee that the worker is still capable of working without

risking health and therefore the safety of the worker. The

MA needs to have a live monitoring system that is able to

monitor how the workers’ physical condition is. Therefore,

the MA can monitor all data and even control the CBRN-suit

remotely, namely airflow, heartrate and temperature. These

are values that need to be controlled in quasi real-time if a

dangerous situation occurs.

Group Safety: A group of workers are operating in a harsh

environment within the danger zone. It is of major impor-

tance that each member during a mission knows about a

potential risky situation of other group members. Therefore,

each CBRN-Suit transmits critical conditions to the group

members and to a monitoring system. In case of a potential

collapse of a group member, everybody needs to know about

this potential safety risk. They might help or support the

other team member.

Web Based Consulting of Medical Advisors: In case of a

potentially dangerous or critical situation the medical doctor

might want to consult other medical advisors. The system

should be able to create a shareable view of the current

participant that other doctors can estimate if they come to

the same conclusion.

Documentation: After a mission has finished all commands,

actions and all data are stored for documentation reasons. As

soon as they are stored, stakeholders from the administrative

layer can be informed.

5. Subsystem Decomposition
The communication between all subsystems is realized

using a publish/subscribe mechanism in combination with

RESTful services. The architecture includes a MQTT Broker

architecture that CHEST is relying on. CHEST is decom-

posed into five subsystems, the Health Monitoring, the

Smartphone, Smartwatch, the Monitoring Server and the

Browser application.

The Health Monitoring System can be further subdivided

into the Smart Textile and the Suit Sensors. The Smart
Textile is capable to monitor the heart rate and the Heart

Rate Variability (HRV) as accepted indicator to monitor

health condition [13]. The Smart Textile integrates the ECG

sensors and a techunit that is collecting the vital data. It

provides the data via Bluetooth low energy (BLE). In this

prototype we used the ambiotex9 shirt and cooperated with

the manufacturer. The Suit Sensors are able to monitor

the interior physical quantities such as temperature and

humidity. We used a BeeWi10 Weather Station as a first start.

It also provides all measured data via BLE.

The Smartphone application is collecting the data from the

Health Monitoring subsystem via BLE. It is capable of

registering the worker and serves as center peace of data

aggregation and communication. As communication channel

we use WiFi at 2,4 GHz. Moreover, the subsystem can sense

nearby BLE beacons that are used to detect the secure zone.

It provides information for the Smartwatch.

The Smartwatch serves as information display. It is able to

provide vital data and instructions triggered by the MA or the

Commander. It provides acoustic and vibration feedback to

the worker. In Figure 4d the screens for the vital information,

the help request, the command to return to the base and the

mission finished screen is shown.

The Monitoring Server subscribes to special topics at the

MQTT Broker. The topic structure is based on the roles

described in Section 4. To estimate technical integrity the

Smartphone provides a heartbeat mechanism to indicate the

technical integrity of the system. The Monitoring Server
stores all data during a mission. It provides a RESTful API

to access historical data and specific time interval based data.

Following the publish/subscribe mechanism a remote quasi

real-time monitoring is possible.

The Browser provides a User Interface for the MA and the

Commander. It provides all relevant data in a dashboard kind

of UI Design. Figure 5 shows the MA Dashboard. In the

highlighted section (1) anonymized information about the

participant can be seen. At (2) color coded indicators of the

technical parameters can be seen. The MQTT Connection,

the CBRN-Suit connection as well as the sensor connection

can be checked. At (3) All measured values such as the

heartrate, the temperature, the humidity as well as the

heartrate variance can be monitored. The stresslevel can

serve as an overall indicator about the current situation of the

worker. In (4) historical data and sharing possibility controls

are provided. Also Feedback possibilities are provided as

9Ambiotex www.ambiotex.com
10BeeWi Weather Station
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Fig. 5: Medical Advisor Dashboard: The screenshot shows the 5 different parts of the MA Dashboard: (1) the anonymized

worker information, (2) technical status parameters, (3) all gathered values, (4) historical data and sharing possibility controls

and (5) feedback channel controls.

shown in (5).

6. Limitations and Future Work
CHEST faces several limitations we are currently trying to

address. The cooling unit needs to be integrated into the suit

using the already developed 3D printed cooling structures.

The sensor quality and medical effectiveness needs to be

evaluated. The data transmission and the security of the

communication channel need to be addressed.

7. Conclusion
In this paper we describe CHEST, a Human-Centric

Cyber-Physical System. It is a vertical prototype that is

designed to monitor and reduce physical stress of work-

ers in harsh, hazardous environments. We could show the

technical feasibility and major benefits compared to data

logger based systems. We brought together researchers from

different domains all contributing with their domain specific

knowledge. CHEST supports the process of setting up a

mission-team using mobile devices. CHEST allows remote

health monitoring, in combination with wearables and smart

textiles. Moreover, it includes a feedback channel between

all included stakeholders, namely, the worker, the Medical

Advisor and the Mission Commander. It includes a context

aware secure zone detection so that the Mission Commander

knows, which worker returned to the secure zone. We are

currently extending the prototype to offer smart cooling

capabilities, directly integrated into the system.
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Thermal-Aware Task Allocation and Scheduling for
Heterogeneous Multi-core Cyber-Physical Systems

Shikang Xu, Israel Koren and C. M. Krishna
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Abstract— Over the past few years, the impact of heating on device
failure rates has become increasingly important in cyber-physical
systems. Such systems are often used in harsh environments and
have weight, volume and power constraints which make it hard
to dissipate heat economically and effectively. Thermal-aware task
scheduling techniques are therefore called for to reduce heat stress
on the computational platform.

In this paper, we outline a thermal-aware task allocation and
scheduling heuristic for use in computational platforms that feature
heterogeneous computational cores. Such systems, consisting typically
of some powerful, out-of-order, cores, together with simple, in-order,
cores, allow the user a wider range of power-performance tradeoffs
than traditional homogeneous multicore systems. We show how using
fairly simple thermal-aware task allocation and scheduling principles
results in a substantial enhancement in the expected lifetime of the
system.

Index Terms— DVFS, Real-time systems, Cyber-physical sys-
tems, Lifetime extension, Heterogeneous multi-core

1 Introduction
Cyber-physical systems (CPSs) are proliferating in life-

critical and cost-sensitive contexts today. The economical
provision of high reliability in such systems is very important.

Thermal stress is an important source of accelerated device
aging, resulting in premature device failure. Indeed, failure
rates are often modeled as exponentially increasing with
absolute temperature. Furthermore, much of the thermally-
induced damage is cumulative, not transient. As technology
has advanced and feature sizes have shrunk, heat density has
increased, making high temperature an important factor in
device degradation and failure.

We focus in this paper on how to allocate and schedule
CPS tasks on heterogeneous multi-core platforms, in a thermal-
aware fashion. Such platforms, such as big.LITTLE from ARM
[1], typically consist of high-performance cores with advanced
pipelining features for enhanced throughput, coupled with
very small cores only capable of simple, in-order, instruction
processing. All cores, simple and complex, on the platform
share the same instruction set so that task migration across core
types is possible. Such platforms are attractive for CPS since
they offer an increased flexibility in scheduling dynamically
varying real-time workloads [2]–[4].

In this paper, we introduce a simple task allocation and
scheduling algorithm for real-time systems using a heteroge-
neous multi-core platform. The aim is to meet all deadlines

This work was partially supported by the National Science Foundation under
grant CNS 1329831.

while reducing thermal stress. Our simulations show that
this algorithm significantly enhances the core Mean Time To
Failure (MTTF) over a baseline algorithm.

The rest of the paper is organized as follows. Section
2 reviews related prior work and points out the thermal
impact on lifetime and reliability. Section 3.2 contains our
algorithm. Simulation results illustrating the performance of
this algorithm are presented in Section 4. Section 5 concludes
this paper.

2 Background
2.1 Related Works

Over the past decade, much work has been conducted on
general-purpose, single-ISA, heterogeneous multi-core systems
task scheduling [5]–[10]. In [9], Craeynest et al. developed
a workload-to-core mapping algorithm for single-ISA het-
erogeneous multi-core processors to improve performance by
dynamically monitoring the behavior (through measures like
Cycles per Instruction and Instruction-Level Parallelism) of
tasks. In [10], Zhang et al. proposed an algorithm based on
dynamic execution behavior of workloads, to map tasks to
cores to achieve higher energy-efficiency while maintaining
comparable performance as in [9].

For real-time systems, recent research focuses on algo-
rithms to guarantee an increased amount of workload to be
finished before its deadline. Baruah introduced a polynomial-
time feasibility analysis method that can determine if a set
of real-time tasks can be scheduled on an multi-core sys-
tem and tasks can migrate between cores [2]. Kim et al.
proposed a scheduling algorithm for aperiodic hard real-time
tasks executing on heterogeneous platforms that restrict tasks
to be executed on certain cores according to their expected
completion time [11].

Raravi et al. showed that, if the tasks can only migrate
between the cores of the same type, an optimal algorithm needs
cores that are 1+ β

2 times faster (0 < β < 1) than in a system
where tasks can migrate among multiple core types [3].

Recently, Chwa et al. proposed a task scheduling algo-
rithm for real-time systems with two core types [4]. In their
algorithm, the cores are assumed to share the same instruction
set architecture (ISA) so that tasks can migrate between core
types. A two-phase approach is followed: first, assignment of
tasks to the appropriate core type, and second, a modified
DP(deadline partitioning)-fair [12] method is used to schedule
the workload on each type.
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2.2 Thermal Related Reliability and Lifetime
The reliability of VLSI circuits is affected by multiple

mechanisms. Modeling these has been an active research topic
for decades. Electromigration (EM) and Oxide Breakdown
are reported to be dominant permanent failure mechanisms
of VLSI circuits as CMOS technology scales [13] and conse-
quently, these are the modes that we focus on.

According to [14], the Mean-Time-To-Failure (MTTF) due
to the oxide breakdown process is given by:

MTTFbd = Abd ∗ V −(a−bT ) ∗ e
X+(Y/T )+ZT

kT (1)

where V is the voltage applied to the gate oxide, T is the
absolute temperature in Kelvin, k is Boltzmann’s constant and
Abd is a scale factor. The values of the other parameters are
[14]: a = 78, b = −0.0081, X = 0.759eV , Y = −66.8eV ∗K
and Z = −8.37e4eV/K. Note that these parameters, or even
the MTTF model, can be different as the CMOS manufacture
technology developing.

The mechanism behind EM has been studied extensively.
One of the early results that is still widely used for estimating
the MTTF due to EM, was proposed by Black [15]:

MTTFem = Aem ∗ J−ne
Ea
kT (2)

where Aem is a scale factor, J is the current density, Ea

is activation energy and n is a material based constant. For
copper, these values are J = 1e6A/cm [16], Ea = 0.9eV and
n = 1.1 [17].

The failure of a system is a random process and the
reliability of a system at time t is the probability that the
system is functional throughout the time interval [0, t]. The
probability of a device failure occurrence if often modeled by
by the Weibull distribution [18]:

F (t) = 1−R(t) = 1− e−(t/α)β (3)

where F (t) is the failure occurrence probability, R(t) is the
reliability function, β is the Weibull slope parameter (β=2,
[19]), and α is a scale parameter satisfying α = MTTF/Γ(1+
1/β).

The reliability expressions shown above were obtained
from a combination of experimental results and proposed
physical models. In this paper, the approach of [18] is adopted
to calculate the reliability in a dynamic thermal environment
(i.e., under varying temperatures). Time is divided into k time
frames, [0,Δt],[Δt, 2Δt], ..., [(k-1)Δt, kΔt]. Each time frame
is short enough so that the temperature and voltage are roughly
constant within it. The resulting reliability of a functional block
in an IC (e.g., an integer execution unit), denoted by Rblk(t),
is:

Rblk(t) = R(kΔt) =

i=k∏
i=1

[1−(Ri((i−1)Δt)−Ri(iΔt))] (4)

where Ri(iΔt)) = Riem(iΔt)) ∗Ribd(iΔt)); Riem(iΔt)) and
Ribd(iΔt)) are the reliabilities due to electromigration and
oxide breakdown, respectively, and are calculated by Equation
3 using the MTTFs derived from the reliability model using
the temperature of the ith time interval.

The reliability of a core at time t is the product of the
reliability of all the functional blocks of the core at time t.

3 Thermal Aware Heterogeneous Multi-
core Scheduling Algorithm
3.1 System Models

The heterogeneous multi-core system we consider consists
of two core types: out-of-order (“big”) and in-order (“small”)
cores. The former are much more complicated, with sophis-
ticated pipelining techniques to improve performance (at the
cost of power consumption); the latter are simple and slow.
All cores use the same instruction set architecture, meaning
that tasks can, deadlines permitting, execute on any core. All
cores of the same type are identical to one another. As already
mentioned, this structure is commercially realized these days,
one example being the ARM big.LITTLE architecture.

The task set is periodic, with deadlines equal to the period.
This is a common model for real-time systems in practice
[20]; we will later extend it to the case where deadlines are
constrained to be less than or equal to their period. Each task τi
is characterized by the following three parameters: period (pi),
Worst-Case Execution Time (WCET) on a big core (ebi ) and
WCET on a small core (esi ). In this paper, it is assumed that
for all τi, e

b
i ≤ esi and the utilization on the big core satisfies

ub
i =

ebi
pi

≤ 1. If the utilization on small core, us
i =

esi
pi

, is
larger than 1, only using small cores is insufficient to meet the
worst-case computational demands of the workload. Tasks can
be migrated from one core to another during execution.

We also assume that the cores share the main memory
and last level cache (LLC). With this assumption, the task
migration overhead is negligible [9]. For systems with many-
cores, the assumption may not be true. However, cores are
usually clustered into groups that share LLC and memory. The
proposed algorithm can be applied to the cores that are lie in
the same group.

The reliability figure-of-merit we use is the product of the
individual reliabilities of all the cores. The expected lifetime
of the system is defined as the point at which this figure of
merit declines to a predetermined level.

3.2 Task Assignment and Scheduling
3.2.1 Baseline Algorithm

To provide appropriate context for our work, we start with a
brief description of a baseline multicore scheduling algorithm.
As already mentioned, Chwa, et al., propose an optimal
task scheduling algorithm for heterogeneous multi-core real-
time systems. Two core types are assumed [4]. Optimality is
demonstrated by proving that as long as a task set can be
feasibly scheduled on a heterogeneous multi-core system, it
can be scheduled by their algorithm. The algorithm proposed
in [4] includes two phases: workload assignment (Hetero-
Split) and schedule generation (Hetero-Wrap). A high-level
description is shown in Figure 1. In [4], it is assumed that some
tasks will execute faster on type-I cores while other tasks will
execute faster on type-II cores. If the utilization of a task τi on
the cores that executes it slower can be greater than 1, there is
a minimum fraction of such a task that must be executed on
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Notation:
e1i /e

2
i : WCET of τi on type-I/II core

Γ1/Γ2: list of tasks on type-I/II core
x1
i /x

2
i : portion of τi on type-I/II core

M1: list of tasks u1
i ∗x1

i +u2
i ∗x2

i = 1 and x1
i > 0, x2

i > 0
M2: list of tasks u1

i ∗x1
i +u2

i ∗x2
i < 1 and x1

i > 0, x2
i > 0

P1/P2: list of tasks only assigned to type-I/II cores
Hetero-Split:
calculate minimum fraction of each task i on the faster
core using equation (5) and (6)
Γ1 ← {τi|e1i < e2i }, Γ2 ← {τi|e2i < e1i }
IF workload on type-I (type-II) cores is larger than its
capacity
repeat

find the τk with the smallest (largest)
e1i
e2
i

move τk to type-II (type-I) cores (lo1k (lo2k) cannot be
moved)
Until workload on type-I (type-II) cores is no larger than
its capacity

Hetero-Wrap:
For tasks in M1, M2 and P1

fill the type-I cores’ slices from the beginning of slice
For tasks in M1, M2 and P2

fill the type-II cores’ slices from the end of slice

Fig. 1. General flow of the algorithm in [4]

the other core type. This minimum fraction (denoted by loi)
is calculated in the following way:

lo1i =

{
u2
i−1

u2
i
−u1

i

, if u2
i > 1

0, otherwise
(5)

lo2i =

{
u1
i−1

u1
i
−u2

i

, if u1
i > 1

0, otherwise
(6)

where u1
i (u2

i ) is the utilization on Type I (Type II) core.

In the task assignment phase, the workload is assigned
to the different core types. The first step is to determine the
minimum portion of each task that needs to be executed on
the type of core that executes it faster and allocate that portion
to such a type. If the workload assigned to any type of core
is more than its ability to schedule after such an assignment,
then the algorithm cannot schedule the task set. The second
step will initially assign the rest of the workload (tasks with
utilization smaller than 1 on both types cores and tasks with
utilization larger than 1 on one type of core excluding the
portion dealt with in first step) to the type of core that can
execute it faster. If there is a type of core that cannot finish
its assigned workload on time, the task will then be moved
to the other core type. The order at which tasks are moved
is determined by the ratio of execution times on the two core
types for each task, e.g., when moving from type-I to type-

II core, the task with the largest
e1i
e2
i

will be moved first. But

if the moving task has a portion that must be executed on
current core (from equation (5) and (6)), this portion will not
be moved.

In the phase of schedule generation, the algorithm is a
modification of DP-fair [12]. The execution is divided into

slices and each task will be executed for an interval that equals
the product of its utilization on the current core and slice
length, e.g., τi will be executed for 5 seconds on a type-I
core if the slice is 10 seconds and τi has a utilization of 0.5
on type-I core. The situation where a task is scheduled to be
executed on two types of cores at the same time needs to be
avoided. Tasks are divided into four groups: M1 are the tasks
where the sum of utilization on the two core types equals 1;
M2 are tasks where the sum of the utilization on the two core
types is less than 1; P1 are tasks that are only assigned to
type-I cores and P2 are tasks that are only assigned to type-II
cores. The time-slices of type-I cores will be assigned to tasks
in the order of M1, M2 and P1 from the beginning of each
slice. The time-slices of type-II cores will be assigned to tasks
in the order of M1, M2 and P2 from the end of each slice.

3.2.2 Thermal-Aware Task Allocation and Scheduling

The baseline algorithm described above does not take ther-
mal considerations into account. We describe here a thermal-
aware task allocation and scheduling algorithm, which we will
then show has significant lifetime-enhancement benefits. The
system model assumed was described in Section IIIA, namely,
we assume “smaller” and “bigger” cores. Smaller cores do not
have performance-enhancing (but power-hungry) features like
out-of-order execution.

The general principle behind this algorithm is to prefer-
entially assign load to the smaller cores; only that portion
of a task that cannot feasibly be executed on the smaller
cores is assigned to the bigger core. Second, we use offline
task profiling to obtain the average temperature (T i

avg) when
running a task on a big core. When some tasks have to
be assigned to big cores, instead of choosing the task with

smallest
ebi
es
i

as in [4], we choose the task with smallest

T i
avg ∗ ebi

es
i

. (Note: this modification will potentially sacrifice

optimality.)

The pseudo code of the thermal-aware task assignment is
shown in Figure 2. In stage 1, the minimum fraction of each
task that needs to be executed on big cores is allocated to big
cores. If the big cores cannot execute the allocated minimum
workload, the given task sets cannot be scheduled, and the
algorithm returns failure. In stage 2, all the remaining workload
is assigned to small cores. In stage 3, if the small cores cannot
schedule the assigned workload, some workload needs to be
moved to the big cores. In the workload reassignment, the task

τk with the smallest product of
esi
eb
i

and the average execution

temperature on the big core will be moved first. If the small
cores still cannot schedule the workload on them after moving
the whole task, the whole τk will be moved to big cores. Oth-
erwise, the algorithm only moves that part of the task such that
the small cores can schedule the workload on them. Once the
task assignment to cores is successfully determined according
to this process, the Hetero-wrap scheduling procedure from the
baseline algorithm is used to generate the task schedule.

3.3 DVFS Algorithm
Dynamic Voltage and Frequency Scaling (DVFS) has long

been used to reduced the thermal impact on processors. In
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Notation
ub
i /us

i : utilization of τi on big/small core
xb
i /xs

i : fraction of τi assigned to big/small core
loi: minimum fraction of τi assigned to big core
ybi /ysi : fraction of τi assigned to big/small core excluding
loi
Γb/Γs: list of tasks on big/small core
mb/ms: number of big/small cores

eri: T
i
avg ∗

esi
eb
i

of τi

Task alloc(T )
Stage 1:
Allocate loi
if
∑

loi ∗ ub
i > mb

return not feasible
Stage 2:
for all τi in T
Γs ← Γs ∪ τi
ysi ← 1− loi

Stage 3:
if
∑

ysi ∗ us
i ≤ ms

return {xb
i |xb

i = loi},{xs
i |xs

i = ysi }
else

while
∑

ysi ∗ us
i > ms

find τk with smallest eri in Γs

if
∑

ysi ∗ us
i − ysk ∗ us

k > ms

ybk ← 1− lok
ysk ← 0
Γs←Γs − τk

else
ybk ←

∑
ys
i ∗us

i−ms

us
k

ysk ← 1− lok − ybk
if
∑

ybi ∗ ub
i > mb −

∑
loi ∗ ub

i
return not feasible

return {xb
i |xb

i = loi + ybk},{xs
i |xs

i = ysi }

Fig. 2. Thermal Aware task assignment

[21], a DVFS scheme based on Instructions-Per-Clock (IPC)
monitoring is presented to improve the lifetime of processors
by preferentially using slack to slowdown a high-IPC phase
of workload. When executing tasks according to the slice
schedule generated using the method described above, DVFS
is applied using the concept proposed in [21].

As stated above, there are partitioned tasks and migrating
tasks on cores. Applying DVFS on migrating tasks may result
in executing the same task on different cores at the same time,
which is not allowed. Thus, in this paper, only partitioned tasks
are subject to slowdown by voltage scaling. The pseudo code
of the DVFS algorithm is shown in Figures 3 and 4. In Figure
3, at the beginning of every time step, the tasks completed in
the prior time step are indicated using a finishing flag array.
If a new iteration of a task is released, this flag is reset. Also,
at the beginning of each time slice, the schedule is rearranged
based on current uncompleted tasks in the system; the available
slack in the coming time slice is then calculated. The initial
task assignment and scheduling is based on the Worst Case
Execution Time (WCET) of each task. If a task finishes earlier
than its WCET, there is no need to allocate time for this task
in the coming time slices until its next iteration is released.

Algorithm:IPC DVFS
Notation:
Tsys: Tasks in system
P : list of partitioned tasks on core
tsys: system time, initialized at 0
fhigh/flow: processor high/low frequency level
Δt: time step
tslice: length of scheduling slice
F : flag array indicating if task i has finished the current
iteration
IPC: Array recording the IPC of τi in the previous time
step
SA: schedule array for core in each slice after task
assignment

At every time step
For each τi in system

IF τi finished in past Δt
F [i] = 1

IF tsim mod pi=0
F [i] = 0

IF tsim mod tslice=0
For all τi in Tsys

IF F [i]=0
T ← T ∪ τi

Task Alloc(T )
Generate SA for each core
Alloc Slack()
Set count=0 on each core

On each core
execute τSA[count].index at speed SA[count].speed
set IPC[SA[count].index] to IPC in the Δt
IF tsys mod tslice=SA[count].end or task finishes

count+=1

Fig. 3. IPC based DVFS

Thus, at the beginning of every time slice, tasks that have not
finished will be reassigned using the task assignment algorithm
described in the previous section. Then, the slack will be used
to slow down partitioned tasks on big cores using the algorithm
shown in Figure 4.

On big cores, the partitioned tasks are arranged to be
executed first in the coming time slices. Firstly, all the uncom-
pleted partitioned are clustered to the front part of the slice
and all the uncompleted migrating tasks are clustered to the
end part of the slice. The gap between these two clusters is
the available slack. As is shown in Figure 4, the IPC of each
task in the prior time step is recorded. The available slack is
then allocated to the task with the highest IPC. Based on how
much slack is available, the task with highest IPC in a given
time slice is either wholly or partially slowed down. If there
is still some slack left after the above process, the task with
the second highest IPC will go through the same process. This
process continues until the slack is used up or all partitioned
tasks are slowed down.
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Notation
P : list of partitioned tasks
fhigh/flow: high/low frequency level of core
SA[i].index: index of task that is at position i of array
SA
SA[i].start: start time of the task at position i
SA[i].end: end time of the task at position i
SA[i].speed: frequency level to run task position i

Alloc Slack()
On each big core
Γp={SA[i]|SA[i].index ∈P}
front=0, end=tslice
FOR i in (0..SA.size-1)

IF SA[i] ∈ Γp

l=SA[i].end-SA[i].start
SA[i].start=front
SA[i].end=front+l
front=SA[i].end

FOR i in (SA.size-1..0)
IF SA[i] /∈ Γp

l=SA[i].end-SA[i].start
SA[i].end=end
SA[i].end=end-l
end=SA[i].start

slack=end-front
FOR SA[i] in Γp

//access in IPC in past Δt descending order
l=SA[i].end-SA[i].start
sn=l*

fhigh−flow
flow

//slack needed to slowdown the how part of SA[i]
IF slack>sn

SA[i].speed=LV
SA[i].end+=sn
rearrange SA[k]s following SA[i] in SA
slack-=sn

ELSE IF slack>0
sp=slack* flow

fhigh−flow
//workload can be slowed by slack
SA[i].speed=LV
SA[i].end=SA[i].start+slack+sp
insert (index=SA[i].index, speed=LV, start=SA[i].end,

end =start+l-sp) to SA
rearrange SA[k]s following SA[i] in SA
slack=0

ELSE break

Fig. 4. Slack allocation on big core

4 Experimental Results
4.1 Experiment Setup

A system with one out-of-order (big) core and one in-
order (small) core is simulated to compare the thermal-aware
algorithm introduced in the previous section to the baseline
algorithm. The big core has two frequency levels: 2.0 GHz
and 1.2 GHz. Applications from the Mibench benchmark suite
[22] are used as a workload of independent tasks. Task sets are
generated by selecting five tasks randomly from the benchmark
suite. The WCET for each task running on big/small core of
each task is found by using the Gem5 [23] out-of-order/in-

order simulator. The actual execution time of each iteration
is a random number; it is selected to be normally distributed
with mean equal to half the WCET and standard deviation of
0.2 of the mean, conditioned to be no greater than the WCET
value.

To obtain the power consumption of the workload we used
Gem5 and MaPAT [24]. These power traces were then used to
generate temperature traces for each of the cores; we used the
fast thermal simulator TILTS [25] which is a modification of
HotSpot [26]. When a task has an actual execution time that
equals ri of its WCET, its power file will be compressed in
the time domain to this fraction. This ensures simulation of all
the high/low power phases in the execution of a task.

The reliability of each core (thus the system) is initially
set to 1. Recall that our figure-of-merit (FOM) is the operating
time before the reliability of the system (i.e., the product of
the individual core reliabilities) reaches a given threshold; we
illustrate here the lifetimes when the FOM thresholds are 1−
10−6, 1 − 10−7, and 1 − 10−8, respectively. Corresponding
lifetimes are evaluated for the task schedule generated by the
baseline algorithm and the improvement of our algorithm over
the baseline is calculated.

A simple partitioned algorithm is also introduced to be
compared with the algorithm proposed in this paper. Using
the partitioned algorithm, each task is statically assigned to
core and can only be executed on that core. On each core,
earliest deadline first (EDF) [20] is used to schedule tasks.

4.2 Numerical Results
Recall the main steps we used to enhance reliability in

this algorithm: (A1) Assign workload to small cores as much
as possible; (A2) When some tasks need to be executed on
big cores, tasks that execute faster and have a lower thermal
impact on big cores are assigned to big cores first; (A3)
Perform workload reassignment when a task finishes before its
WCET, and (A4) Use dynamic voltage and frequency scaling
so long as that can be done without causing tasks to be
executed on more than one core at the same time. We carry out
experimental studies to evaluate the impact of these approaches
on lifetime enhancement.

In Figure 5(a)-(c), the lifetime improvement without DVFS
(thus using A1, A2 and A3) at different system reliabilities
is shown. As already stated, the algorithm in [4] is used as
baseline. “Partitioned” stands for the simple static algorithm.
“A1,2” indicates that our algorithm is using A1 and A2. “A3”
indicates that the algorithm is using A3. The x-axis, utilization
(Worst Case), is the utilization of the task sets on the big core
when the execution times of tasks equal to WCET. As shown
in Figure 5, when the utilization is low, all algorithms show
gains over the baseline. This is because the baseline algorithm
assigns all tasks to the big core while other algorithms will
assign tasks to the small core. Using A3 gains as much as 27%
improvement under low utilization; under these conditions,
using task reassignment, there are more chances to reassign a
task to the small core and ease the thermal impact on the big
core. Thus, the lifetime of the system is improved greatly. At
high utilization, using A1 and A2 performs better and gains
more than 10% of improvement. This is because when the
system is almost fully utilized, the order in which tasks are
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Fig. 5. Improvement for different reliability thresholds: (a) Reliability of 1-1e8 (b) Reliability of 1-1e7 (c) Reliability of 1-1e6
Improvement for different reliability thresholds with DVFS: (d)Reliabiilty of 1-1e8 (e) Reliability of 1-1e7 (f) Reliability of 1-1e6

assigned can more effectively control the thermal impact on
cores; note that under these conditions, there will not be much
slack for reassignment with dense workload.

Figures 5(d)-(f) show the improvement at different system
reliabilities when voltage scaling is used. “Baseline DVFS”
stands for the baseline algorithm with DVFS. The baseline
algorithm in [4] does not use DVFS . We add the DVFS
capability by evenly assigning the slack generated by early
completion to uncompleted tasks that only executed on the

big core. “Partitioned DVFS” uses the DVFS algorithm in
[27]. “A1-4” uses all the 4 techniques and the algorithm
we proposed in this paper. As is shown in Figures 5(d)-(f),
using the techniques and algorithm proposed in this paper, the
lifetime improvement is much higher than other algorithms. At
high utilization, since the baseline algorithm tends to assign
as much workload to the big core as possible, there is only a
little slack available to apply DVFS and result in a minimal
lifetime improvement. The proposed approach (using the A1-
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4 techniques), on the other hand, assigns less workload to
the big core, gets more slack and applies slack to tasks with
higher thermal impact. These result in the the highest lifetime
improvement among the three approaches. When the utilization
is low, there is even more slack for DVFS on the big core using
the proposed approach. Thus, the improvement over the other
two is even higher.

Also note, as is shown in Figure 5, that the lifetime
improvements achieved by the proposed approach at different
reliabilities are almost identical.

5 Conclusion
Thermal issues have emerged as a key consideration in

the management of cyber-physical systems. One increasingly
popular architecture configuration uses high-end and low-end
processing cores on a chip, sharing lower level cache and
main memory. Such a mix allows the user a greater range of
performance-to-power and performance-to-temperature trade-
offs.

In this paper, we have introduced a thermal-aware task
allocation and scheduling heuristic for use in periodic task
workloads running on such heterogeneous platforms. Simula-
tion experiments show that this heuristic provides substantial
reliability benefits. In future work, we plan to extend this
algorithm to cover sporadic tasks as well.
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Application of Kalman Filter to Estimate Position
of a Mobile Node in Indoor Environments

Mounika S. K. Gudipati and Shivakumar Sastry
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Abstract—Indoor location estimation is an important problem
for many emerging applications that involve networked embedded
systems. We present an approach to estimate the location of a mobile
node using a Kalman Filter. The system model comprises four anchor
nodes and one or more mobile nodes. Each mobile node uses the
average value of the received signal strength to each anchor node to
estimate its position using an extended Kalman Filter. These data are
fused with data from a local accelerometer to improve the estimate.
We present experimental results to demonstrate the precision of our
location estimates. In the future, this work can be extended to reduce
the error in the location estimates.

Index Terms—Extended Kalman Filter, Position Estimation,
MultiSensor Fusion.

1 INTRODUCTION

Estimating the position of mobile entities is an important

problem for several emerging applications in areas such as

advanced manufacturing, Internet of Things, and healthcare

systems. The problem is especially challenging when it must

be addressed indoors and with high precision. To address

this problem, we designed and carried out experiments to

understand how much precision could be achieved for position

estimation in indoor environments using commercial, low-

power WSN devices.

The problem of localization is very well studied in the

literature [1], [2], [3]. For example, the GPS system and

route navigation is widely used across the world. This prob-

lem, however, remains challenging when the resolution of

the localization must be high. The localization methods in

the literature are based on measuring the distance between

a mobile node and a fixed set of anchor nodes at known

positions. The distance between the nodes can be calculated

using ToA (Time of Arrival), AoA (Angle of Arrival) or RSSI

(Received Signal Strength Indicator). While the ToA and AoA

can provide more accurate estimates, these approaches rely on

additional hardware that are expensive. It is also not clear how

much resolution these approaches can offer in laboratory and

manufacturing environments that are indoor.

Several reports in the literature address this problem by

using the received signal strength and triangulation based

on a fixed set of anchor nodes. The option to use RSSI to

estimate distance, while attractive, is complicated because of

the irregularity of RF propagation in the low-power regime

and because the RSSI measurements are noisy.

To address the issue of noise, we utilized an Extended

Kalman Filter. A Kalman Filter is a widely used recursive

prediction-update based state estimator algorithm that can

minimize error variance [4]. Thus, by viewing the position

of the mobile node as its state, our aim was to minimize

the error in the position estimates. The prediction and update

steps are combined via the Kalman gain which is calculated in

each step to minimize the mean-square error. Such approaches

are widely-reported in the literature in several areas including

robot localization,guidance and navigation and tracking[5],

[6], [7], [8].

The Kalman Filter is, however, known to provide an optimal

estimate of the unknown state for a linear dynamic system with

Gaussian distribution. The measurements required to assess

the state of the mobile node were non-linear. To cope with

this challenge, we used an Extended Kalman Filter. This

framework allowed us to improve the accuracy of the position

estimates, further, by integrating data from accelerometers

mounted on the mobile node [9]. Kalman Filters applications

for fusing data have also been have also been used widely

in the literature to fuse data from multiple sensors [10], [11].

Following these methods, we designed an approach to fuse

the data from an accelerometer on the mobile node with the

received signal strength data.

While there are several reports in the literature that are based

on simulation results, we found the following reports that

were based on experiments [12], [13], [14]. Thus, the main

focus of this work was to design and carryout experiments to

understand how much precision could be achieved for indoor

position estimation when using commercial WSN nodes that

provide RSSI estimates, with no additional hardware, and

when the data from a local accelerometer were fused with

the data from the RSSI measurements.

The remainder of this paper is organized as follows. In

Section 2 we describe the problem precisely and present

the design used. After describing the localization approach

in Section 3, we present results from our experiments in

Section 4. Finally, we present our conclusions and next steps

in Section 5.

2 PROBLEM STATEMENT AND DESIGN

In this section we describe the system model, the develop-

ment platform, the measurement inputs, their calibration, and

how Kalman Gain was computed.

2.1 System Description
The system comprises a single mobile mote and four anchor

motes. Each mote was equipped with wireless transceiver that
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can periodically transmit data. The mobile mote transmitted

data with a known transmission power to the anchor motes.

The motes, located within the transmission range of the mobile

mote calculate the received RSSI values. The mobile mote was

also equipped with accelerometer which was used to record

the mote’s inertial data.
2.1.1 Development Platform: The IRIS mote was used as

the platform to carry out the experiments. This mote has an

8-bit ATMega1281 microcontroller that is optimized for low

power operations and can be easily programmed using the C

language. The wireless communication between nodes is based

on an AT86RF230, IEEE 802.15.4 compliant, transceiver

operating in 2.5GHz ISM band. The microcontroller and the

transceiver exchange information via the SPI protocol. This

mote was used both as the anchor nodes and as the mobile

node.
2.1.2 System Model: The state of the mobile node was

modeled in terms of its position, velocity and acceleration in

a two-dimensional space Xk = [x,y,vx,vy,ax,ay].
T

Due to the non-linearities in the measurements, both for

RSSI and for acceleration, Extended Kalman Filter was used

to minimize errors. A discrete time model for the system was

formulated as

Xk = f(Xk−1) +wk (1)

where Xk is the state vector at the time k; the state transition

function, f(.), was used to estimate the future state of the

mobile node and wk ∼ N(0,Qk) is a random variable that

represented the noise with zero mean and covariance matrix

Qk. Here,

f(Xk−1) = AkXk−1

where

Ak =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 dt 0 dt2/2 0
0 1 0 dt 0 dt2/2
0 0 1 0 dt 0
0 0 0 1 0 dt
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦
. (2)

where dt represents the time interval for each step, k. The

covariance Qk of zero-mean Gaussian noise wk is given by

Qk = q

⎡
⎢⎢⎢⎢⎢⎢⎣

dt4/4 0 dt3/2 0 dt2/2 0
0 dt4/4 0 dt3/2 0 dt2/2

dt3/2 0 dt2 0 dt 0
0 dt3/2 0 dt2 0 dt

dt2/2 0 dt 0 1 0
0 dt2/2 0 dt 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦
,

(3)

where q = σ2
a. This covariance matrix captures the effect

of different factors that could cause changes in mobile node

directions. The measurement Zk relies on current system state

Zk = h(Xk) + vk (4)

where vk ∼ N(0,Rk).

2.2 Measurement Inputs
As already noted, RSSI and acceleration measurements were

used to estimate the position of the mobile node. Both these

measurements had to be calibrated before being used.

2.2.1 Calibration: The purpose of calibration is to choose

suitable parameters that correspond to the actual devices being

used in the experiment.

The acceleration data were gathered using a tri-axial ac-

celerometer, LIS344AL [15]. The signal from this device was

assumed to account for acceleration, at, gravity, gt, small

sensor bias, ba,t, and measurement noise

acct = at − gt + ba,t + va,t, (5)

where va,t ∼ N(0, σ2). Samples were collected from the

accelerometer when the mobile node was stationary. These

samples were used to account for the effect of gravity and

measurement errors that arise because of temperature sensitiv-

ity, improper mounting of the sensor, or other unknown issues.

The strength of the received signal is peculiar to the specific

environment in which it is received. This is usually measured

in units of decibels per unit distance (dBm). The Friis equation

relates the power of the received signal, PR, (in Watts), the

power of the transmitted signal, PT , (in Watts), the receiver’s

antenna gain GR, the transmitter’s antenna gain GT , the

signal wavelength, λ, the distance d in meters and the signal

propagation constant n for the environment as

PR = PT
GTGRλ

2

(4π)2dn
. (6)

From this relationship, using a standard reference distance of

1 m, and standard conversions from Watts to dBm, we obtain

RSSI = −(10n log10 d−A). (7)

To calibrate RSSI measurements, we need to calculate A
and n for the environment. We collected RSSI values by

moving the mobile node over a 10 m distance in steps of 0.5m.

We obtained the average RSSI value at the mobile node, for

each step, using 100 samples, from each anchor node.

The average power of the RF signal in dBm was computed

as PR = RSSI − 45 the value of A was obtained by mea-

suring the average RSSI value with distance 1m between the

anchor nodes and the mobile node. The calibrated propagation

constant n was computed as

n = −RSSIi −A

10 log10 di
(8)

where di is the euclidean distance between anchor node i and

mobile node. The final value of n is obtained by averaging

the values obtained from above for each anchor node.

2.2.2 Measurement Model: Measurements, Zk, were in-

corporated into the system as indicated in Equation 4; here, k
is the measurement step and h(.) is the observation function

that provides estimates for the expected measurements when

the system is in state Xk. The measurement noise vector, vk,

was modeled as a normally distributed random variable with

zero mean and covariance matrix Rk. We set Rk to a diagonal

matrix since we assumed that the measurement errors were

independent.

Rk =
[
diag(σ2

ax
σ2
ay

σ2
dBm1,k

σ2
dBm2,k

...σ2
dBm4,k

)
]

(9)
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Matrix Rk characterizes the errors between measured and

propagation based models, and inaccuracies relating to mea-

sured acceleration. Our system used RSSI measurements Pi

obtained as described earlier. The measurements ax and ay
contained provided additional information regarding the node’s

state that was fused to improve the accuracy of the position

estimation.

The measurement vector for the RSSI data, Z1
k, and for

accelerometer Z2
k is given by

Z1
k =

[
P1 ...P4

]T

Z2
k =

[
0 0 0 0 ax ay

]T
The observation function was derived assuming a log-

normal propagation model applied to each receiver.However

since the measurement is non-linear, the measurement matrix

Hk in the correction step must be replaced by Jacobian. The

observation function h(Xk) and corresponding Jacobian Hk

are given by

h(Xk) = −

⎡
⎢⎢⎢⎣
A− 10η log10(

d1

d0
)

A− 10η log10(
d2

d0
)

A− 10η log10(
d3

d0
)

A− 10η log10(
d4

d0
)

⎤
⎥⎥⎥⎦. (10)

Hk =
∂h(i)

∂xk
(11)

2.3 Kalman Gain Computation

To estimate the state of the system Xk at each time step,

the Kalman Filter considers a Gaussian probability density

to represent the estimated state. At each time step, predicted

system state X
(−)
k is calculated from the previous estimated

system state X
(+)
k−1.

If the measurement Zk is available, its effect on new state

X
(+)
k has to be determined. Following the approach in [?], we

obtained

X
(+)
k = X

(−)
k +Kk[Zk − h(X

(−)
k )], (12)

P
(+)
k = [I−KkHk]P

(−)
k . (13)

Kk =
P

(−)
k HT

k

HkP
(−)
k HT

k +VkRkVk
T

(14)

The matrix Kk denotes the Kalman Gain in step k.

3 LOCALIZATION APPROACH

In this section, we describe the localization approach; we

first describe how the position was estimated using the inertial

sensors and RSSI. Finally, we describe how we fuse the two

estimates for position into a single estimate.

3.1 Position Estimation using inertial sensors

The tri-axial accelerometer provided linear acceleration of

the mobile node along three orthogonal axis w.r.t. the frame

of the mobile node. Since we measured the acceleration, we

computed the position by integrating the acceleration twice

over the duration when the mobile node is moving. However,

the errors in the accelerometer measurements and those in-

troduced by numerical integration tend to accumulate during

time producing large errors in the estimate of the position.

Further, as discussed in the previous section, accelerometers

also measure the effect of gravity and this must be removed

in order to obtain the real acceleration of the mobile node.

3.2 Position Estimation using RSSI

To estimate the unknown position of mobile node, at least

three anchor nodes must be able to detect and measure mobile

node’s signal strength. Each anchor node stores its position

coordinates and value of RSSI received from the anchor nodes.

The distance between mobile node and each anchor node is

calculated from the measured RSSI as

d = 10
A−RSSI

10n . (15)

We use Trilateration to estimate the position of the mobile

node (x0, y0) based on estimated distances di between mobile

node and of at least three anchor nodes (xi, yi).

Fig. 1: Intuitively, the trilateration approach involves drawing

circles with the anchor nodes as the center; for each anchor

node, the distance estimated using RSSI is the radius of the

circle. The mobile node lies at the intersection of these circles.

The actual distance between the mobile node and anchor

node is given by

r1 =
√
(x0 − x1)2 + (y0 − y1)2

r2 =
√
(x0 − x2)2 + (y0 − y2)2

r3 =
√
(x0 − x3)2 + (y0 − y3)2

r4 =
√
(x0 − x4)2 + (y0 − y4)2

(16)

The error ei, between the estimated distance,di, and the

actual distance, ri is given by

ei = di −
√
(x0 − x1)2 + (y0 − y1)2. (17)
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Ideally we would like to minimize this error

ei = di −
√
(x0 − x1)2 + (y0 − y1)2 = 0. (18)

Simplifying, we get

2x0(xk−x1)+2y0(yk−y1) = d2i−d2k−x2
i−y2i+x2

k+y2k. (19)

This equation is linear and can be represented as

Ax = B

where

A =

⎡
⎢⎢⎢⎢⎣

2(xk − x1) 2(yk − y1)
2(xk − x2) 2(yk − y2)

.

.
2(xk − xk−1) 2(yk − yk−1)]

⎤
⎥⎥⎥⎥⎦ (20)

B =

⎡
⎢⎢⎢⎢⎣

d21 − d2k − x2
1 − y21 + x2

k + y2k
d22 − d2k − x2

2 − y22 + x2
k + y2k

.

.
d2k−1 − d2k − x2

k−1 − y2k−1 + x2
k + y2k

⎤
⎥⎥⎥⎥⎦ (21)

and

x =

[
x0

y0

]

The least squares solution for Ax = B, is given by

x = (ATA)−1ATB

Hence, the estimated position of the mobile node can be

computed from above equation.

3.3 Fusing the Position Estimates

The approach to measurement fusion used in our model is

to weight the individual measurements from each sensor and

then track those fused measurements by a Kalman Filter to

obtain an estimate of the state vector. Since the measurement

noise is independent for accelerometer sensor and RSSI, the

equation for fusing the measurement vectors Zk
1 and Zk

2, for

minimum square estimate is given by

Zk = Z1
k +R1

k(R
1
k +R2

k)
−1(Z2

k − Z1
k), (22)

where R1
k and R2

k are the covariance matrices of the measure-

ment vector of sensor 1 and sensor 2. The measurement noise

covariance matrix of fused measurement Zk is derived by

Rk = [(R1
k)

−1 + (R2
k)

−1]−1. (23)

The fused estimate measurements are then used to estimate

the state vector Xk|k by applying extended Kalman Filter

equations.

4 RESULTS

In this section, we present results from our experiments to

estimate the position of the mobile nodes.

Fig. 2: Acceleration and RSSI data are fused to estimate the

position of the mobile node.

4.1 Experimental Setup

Experiments were carried out in an indoor environment

to estimate the accuracy of the position estimates. All the

antennas on the motes were fixed at an angle of 90 degrees

at the mounting surface. The average RSSI values from the

mobile node were collected at a base station.

The physical dimension of the test-bed is 9m x 10m where

a total of 4 anchor nodes were placed at four corners of the

room. The experiment was conducted when interference from

human activities was minimal. Before the experiment was

conducted, several preparatory steps were performed. First,

the mobile node was rotated slowly in all orientations to

examine the orientation effect. After that, the signal propa-

gation constant was calculated for each anchor node in this

experiment environment. During the experiment, mobile node

was manually moved at steps of 0.5m. The accuracy of the

system was found by comparing the position estimated by this

system with the predicted position.

4.2 Parameter Determination

Values for n and A were determined as described in the pre-

ceding section. To model the propagation characteristics of the

receiver antennas, an off-line calibration phase was conducted.

100 RSSI measurements were taken at each place in 0.5m

increments after placing the mobile node at various distances

from the anchor nodes. The resulting model parameters are

represented in Table I. Calibration results based on several

static locations reveal the drawback of uniform computation as

propagation constants are different for different anchor nodes

in RSSI-Distance conversion formula. The variation of signals

is due to attenuation of the signal on the medium surrounding

the reference point.

4.3 Localization Accuracy

The mobile node and the anchor nodes were programmed

to exchange data packets; from each message, RSSI, LQI,

Acceleration values and node ID were extracted. The Average,

Maximum and Minimum values was calculated for each

anchor node and results were sent to the base station.
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TABLE I: Path Loss Constants

Node ID A n

12 -46.86 2.45
13 -54.02 1.64
14 -45.51 2.74
15 -44.70 3.13

The ids of the anchor nodes are shown in the first column; for

each anchor node, the transmitted power (in dBm) at a distance

of 1m and the path loss constant obtained from calibration are

shown.

Fig. 3: RSSI values measured during calibration confirmed

that the Extended Kalman Filter could be used because the

distribution is Gaussian.

The average RSSI of all anchor nodes vs Distance between

the anchor and mobile node in indoor environment is shown in

the Figure 4. We observe that RSSI decreases with increasing

distance and has larger variation due to effect of fading and

shadowing. Due to the presence of walls each of the signal

reflected takes a different path. So even a slight change in

node’s position resulted in a significant difference in received

power.

Figure 5 depicts the distance traveled by the mobile node

as obtained from the results of the accelerometer. The graph

represents the acceleration along x-axis where position and ve-

locity estimates along x-axis are obtained by double and single

integration of the acceleration values respectively. Vibrations

were kept minimum by performing the experiment on a

smooth surface. The position estimation with information from

accelerometer is susceptible to errors because of integration

errors.

After calculating the estimated distances, these distances

were compared with actual ones so that the errors can be

evaluated.Figure 6 shows a comparison of fusion and no fusion

distance with predicted distance for reference node 14.The

average variation of the fusion filtered distance from the

actual distance is reduced, which implies that the accuracy is

improved compared with individual sensor position estimation.

Fig. 4: The measured RSSI values confirmed that there is a

non-linear relationship with distance. The relative location of

the nodes significantly affect the measured value.

Fig. 5: The noise in the accelerometer data are a likely

contributor to the error in the computed velocity and position.

Figure 7 shows the co-ordinates obtained by trilateration.

The average localization error without fusing data from the

two sources was 2.885m; this error error was reduced to 0.62m

after fusion.

5 CONCLUSIONS

We presented an approach to estimate the position of a

mobile node in an indoor environment that used an Extended

Kalman Filter. The position estimate was obtained using RSSI

values collected by exchanging beacon messages with anchor

nodes, and accelerometer data sensed on the mobile node.

We compared the accuracy of the position estimate that was

obtained without fusing data from the two sources and by

fusing the data based on experimental results. The results

showed that fusing the estimates obtained using RSSI and

acceleration data reduced the absolute position error from
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Fig. 6: Fusing the data from the accelerometer with the RSSI

data helps to reduce the variation in the distance estimate with

respect to the actual position.

2.88m to 0.62m. Thus, we can conclude that fusing data from

multiple sources is indeed a viable strategy to improve the

position estimates.

The experimental activities revealed that a large number

parameters must be manipulated to achieve high-resolution

position estimates using such an approach. In particular, the

orientation of the nodes, the transmission power used, calibra-

tion and other environmental effects affect the fidelity of the

estimates. If the transmission power is too high, the differences

in RSSI values are not significant. Several experiments were

conducted to derive the value of n and A and this value can be

different for each anchor node. In the future, we are interested

to carry out a more comprehensive set of experiments with

a larger number of anchor nodes. In addition, we would also

seek to understand how fusing multiple inertial sensors affects

the accuracy of the position estimates.

REFERENCES

[1] K.Laith and J.Peter, “Scaled unscented kalman filter for rssi-based
indoor positioning and tracking,” Next Generation Mobile Applications,
Services and Technologies, pp. 132 – 137, 2015.

[2] W.Dalei, C.Dimitris, Y.Kamal, and B.Rached, “Node localization in
robotic sensor networks for pipeline inspection,” IEEE Transactions on
Industrial Informatics, vol. 12, pp. 809 – 819, 2015.

[3] L.Xiaowei, M.Farah, and S.Hichem, “Decentralized localization using
radio-fingerprints and accelerometer in wsns,” IEEE Transactions on
Aerospace and Electronic Systems, vol. 51, pp. 242 – 257, 2015.

[4] G.Welch and G.Bishop, “An Introduction to the Kalman Filter,” in
Computer Graphics, Annual Conference on Computer Graphics &
Interactive Techniques, 2001, pp. 1–41.

[5] H. Dulimarta and A. Jain, “Mobile robot localization in indoor environ-
ment,” Pattern Recognition, vol. 30, pp. 99–111, 1997.

[6] E. Baumgartner and J. Yoder, “Enhancing mobile robot location esti-
mates using sensor fusion,” Dynamic Systems and Control Division, pp.
137–144, 1995.

[7] Y. Bar-Shalom, X. R. Li, and T. Kirubajan, Estimation with applications
to tracking and navigation. Editions Wiley-Interscience, 2001.

[8] D.Lili and Z.Kai, “Sensing and control of mems accelerometers using
kalman filter,” 24th Chinese Control and Decision Conference (CCDC),
pp. 3074 – 3079, 2012.

(a) X-co-ordinate of the mobile node obtained by trilateration with
and without fusion.

(b) Y-co-ordinate of the mobile node obtained by trilateration with
and without fusion.

Fig. 7: It is observed from the figure that by fusing accelerom-

eter and RSSI data and by applying EKF the error due to RSSI

fluctuations and accelerometer drift is minimized.

[9] L. F. J. Borenstein, H.R. Everett and D. Wehe, “Mobile robot position-
ing: sensors and techniques,” Robotic Systems, vol. 14, pp. 231–249,
1997.

[10] Q.Gan and C.J.Harris, “Comparision of Two Measurement Fusion
Methods for Kalman Filter Based Multisensor Data Fusion,” Aerospace
and Electronic Systems, vol. 37, pp. 273–279, 2002.

[11] K.C.Change, Z.Tian, and R.K.Saha, “Performance evaluation of track fu-
sion with information filter,” International Conference on MUltisource-
Multisensor Fusion, pp. 648–655, 1998.

[12] A. S.Paul and E. A.Wan, “Rssi-based indoor localization and tracking
using sigma-point kalman smoothers,” IEEE Selected Topics in Signal
processing, 2009.

[13] W.Chai, C.Chen, E.Edwan, J.Zhang, and O.Loffeld, “Ins/wifi based in-
door navigation using adaptive kalman filtering and vehicle constraints,”
Positioning Navigation and Communication, 2012.

[14] A. Colombo, D. Fontanelli, D. Macii, and L. Palopoli, “Flexible indoor
localization and tracking based on a wearable platform and sensor data
fusion,” IEEE Transactions on Instrumentation and Measurement, 2014.

[15] LIS344AL - MEMS Inertial Sensor 3-Axis Ultracompact Linear Ac-
celerometer, ST, 12 2007.

22 Int'l Conf. Embedded Systems, Cyber-physical Systems, & Applications |  ESCS'16  |

ISBN: 1-60132-433-2, CSREA Press ©



Using Simplified Grammar for Voice Commands 
to Decrease Driver Distraction 

 
 

Ashraf Gaffar 1, Shokoufeh Monjezi Kouchak2 
1Ira.A Fulton School of Engineering, Arizona State University, Arizona, USA, agaffar@asu.edu 

2Ira.A Fulton School of Engineering, Arizona State University, Arizona, USA,smonjezi@asu.edu 
 

 
 

Abstract - Today’s car is considered a Cyber Physical 
System implying a shift of control and management of the 
car’s features to complex onboard software. Since the 
computer has taken control over most of the in-car driving 
and entertainment (infotainment) activities, driver distraction 
has become one of the primary reasons for car-related fatal 
accidents. As a result, we need to decrease driver distraction 
despite the growing presence of cockpit interactive digital 
technologies. Using voice-based commands is a potential 
solution to decrease visual distraction but it causes 
significant cognitive distraction. In this paper, we present a 
new method for voice-based commands to decreasing the 
cognitive distraction while using command based voice 
inputs. 

Keywords: distraction; human car distraction; cognitive 
load, cyber-physical systems 

 

1 Introduction 
  Driver distraction is one of the main reasons of car-
related fatal crashes. NHTSA estimates that around 25% of 
traffic crashes in United States of America are caused by 
driver distraction [1]. Driver distraction is generally agreed 
upon to be caused by every person, event or object that 
persuades the driver to shift her attention from the 
fundamental task of driving [2]. Although distraction is not 
directly or readily observable, it is clearly manifested in why 
-under some conditions- the performance of a task is 
degraded [3]. These conditions are typically considered 
related to a distractor. 

As mentioned earlier, today’s car system is a Cyber Physical 
System [4]. The car lifecycle right from its early stage of 
design and build phase to its running phase is controlled by 
software. Automotive industry is a software-heavy domain 
with software dominating the design, manufacturing, and 
maintenance of a car. Besides, the car itself is loaded with 
complex hardware and software components. Considering 

this, we focus our work on the interactive relationship 
between a driver and the digital environment of the cockpit, 
mostly in the infotainment system built in in the mid console, 
also known as the center stack. The modern infotainment 
system has three main groups of interactive software: 

1. Built-In Features: Standard car information and 
local entertainment group originally loaded with 
the car or downloaded by the driver. 

2. Bluetooth Connectivity: Providing additional 
features accessible via externally connected 
smart devices. These typically have hundreds of 
additional apps, contact lists, personal calendars, 
and other features. While originally designed for 
non-driving smart device user, they can often be 
synchronized, displayed and managed from the 
infotainment screen 

3. Web Connectivity: Onboard access to the World 
Wide Web, which can add a virtually unlimited 
number of interactive online features with a 
potential for serious distraction.  

The main impact on the negative side of advanced 
Infotainment system is growing driver distraction by 
allowing drivers’ access to such apps and features originally 
not intended for driving environment. These can add to the 
large number of other distracting tasks like mobile phone use 
or talking to other passengers [5]. 

One challenge of measuring driver distraction is the fact that 
there are mixed types of distraction, and they can affect 
driver in different ways. The research community identifies 
four main types of driver distraction that can be present in 
isolation or together: Visual, auditory, manual and cognitive 
distraction [2]. Visual distraction occurs when driver focuses 
on entertainment system instead of keeping eyes on the road. 
Auditory distraction occurs when the sound in the car such as 
passenger conversation, traffic noise or music masks the 
warning noise that is necessary for self-monitored driving 
performance.  Manual distraction happens when the driver 
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takes hands off the wheel to do non-driving related activity 
like eating or drinking. Cognitive distraction happens when 
the driver is absent-minded (looking but not seeing) or when 
the driver is busy with deep thinking about something [2][6].  

A major research challenge is that depending on the method 
of study, evaluation, and interpretation, similar activities can 
be considered highly positive and highly negative in different 
scientific studies. For example, listening to music has been 
considered as harmless activity during driving in some 
papers [7] but was considered a distraction in some other 
papers [1]. Few of the previous research works say that 
listening to music during driving has effect on driving 
performance in two ways: distraction and mood effect. 

Listening to music causes audio, visual and biomechanical 
distraction. According to a research in the United States of 
America 91% of drivers manipulate their cars’ audio system 
control and it takes 1% of driving time. They adjust their 
audio systems 8 times every hour and each interaction took 
5.5 seconds.  

Analysis of police accident report provided an evidence of a 
connection between road accidents and using in-car 
infotainment system, such as audio system. This analysis 
showed that in-car infotainment system was the first as well 
as the second reason for in-car distraction. [1] 

Texting by mobile phone or using iPad can cause all 4 types 
of distractions. So using them during driving increases the 
driving errors significantly [8] and [9]. For example, using 
cell phone during driving has negative effect on lane keeping 
and event detection [10]. People who use phone during 
driving are four times more likely to meet with an accident 
that will result in hospital attendance; Age group and sex 
don’t influence the risk of accident when driver uses mobile 
phone during driving. Even using the hands-free feature is 
not helpful and it doesn’t decrease the chance of accident 
[11]. 

 Although the tasks that don’t need visual attention or 
manual interaction cause less distraction, the potential for 
cognitive distraction has to be considered [12]. It is hard to 
determine attention status of driver so it is hard to solve 
cognitive distraction problem, because there isn’t any one-to-
one relation between car and brain activities, so some 
ambiguity will be in the consequence of estimate [13]. 

The number of applications on the infotainment system in 
modern cars is expected to increase significantly during the 
next few years [14], so finding new methods to reduce the 
driver distraction that is caused by infotainment system will 
reduce the fatal crashes significantly. In this paper, we 
explain a new method to decrease the distraction that voice 
based commands of infotainment systems causes. 

Earlier researches have proven that using the voice-based 
commands in the car user Interface (UI) reduces driver 
distraction for two reasons:  

1. It reduces the visual distraction because the driver doesn’t 
need to take his eyes off the road and search among lots of 
apps to find his favorite app. Using touch screen instead of 
voice commands increases visual distraction significantly 
since the driver needs to several steps navigation for finding 
each application. 

2. It reduces manual distraction since the drivers doesn’t 
need to take his hands off the steering wheel when he is 
using the voice commands. 

Although using voice commands reduces both visual and 
manual distraction, it causes cognitive distraction and audio 
distraction. 

Our hypothesis is that much of the cognitive load associated 
with voice command is related to the system not being able to 
understand commands all the time, forcing users to repeat or 
change the way they issue their command, taking a 
significant portion of their attention off the road trying to 
perceive the system ill-response and trying to figure out a 
different way to communicate their desire. We have used 
simplified voice based commands instead of all-natural voice 
based commands with complicated grammar. It was found 
that using simplified grammar significantly decreases 
distraction. In the following sections, we explain our 
hypothesis followed by the description and type of 
participants who took part in the experiment and the 
equipment that we used in the experiment. The results of the 
experiment are given in the form of statistical analysis. 

2 Voice commands experiment 
2.1 Using simplified grammar 
Although voice based commands decreases the visual and 
manual distraction, cognitive distraction and audio 
distraction can significantly increase and even reach a 
dangerous level. Using complicated grammar increases the 
cognitive distraction since the drivers makes more mistakes 
such as mispronunciation and misunderstanding, the chance 
of misdiagnosed voice command increases so the driver 
needs to repeat each voice commands several times as a 
result the cognitive distraction increases. When the driver 
uses voice commands with simple grammar the number of 
his mistakes decreases so the number of misdiagnosed voice 
commands decreases. Less misdiagnosed voice commands 
means less cognitive distraction. Listening to sentences 
during driving causes distraction so reducing the number of 
misdiagnosed voice commands by using voice commands 
with simple grammar reduces the audio distraction too. 
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 We designed an experiment to find out the different between 
response time and the number of errors when the driver uses 
voice commands with simple grammar and when the driver 
uses the voice commands with complicated grammar. 
Response time has direct correlation with cognitive 
distraction so reducing the response time would decrease the 
cognitive distraction. Less response time for a command 
shows that this command causes less cognitive load so it 
reduces the driver distraction. 

Does using simple grammar in speech mode communication 
instead of sophisticated voice commands reduce response 
time? Our experiment’s results show that using simplified 
grammar for the voice commands in speech based interaction 
reduces response time and distraction level compared to the 
voice commands with complicated grammar. 

2.2 Equipment and participants in experiment  
The experiment was conducted in a Drive Safety Research 
simulator DS-600(Figure 1). The DS-600 is fully integrated, 
high performance, high fidelity driving simulation system 
which includes multi-channel audio/visual system, a 
minimum 180° wraparound display, full width automobile 
cab (Ford Focus) including windshield, driver and passenger 
seats, center console, dash and instrumentation and real time 
vehicle motion simulation. 

 

     Figure 1:Hyper Simulator in the Experiment 

It renders visual imaginary at 60 frames per seconds on a 
sophisticated, out-the-window visual display with horizontal 
field-of-view. It also includes three independently   
configurable review mirrors. 

An Android application was developed to display the user 
interface with numbers ranging from 1 to 9. The application 
was hosted on the Android v4.4.2 based Samsung Galaxy 
Tab 4 8.0 that was connected to the Hyper Drive Simulator.  

We used 45 volunteers in our experiments each belonging to 
different sector participle in our experiment. We asked them 
to drive on a previously programmed route. During driving 
they were asked to interact with both voice based system with 
simplified grammar and normal grammar. 

In this experiment, normal grammar User Interface (UI) 
referred to usual commands present in cars that have speech 
based communication models to interact with the center 
stack and simplistic Grammar user interface,   a user 
interface that has voice commands with simple grammar, 
used in order to perform a set of operations during driving. 
Figure 2 and Figure 3 show an example of 2 categories of 
commands. 

We measured two variables in this experiment: Response 
Time (in milliseconds) and Errors. 

Response time: Response time is the total time taken by a 
person to interact with the system using voice command. 
Resulting in decreased response time causing less distraction 
as the driver comparatively spends less time on the secondary 
task. 

Number of errors: The count of errors refers to the number of 
times that the driver changed the lanes incorrectly and hit 
other cars or buildings while using the voice commands. 
More errors imply more distraction. 

   
Figure 2:Normal command 

    
Figure 3:simple command 

  
We used two statistical methods to analysis our experiment. 
The first statistical method that was used to analysis this 
experiment is “comparing two alternatives”.   
Comparing between two alternatives used to compute the 
mean of differences of the paired measurements. The 
confidence interval C1 and C2 are determined with a 
confidence level, say 95%. This statistical method helped us 
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to determine if the results of our experiment are statistically 
significant.   
  

  (1) 
 
If c1<0 and c2 > 0, then the measurements are statistically 
insignificant. If c1 and c2 >0 or c1 and c2 < 0, then we can 
conclude the measurements are statistically significant. 

The second statistically method that was used to analysis this 
experiment is analysis of variance (ANOVA). Analysis of 
variance is a technique to divide the total variation observed 
in an experiment into different meaningful components. This 
technique assumes that the errors in the measurements for 
different setting are independent with normal distribution. 

By using ANOVA we can compute the variation that 
observed because of changing the alternatives and the 
variation that observed because of the error in measurement. 
The measurements are significant when the variation that 
observed because of changing alternatives is more than 
variation that observed because of the errors in measurement. 
The variation due to alternatives SSA and variation due to 
errors SSE are calculated using the below equations. Where k 
being the number of alternatives. In our case k = 2, and n is 
the number users in the experiment. n = 20. 
 

SST =  -     (2) 
    

SSA =  -  (3) 
                  SSE=SSA-SST                              (4) 
The estimate of variance of alternatives and errors are 
calculated using: 

S2a  =             S2e  =             (5) 
 F value is computed using: 

F = S2a / S2e   (6) 
This calculated F value is compared with the 

value  obtained from the table of critical 
F values. Then we can say the variation due to alternatives is 
greater than variation due to errors with a confidence level of 
(1 -α). 
We will use this statistical analysis to prove that the variation 
of response time is significantly due to the change in 
alternative (changing the UI setting of Center stack) rather 
than the variation due the different users. This also gives a 

statistical estimate of the effect on the response time due to 
change in alternative and change in user. 
 
2.3 Procedure  
Before the start of the experiment, each volunteer was given 
few minutes to get acquainted with the simulator. After that, 
they were asked to drive two times. First time, they were 
asked to do secondary tasks like operating the center stack by 
giving voice commands with complicated grammar. The 
response time and errors of all volunteers were recorded. 

In the second time, they were asked to interact with center 
stack, during driving, by giving different set of simple 
commands (commands with simple grammar) and response 
time and errors were recorded again. This operation was 
repeated at three locations: 

1. Very fast left when the cars would be coming from 
different direction. 

2. When the cars suddenly change on the freeway. 

3. On the left turn of the road when they encounter 
pedestrians crossing. 

Figure 4 shows the response time for each volunteer in 
milliseconds when they operated on commands with simple 
and complex grammar.

 

         Figure 4:Response time in milliseconds 

Figure 5 shows the number of errors for each volunteer when 
they operated on commands with simple and complex 
grammar. 

 
           Figure 5:Number of errors for each volunteer 
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Table1 shows the average and standard deviations in the 
response time of our experiment. Response time 1 is the 
Response time for commands with complex grammar and 
Response time 2 is the response time for commands with 
simple grammar: 

Table 1 

 Response time 
1 

Response time 
2 

Difference 

Mean 9223.76 4229.6 4994.16 

Standard 
Deviation 

3372.03 1416.63 3428.51 

 
 

2.4 Results  
 CI (Confidence Interval) is a combination of sample 
size and variability. In order to interpret the CI for 
population mean, we have to assume that samples were 
chosen randomly and independently from a population and 
that the values were distributed according to Gaussian 
distribution. When we accept this assumption, there is 95% 
chance that 95% of CI contains the true population. 

We found the C1 and C2 for both response time and error. 
You can see the results in Table 2.  

Table 2 

 C 1 C 2 

Response time 4276.06 5712.25  

Error  0.254381577 0.67851756 

 

Since C1 and C2 for response time are positive, we can say 
that the measurements obtained are statistically significant 
and the response time of alternative2 (voice command with 
simple grammar) is less than alternative1 (voice command 
with complex grammar), so with 95% of confidence we can 
say that using voice commands with simple grammar is 
better than using voice commands with complex grammar 
because they reduce the response time. 

Similarly For the errors that was measured in this experiment 
according Table 2 since c1 and c2 for errors are positive, we 
can say that the measurements obtained are statistically 
significant and the number of errors with alternative 2 (voice 
commands with simple grammar) is less than alternative 
1(voice commands with complex grammar), so with 95% of 

confidence we can say that using voice commands with 
simple grammar is better than using voice commands with 
complex grammar because they reduce the number of errors. 
In this experiment we used ANOVA in order to analysis the 
collected data statistically. Table 3 shows the results of using 
ANOVA to statistical analysis of volunteer drivers’ response 
time in this experiment. According to this table 
SSA/SST=0.865 thus we can say 86.5% of total variation is 
due to difference between two alternatives options. And 
SSE/SST=0.134 so we can say that 13.5% of total variation is 
due to noise in the measurements of different users. 
In this table F-computed is greater than F-tabulated so at 
95% confidence we can say that the differences seen in the 
response time by changing the alternatives is statistically 
significant.  

Table 3 

SST 11665942960 

SSA 10094439615 

SSE 1571503346 

SSA/SST 0.865291357 

SSE/SST 0.134708643 

F-computed 1143.3703 

F-tabulated 3.087 

Table 4 shows the results of using ANOVA to statistical 
analysis of number of errors of drivers in this experiment. 
According to this table SSA/SST=0.397 thus we can say 
39.7% of total variation is due to difference between two 
alternatives options. And SSE/SST=0.602 so we can say that 
60.02% of total variation is due to noise in the measurements 
of different user. Since F-computed is greater than F-
tabulated, at 95% confidence we can say that the differences 
seen in the response time by changing the alternatives is 
statistically significant. 
According these statistical analyses we can say that using 
voice commands with simple grammar decreases the 
cognitive distraction since it reduce the number of errors also 
it reduces the response time. Commands with less response 
time cause less cognitive distraction because the driver 
spends less time for secondary task during driving. In 
addition in this experiment the number of errors of drivers 
reduces when they use voice commands with simple 
grammar. It shows that they could focus better on their 
primary task (driving) when they use voice commands with 
simple grammar so they made fewer errors. 
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Table 4 

SST 456.994506 

SSA 181.4722531 

SSE 275.5222529 

SSA/SST 0.39709942 

SSE/SST 0.60290058 

F-computed 117.2393907 

F-tabulated 3.087 

 

3 Conclusions 
 Using voice commands in car user interface can reduce 
visual and manual distraction but using this kind of 
commands causes other kinds of distraction. It causes 
cognitive distraction and audio distraction. Misdiagnosed 
voice commands cause cognitive distraction because the user 
should repeat a voice command several times and sometimes 
the driver should divert to another kinds of command. 
Sometimes the noise of environment causes misdiagnosed. 
By considering this fact that speech recognition systems are 
not ideal even with the best technology in order to improve 
the quality of voice based commands and decreasing the 
response time of driver and decreasing the number of 
driver’s error we should use voice commands with simple 
grammar because this kinds of commands are easy to 
remember and easy to pronounce so the response time 
decreases if we use the voice commands with simple 
grammar. In this paper we talk about the results of our 
experiment that compared the response time and number of 
errors in two scenarios. In the first scenario we used 
commands with complex grammar and in the second 
scenario we used commands with simple grammar. We 
observed that the response time reduced by half with 
simplified grammar. Also the errors reduced by 1/3rd when 
we used simple grammar for voice based commands. Driver 
was taking more attempts to get the command right when 
using complex grammar and he was getting the command 
right at the first attempt when commands had simple 
grammar. So we can say that using commands with 
simplified grammar decreases driver distraction when 
interacting through speech commands in car. 
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Abstract 
A real-time simulator (RTS) is a vital tool for rapidly 
designing and testing real-time embedded applications 
including an autonomous electric vehicle (AEV). A wire-
lessly inter-operable hardware-in-the-loop (HIL) real-
time simulation (iRTS) platform for researching an AEV 
system was developed. The microkernel-based multi-core 
RTS is interfaced with/without wire (IEEE 
802.3u/802.11g/ 802.15.4) to consoles and integrated to 
an FPGA-based extension module for accurate and 
high-speed HIL simulations of an AEV prototype. The 
proposed iRTS platform provides swiftly handling differ-
ent complexity and scale of the AEV testing while satisfy-
ing real-time constraints (i.e., 7 μs resolutions and 0.3% 
HIL simulation error) of the AEV models and prototypes. 

I. Introduction 
The increasing demand for real-time simulators (RTS) in 
the automotive industry significantly grows the number 
of RTSs used even in academia [1]. Specifically, hard-
ware-in-the-loop (HIL) simulation becomes vital for the 
automotive electronics systems that required comprehen-
sive evaluations under more realistic conditions with 
real-time constraints. The HIL simulation [2] offers fast 
cost-effective verifications and eludes the jeopardy of 
incidents for hundreds of microcontrollers employed in 
the electric vehicle (EV) electronics. Such HIL simula-
tions are usually initiated after series of software-in-the-
loop (SIL) simulations without any prototypes of the EV 
components. In order to avoid delays on an EV devel-
opment process between the different SIL simulations 
and the realistic HIL simulations with the autonomously 
operating prototypes in an EV in different levels of de-
velopment stages, a RTS must be capable of interfacing 
to and interoperating with hundreds of autonomously 
operating models and prototypes under the sufficiently 
flexible environment. Thus, capability of a wireless RTS 
for the diverse HIL simulations contributes in the devel-
opment of electronic components of an autonomous 
electric vehicle (AEV). Developers swiftly test the proto-
types at the different levels of development and discover 
a breakthrough with a series of the interoperable HIL 
simulations. The proposed interoperable RTS (iRTS) 
platform has been developed in order to successfully 
utilize the iRTS in AEV electronics research.  

Various embedded components and systems have 
been employed into transportation systems, which still 
need to provide more systematic assistance to operators 
of the driving systems than current human-initiated sys-
tems. For instance, a drowsy driver must be alarmed by a 
safety subsystem installed in the vehicle. Furthermore, 
the current and next generations of the autonomous vehi-
cles must be well equipped with various sensor systems 
[6] integrated with microcontrollers in order to lead the 
tendency for the future autonomous transportation sys-
tems. Accordingly, an autonomous driving model for 
real-time simulation has been studied. The operations of 
an autonomous driving prototype were controlled by the 
routing path selection (RPS) algorithm [3]. There are 
various similar algorithms [4]. The presented research 
work was applied for several aspects of automated-
assistance, including driving circumstance, such as 
weather and traffic, road condition and structural fea-
tures, and driver’s condition, including driving time and 
distance. Verification of both software and hardware 
components and an integrated system is another im-
portant aspect in succeeding in the proposed research. 
Therefore, the iRTS was developed for evaluating the 
proposed concept and for extending the capability of the 
existing RTS. The extended iRTS is expected to offer 
that of a real prototype capable of running outside of the 
iRTS while running a few virtual prototypes on FPGA 
and executing software models concurrently in the iRTS.  

Section 2 reviews applications and features of real-
time simulations. Section 3 describes the architecture 
and operation of the iRTS. Section 4 expresses evalua-
tion of the iRTS integrated to an EV model and proto-
type via a wireless interface for the rapidly extensible 
HIL simulations. The evaluation results and analysis of 
the iRTS for the AEV are also described in Section 4. 
Section 5 concludes the proposed work. 

II. Related Work 
An efficient and perceptive simulation environment is 
required to allow for quickly discovering and evaluating 
alternative design and control strategies [5]. In particu-
lar, an efficient management including model integra-
tion, input/output (I/O) allocation, accurate execution, 
and systematic test creation is one of the key parts for 
the successful utilization of the RTS. Professional RTSs 
have been utilized in order to provide adequate interfaces 
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Figure 1. Organization of iRTS for the SIL/HIL Simula-
tions with the AEV Prototype 
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for various aspects of software and hardware models, I/O 
allocations, and test analysis. Other application-specific 
RTSs were developed for different applications, such as 
the electric control unit in EV [5], fuel cell in hybrid EVs 
[7], electric and hydraulic systems in avionics [8], and 
power electronic system [9]. 

In general, HIL simulation becomes crucial for the 
systems that require comprehensive evaluations under 
realistic conditions with real-time constraints. The HIL 
simulation [10] not only offers cost-efficient, fast verifi-
cations, but also avoids or at least mitigates risks of con-
tingency situations for microcontrollers in the systems. 
The HIL simulation permits models of a part of the sys-
tem to be simulated in real time with the actual hardware 
of the remainder of the system. In order to integrate 
models and real hardware together, various I/O interfac-
es generally provide analog-to-digital and digital-to-
analog conversions (ADC/DAC), voltage conversions 
for different digital signaling, and signal conditioning 
equipment. More specific HIL simulations, such as con-
troller HIL simulation for rapid controller prototyping 
and power HIL simulation with transferring real power 
to the hardware system, are discussed in [11]. Thus, the 
HIL simulation capability in RTS is instrumental in the 
development of EV. Developers promptly test the EV 
platform, evaluate the control strategy, and discover a 
breakthrough with the HIL simulation.  

As the number of RTSs has been utilized in indus-
try, academic version of RTSs [12, 13] are expected to 
embrace specific features including meaningful and rele-
vant experience without being limited by laboratory 
equipment, user-friendly interfaces with increasing so-
phistication, the flexibility for continuous expansion, and 
preferred cost-effectiveness. A cost-effective academic 
RTS with SIL/HIL capability has been developed in or-
der to successfully utilize the RTS in academia, especial-
ly for different disciplines including Power Electronics, 
Electric Drives, Embedded Systems, and Communica-
tions. 

III. Development of  iRTS 
Unlike an EV model running on a RTS in the previous 
practice, the autonomously operating AEV interacts with 
concurrently operating functions in the presented real-
time simulation environment. The iRTS environment is 
capable of interfacing wirelessly to the AEV. In order to 
enhance the autonomously operating capability of the 
AEV, the dynamic motion detection system detects mov-
ing objects and obstacles from its surrounding environ-
ment and communicates with the iRTS located in a re-
mote location via a wireless network channel. Therefore, 
researchers and developers can exercise their algorithms 
programmed in either the AEV or the RTS under the 
numerous road conditions and surrounding driving cir-
cumstances for collecting critical information to improve 
the capability of autonomously driving an AEV. In addi-

tion, the HIL simulation performing on the presented 
iRTS can offer sufficient flexibility for further extension 
via an FPGA integrated in the iRTS.   

3.1. Organization of  iRTS 
Figure 1 illustrates an organization of the iRTS. Four 
primary modules of the iRTS are operable for (1) model-
ing SIL models and analyzing simulation results with 
multiple consoles; (2) performing SIL/HIL simulations 
on RTOS (i.e., QNX 6.5) and interfacing HIL mod-
els/AEV prototype and consoles; (3) modeling HIL 
models with FPGA and interfacing to the AEV proto-
type; and (4) controlling the SIL models and the AEV 
prototype. In particular, iRTS is remotely accessible by 
multiple consoles, where SIL models are developed in 
Simulink/C and simulation results are received and ana-
lyzed via a 100M bps IEEE 802.3u channel and/or a 
52M bps IEEE 802.11g Wi-Fi.  A series of control bit 
streams from a driving unit is decoded in a console can 
be transmitted to iRTS for dynamic and remote control 
of the AEV prototype. This feature will be added to the 
current iRTS. The bit streams are already decoded. The 
AEV prototype can be accessible via the wireless mod-
ule integrated with the FPGA module. In addition, the 
FPGA module provides different HIL models written in 
VHDL, including a PWM generator and a motor control 
unit, interoperating with SIL models running in the iRTS 
via a peripheral component interconnect (PCI) interface 
[16] and the AEV prototype via wireless communication 
channel.  

3.2. Internal Organization of  iRTS 
The iRTS is a multi-core (i.e., Intel Core i7 Quad Core 
Processor 870 with the VT (2.93GHz, 8M)) computer 
executing a real-time operating system (i.e., QNX 6.5). 
The iRTS also contains a PCI card for the HIL simula-
tion. Figure 2 shows an organization of the iRTS. The 
four cores with double thread per core are scheduled to 
execute the distributed tasks in parallel on the real-time 
operating system. The iRTS performs both SIL and HIL 
simulations. In particular, the iRTS provides a hardware-
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(a)                                    (b) 

Figure 4. Dynamic Virtual Interfaces in the iRTS for 
HIL Simulations: (a) Analog/Digital I/O Diagnostic 
Tool and (b) Shared Memory Configuration Tool 

Figure 2. Internal Operations of iRTS for the SIL/HIL 
Simulations with the AEV Prototype: Up to eight threads 
(i.e., up to six SIL models and two HIL models/ interfac-
es) concurrently execute via a shared memory 
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Figure 3. Operation of iRTS for the HIL Simulation  
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interface task to process and establish the hardware I/O 
for the HIL simulation via the installed PCI card which 
is capable of processing analog/digital I/Os. The rate of 
the interface task is dependent upon the rate of the fastest 
software model executing on the simulator. Threads 1 to 
4 in core 1 and 2 are allocated for the SIL simulation. 
Core 3 interfaces to the wireless HIL interface and addi-
tional SIL simulation. Core 4 interfaces to the PCI for 
the HIL simulation and processes the socket server and 
communication with the console. 

3.3. Operations of  iRTS 
Figure 3 illustrates the operation flow of the iRTS plat-
form. The iRTS operates as a server, which can support a 
plurality of the user interface modules to initiate HIL 
simulations. The iRTS operation procedures are: (1) 
launching threads to service the user interface requests; 
(2) automatically compiling the C models and configura-
tions received from the user interface module; (3) gener-
ating the executable models and configurations; (4) initi-
ating the simulation of the models according to the con-
figuration upon receiving a simulation start request from 
the user interface module; (5) generating a set of parti-
tions to assign the different tasks to the available threads 
in the cores according to the partitioning scenarios built-
in the iRTS; for instance, iRTS dynamically distributes a 
thread for the HIL simulation, another thread for manag-
ing current simulation, and the remaining thread for the 
SIL simulation; for instance, up to four software models 
run concurrently on the four threads or more than five 
software models can be virtually executed in parallel by 
sharing the same thread in different scheduled time while 
a remaining thread monitors core usage, dynamic task 
distribution and scheduling, and output management; (6) 
establishes virtual I/Os of concurrently operating 
threads; for the HIL simulation, a dedicated thread is 

assigned to access the PCI card for exchanging signals to 
the VHDL/Verilog models running on the FPGA module 
and/or additional HW prototypes via the hardware inter-
face module; and (7) continuously communicates simu-
lation outputs to the user interface module via a client-
server socket-based 100 Mbps Ethernet connection as 
the communication layer with the socket-based architec-
ture, which  resolves the overhead of FTP (e.g., maintain 
the IP addresses of clients); this allows providing flexi-
bility in any model to be executed on iRTS without any 
modification to the communication layer by transmitting 
custom XML messages to the user interface module. 

3.4. Interface of  iRTS 
To deliver the output from a model to an input of the 
same and/or other model, the iRTS provides a dynami-
cally configurable virtual interface, which is a flexible 
shared memory scheme to support seamless configura-
tion for various real-time simulations. In addition, the 
contents of the shared memory are transmitted periodi-
cally to the user interface module for processing and 
analysis of the simulation outcomes. The iRTS also 
saves the same data as a precaution. Figure 4 illustrates 
an example of the dynamically configurable virtual inter-
face for a HIL simulation. ‘N’ number of the software 
models connect to the shared memory region for inter-
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Figure 5. Architecture of the DMD System for iRTS 
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facing to each other models including the external hard-
ware models in the FPGA module and the AEV proto-
type via wireless connections. In particular for the HIL 
simulation with the external hardware, the analog and 
digital I/Os are interfaced to the configured shared 
memory locations at the specified frequency in the HIL 
simulation configuration. The diagnostics screen seen in 
Figure 4 (a) captures the interface signal values sampled 
by ADC and DAC in the PCI for verification of the HIL 
simulation interface. A diagnostic tool was configured 
via the configuration tool shown in Figure 4 (b) before 
monitoring analog and digital I/Os measured by the 
iRTS via the PCI. 

IV. Design of a Dynamic Motion Detection 
(DMD) System for an EVA 

A car may be integrated with thousands of assembly 
parts, and the design for each part becomes more and 
more complicated. Many practical issues that include 
dynamically changing road conditions and driving cir-
cumstances are difficult to resolve via traditional meth-
ods. Sometimes, there are significant gap between the 
experimental results and the expected results during the 
field tests. In addition, the development cycle of auto-
mobile production, including unit design, trial produc-
tion, local test and vehicle test, influences the entire de-
velopment process. To solve these problems, real-time 
simulation-based prototyping becomes popular in the 
automotive industry [14, 15]. 

We have implemented the RPS algorithm to the 
DMD system, which enables to autonomously driving an 
EV prototype. Initially, the EV simulation model was 
developed and running on the iRTS. Then, a speed con-
troller and other time sensitive components were trans-
formed to parts of hardware models that integrated with 
the remaining simulation models of the EV. This transi-
tion permits us to identify the simulation error between 
SIL and HIL simulations. The HIL simulation is still 
limited the further evaluation of the EV prototype, in-
cluding embedded software testing. Thus, an AEV proto-
type has been developed for test various application 
hardware and software that can be interoperable between 
components installed in the AEV prototype. Therefore, 
the AEV prototype provides a means to monitor behav-
iors of the embedded system integrated on the AEV pro-
totype via rapidly exercising different algorithms availa-
ble. In addition, wireless capability enhances flexibility 
and remote accessibility of the DMD system and the 
iRTS interface for performing the HIL simulations under 
the realistic test conditions. 

The DMD system comprises of a wireless device in-
stalled on a movable sensor module and another wireless 
device installed on an FPGA-based hardware interface 
module [17]. Thus, the DMD system not only detects 
moving objects and obstacles, but also measures the dis-
tance between the objects/obstacles and the AEV proto-

type. The AEV prototype is capable of driving all four 
wheels independently. The AEV can hold multiple con-
trollers, sensors, and radio frequency modules, and so 
forth. An ultrasound sensor module or an image sensor 
was installed on the AEV prototype for testing and de-
veloping algorithms related to the DMD system.  

In order to cover a certain range of detection angle, 
the ultrasound sensor and image sensor modules are able 
to trace a single or multiple moving objects and obsta-
cles. A servo module was introduced for spinning the 
sensor modules according to the driving speed of the 
AEV prototype. The servo module spins ±90º or ±45º 
depending on the AEV speed and the measured distance 
between the objects/obstacles and the AEV. The sensing 
data transmitted to and processed by a microcontroller, 
which is also interfaced with a wireless transmitter. The 
DMD system, then, is operated by the RPS algorithm 
programmed to the microcontroller. 

A wireless module consisting of a pair of a transmit-
ter and a receiver is built using two IEEE 802.15.4 mod-
ules. A data processing module is implemented with a 
microcontroller board. An associated interface system 
for the HIL simulation is designed with an FPGA. Any 
message generated for visual monitoring of the HIL sim-
ulation of the AEV prototype is transmitted to a VGA 
monitor connected to the console via a serial communi-
cation hardware implemented in the FPGA. The over-
view of the DMD design and key embedded hardware 
modules are illustrated in Figure 5. The generation of 
sampling data, wireless communication, and data/image 
processing are executed by the modules shown in Figure 
5. The DMD system was designed as modular design 
architecture for offering the highest possible flexibility 
and compatibility with further extension. Three identi-
fied hierarchical layers convince for users to intuitively 
identify their embedded systems to apply to the proposed 
iRTS without spending time and resources to perform 
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Figure 6. Evaluation of iRTS Operation Procedure with 
Console during the HIL Simulation: (a) Configure Mod-
els; (b, c, & d) Allocate Models to Cores (e) Configure 
Simulation Result, (f & g) Establish a Server-Client Con-
nection for Transmitting the Results 
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Figure 7. Evaluation of iRTS Operations after the HIL 
Simulation: (a) Analysis of Operational Times; (b) Refer-
ence Clocking; and Execution Timing Analysis for (c) 
Speed Controller, (d) Current Controller, and (e) DC Mo-
tor subsystems 

accurate HIL simulation of their simulation models, 
hardware components, and even prototypes.  

V. Evaluation of the HIL Real-time Simula-
tions with the iRTS 

The iRTS evaluation has been performed for testing 
socket-based communication between the console and 
the iRTS via a wire (i.e., IEEE 802.3b) and a wireless 
(i.e., IEEE 802.11g) connections. Once the connection is 
established, models are transferred from the console to 
the iRTS. Once receiving the models, the iRTS launches 
a model management application, the iRTS manager, to 
deploy the necessary models. For instance, the HIL sim-
ulation performed with four models, including three SIL 
models—the modified speed controller, the current con-
troller, and the DC motor, and the PWM virtual proto-
type implemented to FPGA. Since the PCI-based hard-
ware interface is already assigned to a core, the PWM 
virtual prototype is not assigned to the core again. 
Thereby, three model acknowledgements are captured in 
Figure 6 (a). The iRTS manager configures all three SIL 
models’ runs and then collects the simulation results in 
every 50 μsec for 100 simulation cycles as seen in Fig-

ure 6 (b), (c), and (d). In the meantime, the console must 
run a java application for dynamic plotting the HIL sim-
ulation results on the console screen. In order to execute 
the HIL simulation on the iRTS, another application, the 
iRTS dumper, must be launched. As seen in Figure 6 (e), 
the iRTS dumper initiates HIL simulation for 10 seconds 
and stores the simulation results to the output file, *.csv. 
Figure 6 (e) also shows that the iRTS dumper generated 
500,000 samples during the 10 second HIL simulation. 
The HIL simulation results in the output file, *.csv, are 
transmitted to the console through the dedicate port on 
iRTS server (i.e., 2108). Figure 6 (f) illustrates the re-
sults were transmitted to the console for 3.822760 sec-
onds. On the console side, IP address of the iRTS is used 
for creating a socket to communicate. This procedure 
completes a server-client connection between the iRTS 
and the console. 

The results of determining the access time of the 
shared memory, PCI, and ADC in the PCI are shown in 
Figure 7 (a). The amount of time to access the shared 
memory is an average of 0.1486 μs. The time access the 
PCI is an average of 1.7889 μs, due to the bus used to 
access the PCI. The ADC in the PCI was identified as a 
critical path with an average of 13.2093 μs delay, which 
limits the faster model execution for the HIL simulation. 
Figure 7 (b) proves that the resolution of the real-time 
clock on the iRTS is set to 10 μs. Since the most reliable 
time to consistently operate at the same timing interval 
was identified as 50 μs, the model execution on the iRTS 
operates at a 50 μs for the real-time HIL evaluation. 

In addition to measuring the hardware and shared 
memory access time, the execution time of the SIL mod-
els were measured to verify that the models are capable 
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of executing within the 50 μs step time boundary. Figure 
6 elicits the execution time measurement results. The 
times shown in the figures are the results of the differ-
ence between the real time clock at the beginning of the 
model step and after the model step was completed. The 
idle time for each model was also measured to account 
for the total execution time for each time step. 

The results illustrated in Figure 7 demonstrate that 
the 50 μs step time is a viable step time due to no model 
requiring more than 7 μs to complete a time step. Figure 
7 (a) illustrates that the speed controller requires an av-
erage of 792 ns to complete a time step. Figure 7 (b) 
clarifies that the current controller requires an average of 
631 ns to complete a time step. Figure 7 (c) proves that 
the DC motor requires an average of 6158 ns to complete 
a time step, which is the largest time step, but well under 
the 50 μs time step utilized by the iRTS manager for 
scheduling the model execution time. 

VI. Conclusions 
An iRTS platform for AEV is introduced for rapid and 
intuitive management and accurate real-time environ-
ment for research and education. The iRTS platform is 
also capable of executing both SIL and HIL simulations. 
In addition, the iRTS platform for developing AEV pro-
totype is introduced. The proposed platform efficiently 
manages distinct hardware models and physical compo-
nents on an AEV prototype throughout a hierarchical 
design procedure. In particular, the iRTS offers wireless 
capability for users to interconnect various embedded 
hardware components and software applications to the 
AEV prototype via additional wireless connections. A 
preliminary version of the MDM system is developed by 
integrating external embedded hardware modules inter-
faced to the iRTS platform without wire. In particular, 
the proposed iRTS efficiently schedules, distributes, 
interfaces, and simulates under developing software and 
hardware models on top of the AEV prototype. Further-
more, the iRTS provides sufficient wireless connections 
to multiple hardware prototypes via standardized wire-
less communication protocols. The HIL simulations of 
the AEV satisfy real-time constraints, such as 0.3% HIL 
simulation error, 7 μs HIL simulation time resolutions, 
and 2.5x acceleration speed of the motor control.  
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Abstract—Functional verification is a critical and time- 

consuming task in complex VLSI designs. There are two 
main challenges to functional verification: the first is to 
insure that the input stimulus can control the function spots 
inside the design and the second is to insure that the errors 
can be observed at the design output(s). Over the years, 
assertion-based verification techniques have been playing a 
more important role as part of functional verification 
methodologies. In this paper, we provide an overview of 
concepts, benefits, languages, and applications of assertion-
based verification.  

Keywords—Design verification, assertion-based 
verification, assertion languages.  

I.  INTRODUCTION  
It is a fact that VLSI designs are getting increasingly more 

complex as times goes on. To maintain a competitive edge in 
marketplace, designers are packing even more logic gates 
onto a single chip. Typically, such complex design is formed 
by integrating reused blocks or IPs. Such reuse would lead to 
a greater challenge in verification. Those blocks function 
correctly in old designs, but may fail to work when integrated 
together. The new design may violate the assumptions of the 
reused blocks. To insure that new designs meet the specified 
requirements, any design violations must be found and 
corrected by verification.  

To address the functional verification challenges, 
Assertion-Based Verification (ABV) has become a 
mainstream methodology [1]. ABV benefits from both 
theoretical research on formal methods and industrial practice 
in hardware verification as well as software engineering. 
ABV provides new capabilities in finding bugs, and of most 
importance, fits well with existing design and verification 
flows. With assertion languages standardized and well 
supported by verifications tools, assertions can bring 
immediate benefits to most verification projects.  

The paper is organized as follows. In the sections II, we 
clarify some basic concepts used in design verification. In 
sections III, we explain benefits and effects from assertion-
based verification. In section IV, we introduce three 
assertion-based techniques and compare their coverage and 
quality of verification. In section V, we mainly focus on how 
to implement ABV in the hardware design process. In the 
final section, we conclude the paper. 

II. BASIC CONCEPTS 

A. Linear Temporal Logic (LTL) 
In theory, properties are often written as formulas of 

linear-time temporal logic (LTL). In LTL, one can encode 
formulas about the future of paths, e.g., a condition will 

eventually be true, a condition will be true until another fact 
becomes true, etc.  

In typical hardware design, there is usually a special 
signal called the clock. The entire system synchronizes its 
actions along with the clock. Since synchronous design can 
be modeled as Kripke structures (a formal semantics 
representing logic systems), researchers often wrote 
specifications in LTL in the early 1980s to express properties 
such as “hit this state when you receive that signal”. Their 
basic idea is to consider signals as atomic propositions and 
simulation waveform as structures, and thus relations of 
signals over clocks can be expressed by LTL formulas.  

B. Formal Verification 
Formal verification is the act of proving or disproving the 

correctness of intended algorithms underlying a system with 
respect to a certain formal specification or property, using 
formal methods of mathematics. One approach and formation 
is model checking. This method automatically translates a 
hardware design into symbolic representations of a set of 
structures and then proves interesting properties of the design. 
Another approach is deductive verification. It consists of 
generating from the system and its specifications (and 
possibly other annotations) a collection of mathematical proof 
obligations, the truth of which imply conformance of the 
system to its specification, and discharging these obligations 
using either interactive theorem provers, automatic theorem 
provers, or satisfiability modulo theories (SMT) solvers. The 
growth in complexity of designs increases the importance of 
formal verification techniques in the hardware industry.  

C. Assertion-based Verification (ABV) 
Assertion-Based Verification is a methodology for 

improving the effectiveness of a verification environment. 
Designers use assertions to capture specific design intent and, 
either through simulation, formal verification, or emulation of 
these assertions, verify that the design correctly implements 
that intent.  

III. ADVANTAGES AND INFLUENCES OF ABV 

A. Weakness of the traditional verification methods 
Coverage-driven verification is a verification 

methodology in which coverage planning precedes the rest of 
the verification process [2]. In this method, test vectors are 
used to find the errors in the design. The method can notify 
the designers that there exist bugs in the design (without 
information about their location). Designers have to look into 
the entire system and trace waveforms cycle by cycle in order 
to find where the bug is located.  

B. Advantages of ABV 
1. Verification efficiency: Assertions can be verified by 

different checking tools both in formal verification or 
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simulation environments. This improves the verification 
quality of many corner cases without stopping or fixing 
the existing problems. 

2. Observability and controllability: In the traditional way 
any design is verified via the use of a simulator with the 
help of test bench and input stimuli. In order to identify 
a bug in the design, it is required to generate a proper 
input, which will also propagate the wrong value to the 
output port of the system from the position of the actual 
problem. This is commonly known as the Black-Box 
Verification. The assertion-based verification catches 
the wrong output at the point of its occurrence and 
reports the error. In this way it not only improves the 
observability of the system but also improves the 
overall controllability over the system via reducing the 
search area for finding out the cause of the bug. This 
requires the use of White-Box Verification. 

3. Modules compatibility: The key concern in integration 
test is the trade-off between testing costs and testing 
quality. If verification engineers integrate a large 
amount of modules at one time, it is hard to do a 
complete test, and more importantly, it is hard to locate 
bugs. In nowadays IC design process, a complex design 
is usually composed of different modules developed by 
different designers. So, it is necessary to monitor the 
interfaces between modules. Assertions can verify the 
compatibility of all the modules by checking the 
properties of interfaces. 

4. Reusability: Like modules reusability, assertions and 
coverages themselves are reusable. Different designs 
may share the same modules and interfaces. So the 
properties on interfaces can be checked with the same 
assertion checkers. 

C. Influences of ABV 
1. Functional verification plays more and more important 

role in complex VLSI design, especially for the 
detection of potential bugs in interfaces among different 
modules. Assertions allow the verification engineers to 
define design properties in higher description level, and 
this is more concise and natural than hardware 
description languages. And since assertions are used in 
the design process, we could start the formal 
verification in an early state. 

2. Properties that are defined by assertions can be reused. 
This is the case since there is no necessary relationship 
between assertion description and implementation. So 
the user can easily reuse those properties descriptions in 
various designs. 

3. The coverage analysis in traditional verification 
methodology is based on line coverage. The ABV 
methodology includes functional coverage properties 
(A functional coverage property is true if certain 
functionality has been exercised by a test). 

IV. STANDARD ASSERTION LANGUAGES AND CHECKERS 
The most common standard assertion languages are the 

SystemVerilog Assertions (SVA) and the Property 
Specification Language (PSL).  These languages are available 
to capture the functional specification of the design including 
assumptions, obligations, and invariants. The Open 
Verification Library (OVL) is not a language but a library of 
predefined checkers written in VHDL or Verilog. 

A. SystemVerilog Assertions (SVA) 
SystemVerilog adds features to traditional Verilog to 

specify assertions of a system. Also, assertions can be used to 
provide functional coverage and generate input stimulus for 
validation. There are two kinds of assertions: immediate and 
concurrent. To ensure the integrity of the program, 
SystemVerilog also provides the bind function in an 
assertion, so we can bind the assertion module with design 
modules. 

a) Immediate assertions: An immediate assertion is a test 
of an expression performed when the statement is executed in 
the procedural code. The expression is non-temporal and 
treated as a condition similar to an “if statement”.  Its basic 
syntax structure is shown in the Fig.1. The expression here is 
a boolean variable. When it is equal to X, Z or 0, the assertion 
module will report errors. 

 

 
Fig.1. Immediate Assertions [5]. 

 
b) Concurrent Assertions: A concurent assertion 

describes behavior that spans over time. The basic syntax is 
shown in Fig. 2.  In a concurrent assertion, evaluation is 
performed only at the occurrence of a clock tick. An 
expression used in an assertion is always tied to a clock 
definition. The sampled values are used to evaluate value 
change expressions or boolean subexpressions that are 
required to determine a match of a sequence. The keyword 
property distinguishes a concurrent assertion from an 
immediate assertion.  

c) Bind: In order to separate design and verification 
conveniently, SVA provides Bind function. That means one 
can write all the assertion he or she wants to write in a 
separate file and using bind, he or she can bind the ports of 
his assertion file with the port/signals of the RTL in his 
testbench code. A bind feature can be used in module, 
interface and compilation unit scope. Thus we can achieve 
the following: 
• Even if the design code has been slightly changed, 

verification engineers can verify the design based on the 
original environment. 

• The verification IP can be easily and quickly added to a 
submodule. 

• There is no need for a syntax change for the assertions 
inside property function, which ensures the stability and 
reliability of the program. 

d) SVA checker library: the library consists of two parts: 
• SVA consists of checkers that have the same behavior 

and controls as those in the Open Verification Library 
(OVL). These checkers have additional features such 
as coverage. 
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• SVA advanced checkers contains checkers that 
generally verify more complex behaviors. These have 
similar controls to the OVL checkers, but, in addition, 
they allow selecting the sampling clock edge(s), 
posedge or negedge. Coverage is also provided. 

 

 
Fig. 2. Concurrent Assertions. 

B. Property Specification Language (PSL) 
PSL is a separate language specifically designed to work 

with many HDLs and their expression layers [12]. As a result, 
PSL cannot be written directly as a part of any HDL. 
However, PSL properties can be attached to HDL models 
using binding directives, and tools can support PSL inclusion 
in HDLs. One of the domains addressed by PSL is that of 
system verification. A good number of system design houses 
(e.g. IBM, Intel) employ this pre-RTL methodology, where a 
high-level description of the system is modeled in an FSM 
form and verified against the architectural requirements [6]. 
PSL provides special support for this powerful verification 
methodology using the GDL (Generic Definition Language) 
flavor. A different application of PSL will be its extension to 
analog and mixed signal domains. A working group 
sponsored by the EU is presently pursuing the definition of 
such extensions to PSL [7]. Yet another pressing application 
is the verification of asynchronous designs, and work on 
extending PSL to support such design style is underway. It is 
conceivable that more domains, applications and language 
flavors for PSL (which by design is flavor-extendible) will 
come up in the near future. One such creative application of 
PSL is its use for aerospace control applications; an earlier 
one (where the base Sugar [13] language was actually used) 
is for validation of railway interlock protocols.  

PSL provides the capability to write assertions that range 
from system-level in various kinds of systems, and down to 
RT level. PSL has a structure of multiple abstraction layers 
and a rich set of operators that can be used at different levels 

of abstraction. The low-level layer of PSL, which governs the 
application domain, can be easily adjusted to many 
applications and design languages. Moreover, the application 
layer can be even extended or replaced by a different layer to 
support new applications. In summary, PSL is a multi-
purpose, multi-level, multi-flavor assertion language. In 
contrast, SVA is tightly connected to the SystemVerilog 
language. 

C. Open Verification Library (OVL) 
The OVL is composed of a set of assertion checkers that 

verify specific properties of a design [14]. These assertion 
checkers are instantiated in the design establishing a unifying 
methodology for dynamic and formal verification. OVL 
assertion checkers are instances of modules whose purpose in 
the design is to guarantee that some conditions hold true. The 
syntax of every Assertion checker consists of one or more 
properties, a message, a severity and coverage. 

• Properties are design attributes that are being verified 
by an assertion. A property can be classified as a 
combinational or temporal property. 

• A line of Message is a string that is displayed in the 
case of an assertion failure. 

• Severity indicates whether the error captured by the 
assertion library is a major or minor problem. 

• Coverage indicates whether or not specific corner-case 
events occur and counts the occurrences of specific 
events. 

Assertion checkers address design verification concerns 
and can be used as follows to increase design confidence: 

• Combine assertion checkers to increase the coverage of 
the design (for example, in corner-case behavior or 
interface protocols). 

• Include assertion checkers when a module has an 
external interface, in which case, the assumptions on 
the correct input and output behavior should be guarded 
and verified. 

• Include assertion checkers when interfacing with IP 
modules, since the designer may not be familiar with 
the module description as it may be an IP core used for 
re-use, or may not completely understand the module, 
in which case, guarding the module with OVL assertion 
checkers may prevent incorrect use of the module. 

OVL assertion checkers are partitioned into the following 
checker classes: 

• Combinational assertions:  the behavior is checked with 
combinational logic. 

• 1-cycle assertions: the behavior is checked in the 
current cycle.   

• 2-cycle assertions: the behavior is checked for 
transitions from the current cycle to the next.   

• n-cycle assertions: the behavior is checked for 
transitions over a fixed number of cycles. 

D. Comparison 
All the languages have similar ability to express 

assertions. However, they still differ in terms of finer details 
and in their support mechanisms in various tools. A 
comparative look at the support for assertions between OVL, 
PSL and SystemVerilog is shown in Table 1.  

As described earlier, OVL is designed as a library 
comprising a set of predefined modules, which can be 
instantiated within the design to get the desired assertion 
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effect. As it is not an enhancement of any language, this 
library based mechanism has both syntactic and semantic 
limitations. The assertion statements are basically module 
instantiation where the actual definition of the assertion is 
written in the module. So the future enhancement of the 
assertion feature will be limited to only the addition of new 
port and parameter and also it is not very easy to understand 
the meaning and usage of these ports and parameters without 
the help of the language reference manual. 

 
Table 1. Comparison of assertion techniques [5]. 

Parameters SVA PSL OVL 
Property declaration Y Y Y 

Property check Y Y Y 
Constraint specification Y Y N 
Sequential mechanism Y Y Y 
Functional coverage Y Y N 

Clock synchronization Y Y Y 
Immediate assertion Y N N 
Declaration assertion Y Y N 

Program assertion Y N Y 
Built-in function Y Y N 
Implementation  Easy Easy Not easy 

 

PSL, on the other hand, is a totally different language. It 
was not easy to directly encapsulate the whole language 
within Verilog and though it is permitted to use the PSL 
constructs directly in the RTL code, it is always used by lot of 
people using pragma mechanism (as an embedded comment 
that starts with “PSL”) to keep the RTL design tool 
independent of the assertion support. 

SystemVerilog is defined as an extension of the Verilog 
language including the features of assertion and functional 
coverage. This would help both the designers and the 
verification engineers to write tool independent design and 
verification modules in the same language without adding 
any tool specific pragma or semantics. And moreover this has 
made both the modules understandable to everyone. It is a 
pure HDL where both the Hardware Description and its 
associated Verification specification (read “design intent”) 
are covered together. 

V. APPLICATIONS 

A. Verification hot spots 
Verification hotspots [16] are areas of concern within the 

design that are difficult to verify using traditional simulation-
based methodologies. A verification hot spot is typically 
difficult to verify because it contains a great number of 
sequential states; it is deeply buried in the design, making it 
difficult to control from the inputs; it has many interactions 
with other state machines and external agents; or it has a lot 
of the above characteristics. Therefore, a verification hot spot 
cannot be completely verified by simulation alone—the 
amount of simulation and the difficulty of creating a 
sufficient input vector set are simply prohibitive. 

The value of a verification hot spot solution is that it 
captures and makes explicit the knowledge of how to 
effectively use formal verification and simulation together to 
fully verify a section of logic [3]. In this way, the expert 
knowledge of one user can be transmitted to others. This 
knowledge includes such items as how to capture the right 
assertions for a verification hot spot; what mix of formal and 
simulation analysis is appropriate; what input constraining 
methodology is effective for the verification hot spot; what 

metrics need to be measured and what the metrics goals need 
to achieved. 

a) Resource logic control: Computation resources, system 
on-chip buses, inter-connections, buffers and memories are 
logic structures usually controlled by arbiters and complex 
control logic. When creating directed tests for the design, 
verification researchers tend to focus on the high-level 
specifications. They seldom stress the corner cases of these 
resource control logic, as a result, some problematic scenarios 
are not observed. 

Properties: 

• Ensure the requests are generated correctly based on the 
mask, the weight, the credit scheme and so on. This is 
done by using procedural descriptions to generate the 
“glue logic” associated with the corresponding 
assertions. 

• Ensure the arbitration scheme is correct. For 
straightforward arbitration schemes (such as round-
robin, priority, least-recently-used and so on) the arbiter 
checker from an assertion library can be used directly. 

• Ensure the resource (bus, inter connect, memory) is 
addressed by only one master at a time. This can be 
done with an assertion language or with the mutex 
checker from an assertion library. 

• Ensure the resource is de-allocated before it is allocated 
again. Semaphores lock and release the common 
resources that do not allow multiple simultaneous 
accesses. Such locks should be set before an access. 

Methodology: 

If the design is well modularized (i.e. the targeted control 
logic is self-contained), formal model checking can be 
applied early even before the simulation environment is 
ready. 

In a typical system, resources can be requested at any 
time and allocated in any sequence. Verifying all possibilities 
with simulation is tedious (if not impossible). Alternatively, 
by capturing the environmental assumptions as assertions, 
formal model checking can analyze exhaustively all possible 
scenarios and detect any potential resource conflict. Once the 
system simulation environment is ready, these assumptions 
can be validated in the system environment. 

b) Design Interface: Inter-module communication and 
interface protocol compliance are infamous for causing a lot 
of verification failures. When design teams first integrate all 
the blocks together for chip-level simulation, the blocks 
usually fail to “talk” with each other. To catch this problem 
early, assertion-based protocol monitors are added to 
instrument the on-chip buses and the standard and common 
interfaces. 

Properties: 

• Ensure the correctness of the protocol on all of the bus 
interfaces, especially when there are different modes of 
operation. As the popularity of standard assertion 
languages increases, more assertion monitors for 
standard bus interfaces become available. 

• Ensure the transparency of the interfaces. This property 
ensures that the interface does not lose transactions. For 
example, in a bus bridge design, transactions on the 
master interface should be reflected at the target 
interface. These requirements can be expressed with an 
assertion language using temporal properties. 
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Methodology: 

Monitors written with an assertion language can be used 
with both simulation and formal verification. In addition, 
assertion monitors track simulation coverage and statistics 
information, which provides a means for gauging how 
thoroughly bus transactions have been stimulated and 
verified. 

Assertion monitors are useful for verifying internal 
interfaces as well. Such interfaces have ad hoc architectures, 
so they are particularly prone to mistakes caused by 
misunderstanding and miscommunication. 

To validate the transparency of an interface, we must 
ensure that the transactions are interpreted and transferred 
correctly. Simulation with assertions can validate the one-to-
one mapping of the basic transactions. However, to be 
thorough, we have to ensure the illegal, error and retry 
transactions are also being handled correctly. 

c) Finite state machine: For verification purposes, we 
classify finite state machines (FSMs) into two categories: 
interface FSMs and computational FSMs. Interface FSMs use 
I/O signals with well-defined timing requirements. Examples 
of interface FSMs are bus controllers, handshaking FSMs and 
so on. Computational FSMs do not involve signals with 
explicitly defined timing requirements. Examples of 
computational FSMs are FSMs for flow charts, algorithmic 
computations, and so on. 

Properties: 

• Typically, specifications for interface FSMs are derived 
from waveform diagrams. So, it is crucial to ensure that 
the FSM samples the input signals within the time 
period correctly and the response signals are asserted 
within the output timing specification. It is natural to 
express these timing requirements with an assertion 
language using temporal properties.    

• Typically, specifications for computational FSMs are 
derived from control flow graphs, which are common in 
engineering documents and standard specifications. To 
improve performance and/or simplify implementation, a 
flow graph might be partitioned, flattened, re-timed or 
pipelined into multiple-FSMs. But, regardless of the 
performed optimization, they should still mimic the 
flow graph correctly. Implementing a control flow 
graph with assertions captures its specification in an 
“executable” from. These assertions then ensure all of 
the FSM’s decisions and transitions are made correctly. 
Such assertions can be implemented with a mix of 
procedural description and temporal properties. 

Methodology: 

During simulation, assertions monitor activities inside the 
design and provide information showing how thoroughly the 
test environment covers the design’s functionality. By 
capturing the properties of FSM using assertions, we can 
identify them easily, exercise them completely, and collect 
cross-product coverage information during the simulation 
process. In addition, the implementation of the FSM also has 
a direct affect on the effectiveness of verification. 

When several FSMs are interacting with each other, it is 
important to ensure that they do not get “trapped” in a corner-
case behavior. Formal verification can be applied to check 
this situation. However, formal model checking is not 
efficient with complex properties, which are unbounded. 
Hence, the high-level timing requirements of an FSM may 

have to be decomposed and captured within several 
assertions. 

d) Data Integrity: Devices such as bus bridges, DMA 
controllers, routers, and schedulers transfer data packets from 
one interface to another. Unfortunately, in a system-level 
simulation environment, data integrity mistakes are not 
readily observable. Usually, problems are not evident until 
the corrupted data issued. With ABV, assertions check the 
integrity of data along the entire data transfer path. A lost or 
corrupt data packet is detected immediately. 

Properties: 

• Ensure key registers (program counters, address 
pointers, mode/configuration registers, status registers) 
are programmed correctly and their data are never lost. 
Key registers contain “precious” data that must be 
consumed before being over-written. Assertions can 
ensure these registers are addressed, programmed and 
sampled correctly. An assertion language can capture 
the desired properties by probing into the registers 
hierarchically. 

• Ensure data going through a queue is not lost or 
corrupted. Data transferred through a queue must 
follow the first-in first-out scheme without any 
alteration. The best way to capture this property is to 
use an approach that mixes both an assertion language 
and an assertion library. The assertion language readily 
captures the enqueue and dequeue protocol conditions. 
Instead of manually creating the data integrity assertion, 
we use a data integrity checker from the CheckerWare 
assertion library. The checker ensures that: 

1. No more than n transactions are ever stored in the 
queue.   

2. No outgoing transaction is generated without a 
corresponding incoming transaction. 

3. Data written to the queue is not corrupted. 
• Ensure tagged data in the system are not lost or 

corrupted. In many designs (for example, data switches 
and routers), data are stored temporarily before being 
transferred. A tag is a handle on the data content. 
Structures that store and retrieve data can be verified 
using checkers (for example, the memory and score 
board checkers from an assertion library). The type of 
storage structure is not important. The objective is to 
ensure that the data stored in memory is not corrupted; 
the read/write ordering is correct and the address has no 
conflicts. 

Methodology: 

End-to-end simulation-based verification methodologies 
transfer many data packages so that many of the data integrity 
assertions are thoroughly exercised. However, simulation 
typically fails to stress test storage elements by filing up the 
FIFOs/memories. So, pseudo-random simulation 
environments should be guided by coverage information from 
the assertions. This can be done manually (by fine tuning the 
random parameters) or automatically (using an active test 
bench that monitors the assertions). 

To compound the issue, multiple queues and data streams 
might transfer and retrieve data at unpredictable intervals. 
Simulation alone cannot verify all of the corner-case 
scenarios; there are simply too many of them. So, formal 
model checking is used to target the remaining data integrity 
assertions. It can explore al legal combinations of transfer 
events to ensure the data are never corrupted. When we 
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examine the bugs found with this methodology, they are all 
related to complex combinations of events initialized by 
different data transfers. 

B. Simulation based SVA verification of UART 

The work presented in [15] summarizes seven steps of formal 
verification planning process, which are demonstrated by 
Harry Foster [17]. Because of the disadvantages of formal 
verification, simulation is still the main method to do 
functional verification currently. To apply this method in 
simulation-based verification, we simply reduce and adjust 
this method to five steps as follows [4]: 

• List design interfaces. 
• List the inside functional spots. 
• List verification requirement for interface. 
• Formalize the properties with SVA. 
• Define coverage spots. 

Following the five steps above, we can easily find the 
design errors from the waveform window or just from the log 
file of the simulation. When it comes to using the SVA to 
describe the desired properties, it is quite easy to debug those 
errors. This is because every individual assertion has a unique 
name, and we usually embed those assertions into different 
locations of the source code. By examining the log file, we 
can find both which assertion fails and the exact location of 
this assertion in the source code. The assertion is close to 
where the error occurs, thus we can easily find and debug this 
error. Further, assertions usually are just used in simulation 
and do not make up hardware resource, therefore we just add 
as many assertions as possible into the design. 

To investigate this method in real designs, we approach it 
in the functional verification for an RTL model of a universal 
asynchronous receiver/transmitter (UART)—a hardware 
module that translates data between parallel and serial forms. 

a) List the inside functional spots 
Fig. 3 depicts the interface signals of the UART 

transmitter, which consists of UART controller, data register, 
shift register and count register. In this step of verification, 
we consider this design as a “black box”, which means that 
we do not care about its implementation, while just check 
whether the interface signals accord with the requirement of 
the design specification, especially for the timing 
requirement. In this case, we check whether the test bench 
generates valid stimulus for the design under verification. 

 
Fig. 3.  UART interface model. 

b) List the inside functional spots 

In this step, we list the verification requirements for the 
candidate module. These are the properties and the features 
inside the module, which need to be verified. One crucial 
component for nearly every design is the control block, which 
is also where some vital design errors occur. Thus control 
block is what we should devote great effort to verify. In the 
UART transmitter, the control block is implemented by FSM, 

shown in Fig. 4. Therefore to examine if the FSM works 
exactly the same as what the design specification describes is 
the key step for its functional verification. The general 
verification for a FSM is to assure the transitions between 
states are correct and follow the timing requirement. 

 
Fig. 4. State transition graph of the UART transmitter. 

Table 2 shows the state transitions that need to be 
verified. The first row is the current state, while the first 
column indicates the next state. Each check mark indicates a 
state transition, which should be verified. Besides those 
simple pairs of state transitions, extra checks should also be 
conducted, such as if a complete state transition flow is 
performed. 

Table 2. State transactions that needed to be verified. 
State transactions Current state 

Other Idle Waiting Sending 
Next state Other    √ 

Idle √    
Waiting  √   
Sending   √  

 

c) List verification requirement for interface 

In this step, we list the verification requirements for the 
interface signals of each module. As to the UART transmitter, 
we check whether it functions well with other blocks sharing 
common signals with it. Transmitter is the top module of the 
design, thus we examine if the test bench generates valid 
input stimulus. To ensure the UART transmitter works 
correctly, the test bench should provide control signals in a 
proper sequence, as shown in Table 3. 

Table 3. Interface signal features to be verified. 
Interface 
Features 

Signals and their features 
Revenant Signals Expected Features 

1 Byte_ready, Reset Byte_ready =1 no less than one cycle 
after reset is released 

2 T_byte, Byte_ready T_byte =1 no less than one cycle 
later when Byte_ready is asserted 

3 Load_XML_datareg, 
data_bus 

When load_XML_datareg is asserted, 
data_bus must hold valid data 

4 … ... 
 

 This step is significant especially for a multi-module 
complex design. After the unit level verification, we still need 
a system level verification, and that is why we separate this 
step from previous step. Differentiating interface signals’ 
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properties from each other allows us to focus on checking the 
coordination/integration of different modules at system level. 

d) Formalize the properties with SVA 

In this step, we convert the natural language requirements 
into a set of formal properties using assertion language or 
assertion checkers. We can instantiate assertions from library 
or express them with assertion language (SVA). 

In the latter case, we describe the functions to be verified 
with the combination of several logic events, which can be 
described using SVA key word “sequence”. The simplest 
logic event is a change on the value of a signal; a logic event 
can also be a change on the value of a Boolean expression. 
Key word “property” in SVA is to represent complex 
behaviors of a specific function. Property is the unit being 
verified during simulation, and the key word “assert” is used 
to check the property. 

Fig. 5 shows an example of SVA checker, which is given 
valid control signals sequences. First change the checker to 
“sending” state, then keep it in this state for several cycles 
and stay in state “idle” at the end. 

e) Define coverage spots 

In this step, we define properties as functional coverage 
spots. By using this method, we can analyze the assertion 
coverage as an indicator of the functional coverage. 
Typically, there are two functions of an assertion: one is 
serving as checker for a specific function; the other is being 
used for statistical analysis for coverage. To demonstrate this, 
take the UART for example. We define all the properties 
mentioned above as coverage spots. An example of how to 
describe an assertion and how to define it as a coverage spot 
is illustrated in Fig. 5. 

We can check whether the transitions between pairs of 
states are correct, and can also get the information concerning 
how many of these state transitions are conducted. In fact, 
this is also a kind of FSM coverage analysis. By analyzing 
the coverage report, we can judge whether the verification is 
sufficient. After defining assertion coverage spots, we can get 
the statistical analysis of every assertion, such as the number 
of over all attempts, matches, vacuous matches, and fails. 

 
Fig. 5. An example of a SVA checker. 

 
Further, different severity levels can be attached to 

assertions. If some assertions fail, according to their severity 
levels, different measures are adopted, such as terminating 

the simulation or just displaying the fail messages and 
keeping on the simulation. 

VI. CONCLUSION 
In this paper, we discussed assertion-based verification 

and its simple application in integrated circuits. Because of 
the advantages of ABV, verification teams can easily check 
the corner cases and locate the design errors. Furthermore, 
assertion coverage reports can be directly used to analyze the 
functional coverage metrics of a design. 

We also introduced three kinds of assertion languages and 
checkers, including SVA, PSL and OVL. Those languages 
and checks are widely used in complex VLSI design 
verification processes. At a high level, the choice between 
these languages and checkers may depend on interoperability 
and marketing decisions. Finally, we presented several 
applications of ABV. 
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Development of Data Logger for Non-Wired Sensing      
                  and Recording of Small Lateral paths 

Tongjun Ruan , Robert Balch
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Of Petroleum Recovery Research Center , New Mexico Tech., Socorro, NM, USA

Abstract: A 3-Axis Gyroscope and 3-Axis  
Accelerometer data logger was designed for non-
wired sensing and recording of the small diameter 
laterals where the wire or wireless communication 
with ground/surface is impractical or not feasible. 
This is accomplished by measuring 3-axis angular 
rate and 3-Axis acceleration, storing the data on the 
data logger, offloading data to an onsite laptop 
computer and then back-calculating the path with 
Strapdown Inertial Navigation Algorithm.

Keywords: Data logger; 3-Axis gyroscope; 3-
Axis accelerometer; Strapdown Inertial Navigation;
Radial Drilling;

1 Introduction
The path of small diameter laterals has been a 

mystery due to the very limited space and harsh 
environments. Radial Drilling is a versatile 
technology with a range of applications from well 
enhancement, increased injection rates in disposal 
wells, deep acid penetration, directed fracturing 
applications and other applications.

The drilling is accomplished through a high 
pressure water jet and can extend up to 300 ft 
horizontally from a vertical well-bore. Since the 
water jet is deployed on the end of a 300 ft rubber 
hose attached to a coiled tubing unit there is no 
method to directly measure the path of the radially 
jetted lateral since no wire or other direct connection 
is possible. The small size of the hose and drilling tip 
(28.6mm Diameter) and the shoe which turns the 
hose horizontal in the well-bore, having a short 
turning radius, limits the size of any measuring 
device to about 15 mm length by 20 mm diameter.  

In addition the measurements must be stored 
directly within the device, and survive a hostile 
environment with high temperatures, solvents, and 
high g impacts.

It is very difficult to directly measure the path
(direction and distance) underground. Usually 
accelerations in 3 directions  are measured and then
the velocity is calculated by integrating acceleration, 
distance  is calculated by integrating the velocity 

based on    Newton’s laws. The datalogger may 
rotate during recording data, the recorded 
accelerations will be related “body frame” which 
makes  calculating the path in a world coordinate  
impossible, The data logger is designed to measure  
the angular rates and the accelerations in  X, Y and Z 
directions and store the data into EEPROM during its 
going to and back  through the radial well.  The 
recorded data will be offloaded into an onsite laptop 
computer/PC, be processed and  be used to calculate 
the path.

2 Hardware design
Due to the very limited space and harsh

environments, the data logger must be small enough 
in size and can be put into the protecting steel shell
with length less than 28mm and diameter less than  
28.6 mm diameter. 

2.1 Limited space 
Considering the wall thickness of the protecting 

steel shell and two end caps’ thickness, the device 
PCB must be less than 15mm length and 20mm 
diameter. Figure 1 shows the protecting tube/shell of 
data logger and the inside usable space.

Figure 1. Steel Shell and its dimensions and ledge

Steel shell size: 28.6 mm outer diameter X 28mm 
length , The house room is for data logger to stay 
during test, its diameter  is 20 mm and its length is 
15mm, due to the ledge where the diameter is 20mm. 
Figure 2 shows the house room with 25 diameter and  
can hold a PCB  with dimension 20mm L. X 15 mm 
W..
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Figure 2. The  usable room for DataLogger

2.2 Chips and Battery 
Based on the requirements, we need :

1. A sensor with 3-Axis Gyro and 3-axis 
accelerometer to measure the angular rates 
and accelerations in X, Y, and Z directions;

2. A flash memory chip to store the data ;
3. MCU to configure the sensor and the flash

memory, read data from the sensor and write 
data into the flash memory;

4. Battery to provide operating power;
5. Other chips needed to make the circuit work 

properly.

There are quite a few of  sensors with 3-Axis gyro 
and 3-axis accelerometer from different companies. 
One of them is InvenSense’s  MPU9250, which is
the company’s second generation 9-axis(3-Axis gyro,  
3-axis accelerometer and 3-axis compass)
MotionTracking device of its world’s first 9-
AxisMotionTracking device designed for the low 
power, low cost, and high performance requirements 
of consumer electronics equipment including 
smartphones, tablets, and wearable sensors. This was 
chosen as the sensors in the data logger mainly due 
to following[1] :

� MEMS Digital output 3- axis angular rate sensor and 3-
axis accelerometer

� Ultra low-power (9.3uA)
� Three 16-bit analog-to-digital converters (ADCs) for 

digitizing the gyroscope outputs, three 16-bit ADCs for 
digitizing the accelerometer outputs 

� InvenSense provides Embedded MotionDriver (9/6-axis 
solution)[3], which  is available in full source with a 
DMP binary image that is responsible for fusing and 
calibrating the data from the gyroscope and 
accelerometer.

� Small size, 3x3x1mm QFN package

Because the DataLogger will be sealed inside 
steel shell, the compass may not work properly and 
also because the MCU’s limited program memory 8K 
Words and 1KB RAM not allow loading big DMP 
binary image, 6-axis solution was chosen, the 2334 
bytes of DMP binary image must be programed into 
MPU-9250 chip before enabling the MPU-9250 to 

work).  IS25LP128 serial flash memory was chosen 
to store the data in data logger due to[2]:

� 128M-bit/16M-bytes ( the largest in market, can store 2-
hour data, discussed in section III )

� Industry Standard Serial Interface 
� 256 bytes per Programmable Page 
� Supports standard SPI
� 8-pin SOIC 208mil
� Lower operating voltage(Single 2.3V to 3.6V Voltage 

Supply) 

Microchip’s PIC16LF18250 was chosen to play 
the MCU role in the data logger, mainly because 
following[7] :

� Its extra low power consumption, 
� 8KW program flash memory
� Integrated MSSP with SPI and I2C.
� 14-pin SOIC
� Small size

All 3 chosen chips are small in size and meet 
the space limitation. 

Lithium Coin battery LR1632 is a good choice 
for the data logger with 3V  voltage and smallest size
among Lithium coin batter(diameter =16mm and 
length =3.2mm) and  140mAH capacity.

Figure 3. The main parameters of components 

Figure 3 shows the main features of components.
The total Device length:  3.9 + 3 + 5 =11.9 mm, 
Width is <=10 mm. and Thickness(PCB + chip) is 
less 5 mm. So the space inside the shell is enough 
for the data logger with dimension W 15 mm x L 20
mm  x H 15 mm( PCB with all chips, capacitors and 
resistors and battery).

2.3 Implementation and prototype  
The data logger has been designed and 

implemented as simple and small as possible by 
choosing small chips and battery and other 
components. The final design version contains only 
three IC chips:  MEMS MotionTracking device 
MPU-9250, 128Mb serial flash memory S25LP128
and  microcontroller  PIC16LF1825 plus a  coin 
battery CR1632. All of three chips have   SPI (Serial 
Peripheral Interface) available and are used to 

Name PIC16LF18
25

MPU-
9250

IS25LP1
28

Battery
LR1632

Size 3.9x3.9mm 3x3mm 5x5mm D 16 x
L  3.2

mm
Voltage 1.8-.6v 2.4-

3.6v
2.3x3.6v Li.  3v

Current 75uA 3.5mA 12mA 140AH

Standby 500nA 10uA 5uA
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communicate among them.  The 2 pins of the 
microprocessor are for power supply and 3 pins for 
SPI connected to IS25LP128, 1 pin for acceleration 
data ready interrupt and 2 pins for i2C connected to 
MPU-9250 as shown in Fig 4.

Figure 4. System Architecture of Data Logger.

Figure 5 shows the prototype built with MPU-
9250 breakout and PIC1LF1825 and the IS25LP128
chips.

Figure 5.  DataLogger, The prototype with MPU-
9250 breakout and CR1632 battery 

The DataLogger has three layers:

1. Battery(CR1632 140mAh)
2. MPU-9250 Breakout(deep blue)(15 mm x15 

mm)
3. MCU and IS25LP128 on a small red 

PCB(15 mm x 20 mm)

3 Software design for MCU
The circuit design meeting the requirements  is

built on a prototype PCB board and is illustrated in 
last section. In order to make it work for our specific 
application. We need to write and program software 
into MCU� PIC16F1825 chip. The data logger 
software was developed  by using Microchip’s  
MPLAB X  IDE with XC8 compiler and programed 
into PIC16F1825 by using Microchip’s Real ICE 
which is a develop device with programming 
PIC16F1825 and debug function.

3.1 Software functions
The software functions of the PIC16LF1825 are : 

1. Configure PIC16F1825’s SPI bus at pin 5,6 
and 7, interrupt  function at pin 4 , SPI slave 

selection pin: pin 1 for MPU9250 and pin2 
for IS25LP128 and  clock rate at 4 MHZ;

2. Load DMP driver into MPU-9250 and 
configure MPU-9250 Accelerometer scale 
rang as {-4g, 4g}, Gyroscope  as 500 
degree/,S sampling rate as 100/S and data 
ready signal output at “int1”  pin;

3. Enable IS25LP128 page program;
4. Waiting for the data ready signal from MPU-

9250;
5. If the data is ready, PIC16LF1825 will 

response and start reading from  MPU-9250;
6. Write them into IS25LP128 and return to 4.

Figure 6 shows entire software  flow chart. 
The sampling rate of MPU-9250 is set as 100 

times per second, each time there are 20 bytes (8 
bytes Quaternions , 6 bytes Angular rates and 6 bytes 
Accelerations) data generated, that means there are 
less than 10ms for interrupt service routine to read, 
write data and return.      

  Figure 6. Software flow chart.
Lab tests show that the data ready interrupt 

service routine totally takes about 7.6ms to complete 
its task.

Recorded data(Quaternions ,Angular rates and 
Accelerations) will be read out from chip using serial 
flash memory programmer in binary format and write 
as a binary file on PC. Further data processing will be 
discussed in next section.

How many hours the SPI flash memory can 
store?  Based above discussion, there are 1200 bytes 
per second (128Mb/8)/1200�7800 seconds, that is  2
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hours and 10 minutes data can be stored in 
IS25LP128 chip.

3.2 Configuration and SPI switching
          PIC18LF1825 has a MSSP model with 

configurable SPI/I2C bus. The MSSP module can 
operate in one of two modes:

• Serial Peripheral Interface (SPI)

• Inter-Integrated Circuit (I2C™)

First the MSSP need to be configured work as SPI. 

SPI has 4 Modes, MPU-9250’SPI works as Mode 
0 and IS25LP128’SPI works as Mode 3, thus in 
interrupt service routine (ISR function), MSSP need 
to be configured as SPI mode 0 for MPU-9250 to 
read measured into RAM, and use mode 3 for MPU-
9250 for IS25LP128 to write the measured data into 
it.

4 Data Processing
The data processing software was developed to 

transforms the binary data file into a text file on PC,
computes the earth Gravity, linear acceleration, rotate 
the linear accelerations from body frame to world 
frame. Then the linear accelerations in world frame
are filtered and integrated twice to get the position in 
X, Y and Z directions. The path of data logger 
traveled can be visualized on the screen of PC except 
the readable data file.

4.1 Data transformation
Recorded raw data is in signed acceleration

integer binary in SPI serial memory are in Gravity
unit and in body frame, will be read out by using 
SF600 SPI memory programmer with clip and stored 
into a binary file on PC compatible computer. We 
first transform the acceleration data based on the 
configured scale{-4G, 4G} ( 1 G = 8192.0 according 
to the 16-bit ADC of MPU-9250 ), thus

Thus Acceleration=RecordedBinary/8192.0

Then we transform the quaternion:

q= RecordedQuqternion/16384.0

from Gravity unit to M/S^2 unit and write them
into a file in decimal format.

4.1 Compute Gravity, accelerations and
estimating the position/path with 
strapdown inertial navigation 
algorithm

Gravity refers to the earth gravity excluding the 
acceleration caused by the user, three dimensional 

vector consisting of a relative angle between the 
device body-frame and gravity vector.  

Gravity will be computed based on Quaternions,
using following formula:
  g[0] = 2 * (q[1]*q[3] - q[0]*q[2]); 
  g[1] = 2 * (q[0]*q[1] + q[2]*q[3]); 
  g[2]=q[0]*q[0]-q[1]*q[1]-q[2]*q[2]+q[3]*q[3]; 

where g is Gravity, q is Quaternion.

Linear accelerations are calculated by eliminated 
Gravity from raw accelerations. We rotate the linear 
accelerations from body frame to world frame based 
on Quaternions, filter out the noise and computing 
velocity and distance in X, Y and Z direction by 
integrating rotated linear accelerations once and 
twice respectively. Figure 7 shows  Orientation of 
Axes of Sensitivity and Polarity for Accelerometer 
and Gyroscope(body frame) and World Frame (ENU 
coordinates) .

Figure 8 shows the entire procedure of data 
processing 

Figure 7. Body Frame  and World Frame (ENU 
coordinates)

Figure 8 shows the Data process procedure.

Figure 8. Data processing procedure (Strapdown
inertial navigation algorithm)( modified based on [5])
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The body frame is different from ENU
(World/Global Frame), because its orientation may 
have been changing during testing. All measured 
values are based on its body frame. To compute the 
drilling position/path, the measured acceleration
must be converted from body frame to EMU 
coordinate. The ENU coordinate system origin is set 
at the end of drilled lateral. Thus when the test starts, 
the DataLogger is pulled out from the end {0,0,0} of 
lateral to wellbore.

Figure 9. Datalogger test(or moving) path(red) in 
lateral and wellbore as pulling out

The measured accelerations are based on body 
frame, we calculate Gravity based on Quaternion,
then the linear accelerations are computed by 
eliminating gravity from Accelerations, then based  
the Gyroscope and accelerations, we use Quaternion 
to rotate the linear accelerations from body frame to 
world frame.

The configured scale MPU-9250 in the data 
logger  is {-4G, 4G}. Though MPU-9250 provides
16-bit data output, i.e. the raw data is signed 16-bit 
integer in Gravity unit. Raw data (signed integer in G 
unit) can be transferred to signed decimal float  in 
M/S^2 unit with following formula:

Meter_Second2=Gravity*4/(2^16)*Raw       
=0.000299377*Raw

Where “Raw” is raw acceleration data in 16 bit 
signed binary integer. 

“Gravity” is 9.81M/S^2.

After the transformation, filter is applied to the 
transferred data, then  we  integrate filtered 
acceleration data once to get velocity and again 
integrate velocity to get the position/distance.  
Following is the codes:
for(i=0;i<Filtered_Data_Length-1;i++)     
{//First integration---->computing  velosicy
V[i+1][0]=V[i][0]+(A[i][0]+A[i+1][0])* 0.5*Delta_T;
V[i+1][1]=V[i][1]+(A[i][1]+A[i+1][1]) *0.5*Delta_T;
V[i+1][2]=V[i][2]+(A[i][2]+A[i+1][2]) *0.5*Delta_T;
     //Second integration---->computing position
P[i+1][0]=P[i][0]+(V[i][0]+V[i+1][0]) *0.5*Delta_T; 
P[i+1][1]=P[i][1]+(V[i][1]+V[i+1][1])  *0.5*Delta_T; 
P[i+1][2]=P[i][2]+(V[i][2]+V[i+1][2])*0.5*Delta_T; }

5   Test results 
After implementing prototypes,  we ran two 

stages test: 

1. Lab test to make sure the dataLogger can 
properly work and the data processing
software (algorithms) can properly
compute(estimate)  the device position with 
an error less than 10%. 

2. Field test to calibrate the DataLogger in the
real world and estimate the positions of 
drilled laterals.

5.1 Lab Test
After the prototype  was built and software was 

developed , we programed the codes into 
PIC16F1825 and ran Lab tests to make sure the 
DataLogger can work properly as designed and data 
processing tool can compute the data correctly.
Figure 10 shows the raw data (blue) and Filtered data 
(red) in X-axis processed by data processing software.

Figure 10. Raw data (blue) and filtered data (red) in 
X-axis

Calculation and test show that the cell battery 
(LR1632 140mAH) can power the data logger to 
work  more than 2 hours and the flash memory 
(IS25LP128) can store 2 hours and 10 minutes data. 
The calculated velocity and position could be 
calculated with an error within +/-10% when it 
moved   30 feet on floor.

5.2 Field Test
In oil field the entire procedure of the drilling 

path test will no more than 40 minutes from power on 
data logger and installing the data logger to finishing 
the test and power off the data logger.

In order to compute the length of a lateral, it must 
be known when the DataLogger enters the shoe, 
when it turns into the lateral, when it reaches the end 
of the lateral and each path component as it is pulled 
back out. To easily identify the each position, a test 
procedure was established. This procedure is 
illustrated on a recording of raw gravity curves in 
Figure 9. Figure 10 shows a zoomed in version of 
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the data in Figure 9. The data acquisition process is 
as follows:

1. Power on with 30 minutes delay before 
recording;

2. Trip down well, sensor start to record at 30 
minutes;

3. Stop at 30 feet above the shoe for 2 minutes; 
4. Enter shoe and reach the end of lateral;
5. Stop and wait 2 minutes;
6. Pull out through lateral and cross shoe;
7. Stop at 30 feet above shoe for 2 minutes;
8. Repeat process if multiple records are 

desired, or;
9. Pull DataLogger out of the well;
10. Power off and unload recorded data into a

laptop;

Figure 11. A full record of a sensor run that includes 
four trips in and out of the lateral. The green track is 
the Z-axis of the accelerometer, the red and blue are 
X and Y axes respectively. From left to right, record 
begins during the trip down the well, stops above the 
shoe, records 4 measurements in and out of the 
lateral, stops above the shoe, and is pulled out of the 
well. 

Since the accelerometer’s Z axis is pointed to the 
earth’s center, several features may be discerned 
from Figures 11-12:

1. When the Z measurement is near 1, the 
DataLogger is vertical

2. When the Z measurement is near zero. the 
DataLogger is horizontal

3. The Z measurement changes from 1 to 0 
means the sensor is turning into the shoe, 
from 0 to 1 means the sensor is coming out 
shoe;

4. Variable G in X,Y and Z Axis means the 
DataLogger is moving;

5. Constant G means the DataLogger is at rest.

Figure 12. Zoomed portion focusing on the fourth test 
run in figure 11. It can clearly be seen when the 
sensor turns from vertical to horizontal and when the 
sensor is stationary or moving. 

 

Figure 13. Visualization of the computed track of 
fourth test run using data shown in Figure 11.

In total for the fourth test run, from time: 2509.0 
seconds to 2545.0 seconds, 26 seconds of data were 
recorded during which time the DataLogger traveled
through the lateral horizontally (31.5 ft) then turned
into the shoe, and was pulled out vertically, stopping 
at 30 ft above the lateral. Tabulated data for Barbie 
#3 tests, and Federal 00 #3 tests are shown in Tables 
1 and 2 at last page, and the track of the mapped 
lateral is shown in Figure 13. The best results were 
from test runs recorded with a pull speed of about 0.8 
-0.9 ft/s for the shorter Barbie #3 laterals, and 
between 1.25 and 1.33 ft/s for longer laterals in the 
Federal 00 #3, these numbers are in bold in Tables 1
and 2. Best results were towards the end of the 
fieldwork, in part due to adjustments to software and 
testing protocols as information was acquired, 
processed, and optimized throughout the test period.
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6 Conclusions

A small, on-system DataLogger was developed to 
measure the laterals post-drilling, to allay a frequent 
concern of small operators likely to use the 
technology, “How do I know where it went?” The 
DataLogger is small (20 mm D � 15mm in L) and 
can record 3-axis gyro and 3-axis acceleration for 2+ 
hours.

A user-friendly data processing tool was
developed, which includes data transformation,
algorithms and filters for computing path length of 
the emplaced laterals, and to provide data 
visualization. 

Field-testing has proven that the DataLogger can 
work, and errors on longer laterals, measured at an 
appropriate pull speed can be on the order of 10%. 
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8 Future work
To improve the Datalogger:

1. Add  the compass to use 9-axis fusion
solution,   the steel shell needs to be 
replaced with a shell made of low magnetic 
permeability material.

2. Use Embedded MotionDriver v6.1 (9-axis 
fusion solution), PIC16LF1825 needs to be 
replaced with a MCU with larger program 
memory.

3. Optimize  the algorithms and filters to 
improve the accurate of track estimating.
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Table 1. Calculated Lengths and Speeds for the Five Laterals Tested in May-June, 2015 at the Barbie #3
Test Date Actual 

Length (ft)
Test  1 - Predicted
Length(ft)/Speed 

(ft/s)

Test  2 - Predicted
Length(ft) /Speed (ft/s)

Test 3 - Predicted
Length (ft) /Speed 

(ft/s)

Test  4 - Predicted
Length (ft) /Speed (ft/s)

5/19 14.50 16.47 / 0.71 15.03 / 0.88
5/24 14.50 9.83 / 0.66 6.93 / 0.90 9.83 / 1.0
5/29 14.50 12.37 /0.81 11.77 / 0.88 11.67 / 0.66 9.13 / 0.97
6/1 14.50 15.1 / 0.81 12.33 / 1.00 19.1 / 0.92
6/3 14.50 7.43 / 1.23

Table 2. Calculated Lengths and Speeds for the Five Laterals Tested July–October, 2015 in the Federal 00#3
Test Date Actual

Length (ft)
Test  1 - Predicted
Length(ft)/Speed 

(ft/s)

Test  2 - Predicted
Length (ft) /Speed 

(ft/s)

Test 3 - Predicted
Length (ft) /Speed 

(ft/s)

Test  4 – Predicted
Length (ft) /Speed (ft/s)

7/24 31.50 37.40 / 1.19 31.90 / 1.33 21.43 / 2.1 23.43 / 2.62
10/8 30.00 32.47 / 1.20 31.67 / 1.18 25.60 / 1.13
10/9 30.00 28.83 / 1.29 32.73 / 1.09 26.80 / 1.20

10/12 30.00 32.17 / 1.29 30.40 / 1.27 33.40 / 1.27
10/16 30.00 30.60/1.18 33.53/1.25 33.43/1.25
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Abstract —In 1968 Volkswagen integrates an electronic 
circuit as a new control fuel injection system, called “Little 
Black Box”. It’s considered as the first embedded system in the 
automotive industry. Presently, every year, automobile 
constructors integrate new embedded systems into their 
vehicles. Behind these automobile’s embedded systems, a 
sophisticated HW/SW architecture, which is based on Multiple 
CPU is built. In this paper we describe our experience within a 
progressing work in using FPGA (Field Programmable Gate 
Array) to design and prototype wireless networked embedded 
systems. We built a hardware platform based on FPGAs in 
order to emulate a wireless networked embedded systems for 
V2X automobile applications. Also, we discuss the emulation of 
on-car embedded systems that communicate and exchange 
data wirelessly. Firstly we show how a HW platform based 
FPGAs can be a very attractive approach; secondly, we 
describe a real experience in building a wireless networked 
hardware platform based on Zynq 7020, finally, we share our 
preliminary results by discussing our choices. 
 
Keywords: Multiprocessor Embedded Systems, Embedded OS, FPGA, 
HW/SW Architecture, Wireless Sensor Networks, V2X Communications    

1. INTRODUCTION 
In order to replace the duel carburetors Fastback and 

Squareback system that control the fuel injection, in 1968 
Volkswagen 1600 integrates an electronic circuit (more than 
200 transistors, resistors, diodes and capacities) as a new 
control fuel injection system, called “Little Black Box” [1]. 
Then, the first embedded system for automotive industry is 
born. Presently, every year, automobile constructors 
integrate new embedded systems into their vehicles. On one 
hand, the massive usage and availability of these embedded 
devices on the marketplace bring products to a price 
consumers can pay for, on the other hand scaling down of 
semiconductor technology below 22 nm, will surely reach 
many of these devices, by improving their application’s 
diversity and availability in automobile industry. 

These tiny devices integrated in automobiles collect and 
exchange information to control, optimize, and monitor 
many of the functions that just a few years ago were purely 
mechanical.  

The technological advancements of embedded system 
and electronics within the vehicle are being driven by the 

challenge to make the vehicle safer, smarter, more energy 
efficient, autonomous, and networked. ASIC/ASIP based 
embedded CPUs, from on-chip system to FPGA, are the 
command center for these embedded systems design.  

Automobile applications take a real advantage from this 
embedded integration advance. Every year, automobile 
manufacturers pack new embedded system into their 
vehicles. Currently, 100% of new car production integrates at 
least one embedded device. This number is being increased 
exponentially. Table I shows several examples of current 
embedded systems for automobile. 

Embedded Systems in Vehicles Application Example Safety

Engine Control Systems Fuel Injection Control +

Speed Control Systems Cooperative Adaptive Cruise Control, ABS 
System + + + +

Driver and Car Safety systems Immobilizer Unit, proximity Alert + + +

Seat and Pedal Controls SRC (Sanitary Remote-Controlled) + + +

Route and traffic monitors Navigation Systems ++
Voice Activation and 

commands Car Lock ++
 

Table 1: embedded systems for automobile 

On the other hand, a new direction in short-range 
wireless applications for few meters distances has appeared 
in the form of high-speed data transmitter/receiver devices 
[2]. The vision with short range wireless communication can 
be implemented within any embedded system device and 
thus they are the focus of this paper. This is being developed 
by embedded systems leaders to develop the new Internet of 
Things era; connected vehicles illustrate the typical example. 

Unlike general automobile embedded system designs, 
where most researches are involved in the software design 
part, and used pre-designed IPs for the hardware 
components. In the new smart embedded systems for 
automobile (ADAS: Advanced Driver Assistant System) [3] 
a new design flow has to be proposed. In addition to the 
traditional embedded systems constraints (performance, time 
to market, size, SW memory foot-print…). New constraints 
(Safety, Smartness of the systems, dependability, networks 
…) have to be taken in consideration in the new design flow, 
and at a high level of integrity. Furthermore, software will be 
implemented as a system with several layers (Application, 
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control, communication…). Instead, current HW/SW 
methods design is mainly based on a software environment 
simulation tools, within a functional validation at high level 
of abstraction. Thus, this method doesn’t provide an overall 
and effective evaluation for the performance and cost of 
entire automobile’s embedded system. Besides, in this 
technique it’s hard to simulate the wireless communication 
part. The development of FPGA technology brings 
advantages to the embedded system in size, cost and 
performance. It also introduces the capability of intelligence 
to I/O processing. Furthermore, it can solve the timing and 
synchronization problems, which are hardly solvable by pure 
software programs on Real Time Operating System (RTOS). 
Many FPGA vendors including Actel, Altera, QuickLogic, 
Xilinx, have all provided both hard and soft cores embedded 
in the latest FPGA silicon chips. Programmable FPGA based 
design is being the mainstream of embedded system 
designers. And it makes it easy the embedded HW/SW co-
design which is necessary in order to benefit from the 
advantages of both worlds (SW & HW).  

In our work, we investigate this flexibility of FPGAs in 
order to design a Networked Embedded System (NES). This 
NES emulate automobile networks that communicate 
wirelessly with each other for a safety purposes. We 
investigate a hardware platform based design approach [13] 
using several FPGA instances to design and validate 
Networked Embedded System (NES). This NES emulate 
automobile networks that communicate wirelessly with each 
other for a safety purposes for example. All is become 
possible by the amazing capacity of integration, then we can 
embed several electronics systems that make the cars 
network smarter to estimate and manage any new danger 
situation. As we said previously, most of the ongoing 
research projects on wireless communications network are 
interested in short range radio for data exchange, smart cars 
concept takes a real advantage of these research projects to 
increase its efficiency and performance. There exists a very 
large amount of wireless technologies today. Table 2 shows 
different examples of short range wireless technologies and 
their applications.   

Table 2: Short Range Wireless Technologies 
Technology Frequencies MHz Applications

802.11p, WAVE 2,4 GHz Vehicle Communication

Bluetooth 2,4 GHz Audio Applications

IEEE 802.15.4 2,4 GHz Wireless Networks

RFID 902 to 928 GHz Video Transfer

ZigBee 2,4 GHz Home, Monitoring & control  
On the other hand, the safe and the reliable 

communications between automobiles can’t take for 
guarantee; as a correctness communicated data may save 
many lives, a miss or wrong one may cause a real damage.  

These electronics systems integrated in today’s cars has 
to be designed, validated, and prototyped at high level of 
integrity. In networked embedded systems for automobile 
applications, we distinguish two network communication 
schemes: 

1. In-Car Networked Embedded System: Here the 
embedded devices integrated in the car connected 
wired via a local network (ex: CAN) [14]. These 
embedded systems are controlled by a high level 
supervisor which may considered as an operating 
system that controls the whole automobile 
electronics systems.  

2. Car-to-Car Networked Embedded System: The 
second communication scheme is wireless based; it 
manages the communication between automobiles in 
order to exchange data about the environment where 
both automobiles operate. This communication is 
our concern in this work.   

These embedded wireless networked nodes are deployed 
in automobile applications as ADAS to collect information 
data related to automobile’s environment and communicate it 
around to avoid harsh situations.  

The remainder of this paper is organized as follows. 
Section 2 presents some approaches and related works. 
Section 3 focuses on the challenges presented by the 
embedded systems design for automobiles.  In section 4 we 
give details about our networked FPGA platform concerning 
hardware and software architectures. The last section 
discusses implementation details. The paper ends with a 
conclusion and some future work. 

2. APPROACHES AND RELATED WORKS 
Advances in integrated circuit and embedded technology 

design, make possible to deploy heterogeneous components 
in embedded design and networks. Many research 
projects/groups are exploring the issues related to the design 
of these networked embedded systems for deployment in 
automobile applications.  

In overall, most of the techniques used for embedded 
system design are based on simulation practice, using 
software components models. In such techniques many 
hypotheses on the system are made early in the design 
process, especially for the hardware architecture, and have to 
be verified in a tardy stage of the design process (prototyping 
phase). If one or more of the assumptions is incorrect, it 
outcome a significant re-design and debug overtime as 
compared to the initial expected design time. Another 
ignored factor in automobile business, there is a risk that 
these shortcomings will be missed the time-to-market of the 
product, and lead to displeased customers. Simulation-based 
techniques raise at least two inconveniences: 1) A time 
consuming technique (very slow); 2) Very hard to enable a 
simulation in the case of wireless components (e.g.: software 
simulation model for sensor) 

Furthermore, the general state-of-the-art methods that 
study, and analyze wireless communication and FPGA based 
design are various. Several works are reported in these 
research topics. There exist several different systems that 
implement embedded solution for automobile applications. 
The purpose of this section is to give an overview of some of 
them. 
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Since long time the safety in automobile industry is 
considered as the highest priority subject, to develop and 
provide smart systems that helps drivers to avoid road’s 
accidents. Advanced Driver Assistance System (ADAS) is 
introduced specially to deal with this concern and proposes 
solutions with the intention of assist the car’s drivers with an 
efficient warning. Many ADAS systems are available on the 
market place and already integrated in cars. Parking aid with 
its ultrasonic sensors or embedded cameras in the new cars 
generation illustrates existent examples of these systems. 
Mainly two categories of ADAS are available, radar based or 
camera-vision based. 

Mody and al [5], introduce a Front Camera (FC) based 
ADAS system uses computer vision based techniques to 
detect obstacles (e.g. pedestrian, cyclist etc) on road from 
captured image. Typical Image Signal Processing (ISP) is 
developed to cater cellphones and Digital Still Cameras 
(DSC) for purpose of human viewing unlike computer vision 
algorithms whose purpose is to help driver. In [4] authors 
present the design and implementation of modular 
customizable event-driven architecture with parallel 
execution capability for the first time with wireless sensor 
nodes using stand-alone FPGA. Authors in [6] present a new 
FPGA based framework for dependability study of wireless 
short range radio applications. In this framework, authors 
built a platform using SmartFusion FPGA instances. And 
then, define a methodology to investigate the dependability 
of short range application at three main levels, analog, 
digital, and wireless. EyeQ2 [7] systems is one example of a 
single chip  dedicated to automotive security applications 
using vision system, that consists of two 64- bit floating-
point RISC 34KMIPS processors for scheduling and 
controlling the concurrent tasks, five vision computing 
engines and three vector microcode processors. This 
architecture provides support for a specific set of real time 
data intensive applications. In [8] authors present a 
dynamically reconfigurable MPSoC (Multiple Processor 
System on Chip) prototype for AutoVision system; It offers 
functions such as object edge detection or luminance 
segmentation, and are implemented as dedicated hardware 
accelerators to ensure real time processing. Mainly, these 
ADAS based vision systems suffer from their reliability, 
particularly in harsh environment where the visibility 
become difficult or even impossible (cloudy weather, rain 
and snow…etc).  

In [9] and [10] authors present a radar based Embedded 
MTT-ADAS Application (Multiple Targets Tracking) 
ADAS. This application is prototyped on the top of an Virtex 
5 FPGA fabric using an open source FreeRTOS (Real Time 
Operating Systems).  

3. EMBEDDED SYSTEMS FOR AUTOMOBILE: 
CHALLENGES 

Behind these automobile’s smart embedded systems, an 
heterogeneous HW/SW architecture is built, composed 
principally of, digital components, analog components, 
processing elements, and Tv/Rv communication modules. 
Figure 1 shows a typical integrated embedded system for 

automobile. As far as the wireless communication in 
networked embedded systems is concerned it is desired that a 
data must be received at the final destination. This data may 
represent vital information for an emergency requirement in 
order to avoid accidents or just to assist drivers in hard 
driving situations, by providing him real-time information 
about the environment where he is growth in. 
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Figure 1: Automobile Embedded System Architecture 
Networked embedded systems wirelessly linked for 

automobile applications require a sophisticated HW/SW 
architecture with a complete design methodology, and then 
present several challenges:  

� Different software levels are needed to supervise 
these systems embedded in the automobile; the 
specification and the design of these software levels 
is one of the hardness tasks in the design flow.  

� Also, one of the vital software level is the smart 
application level, then defining a smart algorithm 
mainly based on machine learning and deep 
learning become a real challenge, 

� Behind the V2X communication in automobile 
applications, an embedded system based on 
heterogeneous components is built (analog, digital, 
wireless…), then how can we define the different 
steps of its design, taking into account the complex 
tradeoffs between safety, performance, cost, and 
time to market? 

� The application software has to be designed taking 
into account more and more smartness within an 
efficient software algorithm. 

� Reliability and safety attributes in automobile’s 
embedded systems are a key matters. Then, how 
they can be approved besides the pure functionality, 
and the correctness of the exchanged data In-car 
and Car-to-Cart networked embedded systems. 

� On the hardware side, specifying the architecture in 
order to improve the adequacy 
algorithm/architecture and get the determined 
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performance in our system become a hard task that 
need a deep design space exploration. 

� The processing efficiency and flexibility can be 
compensated with the use of a reconfigurable 
FPGAs, then how can we imagine a NES using 
FPGA based design approach?   

One of the major challenges addressed in this paper is to 
investigate the use of FPGA device for automobile 
application design and emulation. In application for 
automobile, the embedded computing are purely software 
and mainly based on embedded processor, which is having 
limitation in terms of flexibility, prototyping, and 
computational capability related to various applications. 
Using FPGAs instances make easy the HW/SW co-design in 
order to get the benefits from both worlds (software and 
hardware). 

Then, we share our experiences in this progressing work 
by describing the selection, specification and realization of a 
hardware platform using Zynq FPGA instances, for an early 
design and prototyping of automobile embedded application. 
We first present a hardware platform-based design approach 
as the most attractive solution for embedded automobile 
application design. Unlike the simulation-based approach, 
the platform-based framework allows to design and analyze 
the networked embedded system in a real environment with 
direct real-time execution at the desired cycle accurate level.  

4. NETWORKED EMBEDDED SYSTEM PLATFORM   
We have used the Zynq FPGA and the TelOSB devices 

as a COTS (Commercial Off-The-Shelf) in order to emulate 
a networked embedded architecture for automobile 
applications. The data is transmitted from one Mode (Mobile 
Node) to another one. Each Mode is composed with a 
TelOSB connected to an FPGA Zynq. 

In Figure 2 we show the global view of the FPGA based 
platform for networked embedded system design [3]. Each 
FPGA may represent one or more embedded system, and 
then emulate an automobile’s embedded system. These 
embedded nodes communicate with each other according to 
a standardized network topology and may be reconfigurable 
at some level. In our design methodology, a V2X 
communications shim is implemented via TelOSB modules 
and makes references mainly to V2V (Vehicle to Vehicle) 
communications. These wireless communications is 
considered one of the key features in the context of designing 
embedded systems for automobile applications. 

Safety Data

DataData

 
Figure 2: Global view of the Hardware platform  

4.1 Hardware architecture overview  
We are using a Xilinx Zynq-zc702 platform [11] and 

TelOSB sensor for our platform building presented below. 
The Zynq board is based on the Zynq ZC7020 device. This 
component regroups large reconfigurable logic, 
communication interface controllers, and one processing unit 
that integrate two ARM Cortex-A9 CPUs. Each CPU has its 
own cache memory banks for instruction and data, and one 
common level 2 caches memory (Figure 3-2). The clock 
frequency of each unit is 667 MHz. The communications 
between the interface controllers and the CPUs (as well as 
HW IP), are performed via AMBA/AXI bus network. Figure 
3-1 shows the internal architecture based on two processors 
ARM, local and global memory system, and the AMBA/AXI 
bus. Figure 3-1, shows the experimental setup, with the 
TelOSB wireless node connected to the embedded Zynq 
architecture via USB hub. 

 
Figure 3-1: Experimental Setup 

The board proposes a large panel of interfaces [11]. In 
our NES wireless platform, an Ubuntu/Linaro compiled and 
ported on each FPGA instance. The Linaro is booted from an 
SD card memory [12].  On the top of the linaro a customized 
Contiki operating systems is used in order to get the data 
from the TelOSB COTS component, connected to the system 
via an USB hub. The visualization of results produced by the 
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system is performed via HDMI interface. The SD card 
contains the boot and the OS files. After the initialization 
phase, the OS uses available DDR3 banks as a memory 
space. An additional keyboard and mouse are included via an 
USB hub to our final system configuration. 

AMBA/ AXI System Bus 

Memory 
ControllerGlobal RAM

Data MemInst  Mem
ARM9

Cortex A9

Icache Dcache

RS232 USB 2.0

HDMI Ethernet

SDRAM UART

Peripherals

Snoop Control

ARM9
Cortex A9

 
Figure 3-2: Zynq based Hardware Architecture 

4.2 Software architecture Layers 
Figure 4 shows the different layers of the software 

architecture. In order to master the complexity of the 
embedded software, we divided it into several parts. Three 
main layers are identified: the application layer, the 
embedded operating system layers and the hardware 
abstraction layer. In the application layer we find the 
software tasks that allow the communications managed by 
the ContikiOS layer.  

Smart SW for
Automobile Application

Contiki OS

Ubuntu/Linaro

Drivers uImage

Boot + DeviceTree

Zynq based HW Architecture  
Figure 4: Software Architecture Layers 

While the Embedded OS layer acts as an adaptation layer 
and manage the execution of the application tasks on the 
Zynq based architecture. The hardware abstraction layer 
recognized here by the drivers, the boot and the DeviceTree 
give an insight of the target hardware. The first layer of the 
operating system is Ubuntu/Linaro based; it was ported on 
the ZC702 FPGA [11], [12]. Then, on the top of the Linaro 
we compile a version of Contiki to manage the wireless data 
package exchange. As primary results, in Table 3 we show 
the memory footprint of the Operating systems. This was the 
result of compiling the “C” source files using ARM 
processor cross compiler, with –Os (size optimized) as 
optimization option.  

Table 3: Code size of the software parts 

Embedded OS Kernel Boot Device Tree 

Linux-Linaro 3.09 M-Bytes 4.16 M-Bytes 10 K-Bytes 

Contiki OS 40 K-Bytes 2 K-Bytes - 

4.3 Hardware Architecture 
On the HW side, the logical synthesis process is 

performed using XST tool. It does take about half an hour to 
completely synthesis the hardware architecture on the Zynq 
zc702 platform. Table 4 shows the synthesis logic results; 
where the components names refer to the HW components 
mentioned in Figure 3-2. The other columns represent the 
size in term of logic gates/Look-Up-Table, memory banks 
(BRAM) and Flip-flops. 

Table 4: Synthesis results of the hardware part 

Components LUTs Used Flip Flop Used BRAMs 

All System 34568 36004 10 

System Processing 
(Two ARM9) 349 81 0 

System Bus 6658 8251 4 

5. CONCLUSION: 
This paper deals with the design and prototyping of 

embedded systems in automobile applications. Here, a first 
step from a progressing work is presented. For this purpose, 
we firstly and successfully built a hardware wireless 
platform. The platform is built using several instances of one 
of the FPGA platforms (Zynq 7020) and COTS (TelOSB) 
for wireless links. The goal behind the construction of the 
wireless networked hardware platform is to design, validate, 
and prototype a wireless automobile’s NES (Networked 
Embedded Systems) in an environment very close to the real 
application settings. This FPGA based NES platform present 
an improved alternative for the time consuming simulation 
technique in embedded systems design. Based on this 
platform a new design flow/methodology with a fast design 
space exploration is being developed for smart embedded 
automobile applications. In this networked hardware 
platform, the combination of programmable logic, wireless 
COTS, and IP cores including embedded processors can 
speed up the automobile applications design and realize the 
hardware programming. Within the proposed networked 
FPGA platform, and the advance in the appropriate design 
flow the trend is believed to show greater potentials. 
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 - This paper presents an implementation of 
hardware design and software program to diagnose and 
analyze skin conditions with Android smartphones. This 
portable system has implemented on an ATmega328P 
microprocessor to capture skin signals and transmit them to 
smartphones by the earphone jack. It has sensors to measure 
temperature, moisture and oil level of the skin. It has UV and 
white LED lights to capture face images using the camera of a 
smartphone. The portable system can be mounted on 
smartphones to take skin images and adjusted the 
magnification using an auxiliary lens. The Android 
application analyzes data and images which are collected 
data from the skin. It monitors and stores skin conditions such 
as moisture, oil level, pigmentation, pores and wrinkles after 
processing skin images. The skin care system and its 
application software are tested and the experiment results 
show that the average accuracy of the skin care system is 96% 
and higher as compared with those of human examinations. 
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Abstract—This paper presents a new early output hybrid 
input encoded asynchronous full adder designed using dual-rail 
and 1-of-4 delay-insensitive data codes. The proposed full adder 
when cascaded to form a ripple carry adder (RCA) necessitates 
the use of a small relative-timing assumption with respect to the 
internal carries, which is independent of the RCA size. The 
forward latency of the proposed hybrid input encoded full adder 
based RCA is data-dependent while its reverse latency is the least 
equaling the propagation delay of just one full adder. Compared 
to the best of the existing hybrid input encoded full adders based 
32-bit RCAs, the proposed early output hybrid input encoded full 
adder based 32-bit RCA enables respective reductions in forward 
latency and area by 7.9% and 5.6% whilst dissipating the same 
average power; in terms of the theoretically computed cycle time, 
the latter reports a 10.9% reduction compared to the former.              

Keywords—Asynchronous design; Relative-timing; Indication; 
Ripple Carry Adder (RCA); CMOS; Standard cells  

I. INTRODUCTION 

Asynchronous circuit design using delay-insensitive data 
codes and a 4-phase return-to-zero (RTZ) handshake protocol 
is acclaimed to be a strong contender and/or a necessary 
supplement to mainstream synchronous circuit design by the 
International Technology Roadmap for Semiconductors (ITRS) 
design report [1]. Design for variability has been labeled as an 
important design challenge in the nanoscale electronics regime 
by the ITRS design report and in this backdrop, asynchronous 
circuit design based on delay-insensitive codes is attractive due 
to its inherent robustness to voltage, temperature and parameter 
variations [2] [3].    

This paper presents the novel design of an early output 
hybrid input encoded asynchronous full adder which when 
cascaded to form a RCA results in less forward latency and 
cycle time and occupies less area compared to its existing 
counterparts whilst dissipating similar power. We shall first 
discuss some preliminaries before presenting the proposed 
asynchronous full adder. The dual-rail or 1-of-2 code is the 
simplest member of the generic family of delay-insensitive 
data codes [4]. In a dual-rail code, a valid data on a data wire 
W is represented using 2 data wires W1 and W0 as: W = 1 is 
represented by W1 = 1 and W0 = 0, and W = 0 is represented 
by W1 = 0 and W0 = 1; these two represent valid data. W1 = 
W0 = 0 is called the spacer, and W1 = W0 = 1 is invalid. The 

1-of-4 code is used to encode two data wires (X and Y) using 4 
data wires F0, F1, F2 and F3 as follows: X = Y = 0 is specified 
by F0 = 1; X = 0, Y = 1 is specified by F1 = 1; X = 1, Y = 0 is 
specified by F2 = 1 and X = Y = 1 is specified by F3 = 1. Only 
one of F0, F1, F2, F3 is asserted as 1 during the valid data 
phase. The spacer is represented by F0 to F3 all being 0s, and 
F0 to F3 cannot be all 1s simultaneously as it is invalid.  

Strong-indication asynchronous circuits wait to receive all 
the input data before commencing data processing to produce 
the output data [5] [6]. Weak-indication asynchronous circuits 
tend to produce some output data after receiving even a subset 
of the input data but only after receiving all the input data, all 
the output data are produced [5] [7]. Early output asynchronous 
circuits could produce all the output data after receiving just a 
subset of the input data [8]. Early output asynchronous circuits 
can be further classified as early set or early reset type. If all 
the outputs of an early output asynchronous circuit acquire 
valid data after the application of just a subset of the valid 
inputs, it is said to be of early set type. On the other hand, if all 
the outputs of an early output asynchronous circuit assume the 
spacer state after the application of just a subset of the spacer 
inputs it is said to be of early reset type. The RTZ handshake 
protocol implies the RTZ of all the data wires (i.e. the 
assumption of the spacer state) after every application of valid 
input data [2].   

II.    PROPOSED FULL ADDER – DESIGN AND OPERATION 

Let (A0, A1), (B0, B1) and (CIN0, CIN1) denote the dual-
rail full adder inputs, and (SUM0, SUM1), (COUT0, COUT1) 
denote the dual-rail full adder outputs. Hybrid input encoding 
implies the use of at least two delay-insensitive data encoding 
schemes, here, dual-rail and 1-of-4 codes for data encoding. 
The dual-rail augend and addend inputs of the full adder viz. 
(A0, A1) and (B0, B1) are 1-of-4 encoded, while the carry 
input, carry output and sum output are dual-rail encoded.   

The equations governing the hybrid input encoded full 
adder are given by (1) to (4). Equations (1) to (4) are in disjoint 
sum of products/sum of disjoint products form [9] – [11], 
where the logical conjunction of any two product terms results 
in null (i.e. binary 0). Moreover, (1) to (4) satisfy the 
monotonic cover constraint thereby only one product term in a 
logical expression is activated at a time when valid input data 
is applied in the valid data phase.   
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SUM1 = E1CIN0 + E2CIN0 + E0CIN1 + E3CIN1  (1)   

SUM0 = E1CIN1 + E2CIN1 + E0CIN0 + E3CIN0 (2) 

COUT1 = E1CIN1 + E2CIN1 + E3   (3) 

COUT0 = E1CIN0 + E2CIN0 + E0   (4)    

�
�
�

��
��

 
Fig. 1 Proposed hybrid input encoded early output asynchronous full adder 

 Fig. 1, which shows the proposed hybrid input encoded 
early output asynchronous full adder is the logic optimized 
synthesis of (1) to (4) by using simple and complex logic gates 
of a 32/28nm digital cell library [12]. The dual-rail to 1-of-4 
encoder circuit is shown within the orange box in dotted lines, 
and the proposed full adder is shown within the brown box in 
dotted lines in Fig. 1. Logic redundancy [13] is implicit in the 
proposed full adder. In Fig. 1, CE1 to CE4 and C1, C2 
represent 2-input C-elements. The C-element outputs 1 (0) 
when all its inputs are 1s (0s), and it maintains its existing 
steady-state otherwise. The 2-input C-element is realized using 
the AO222 complex gate with feedback. Gates CG1, CG2 are 
AO22 complex gates, and gates CG3, CG4 are AO21 complex 
gates. OR1, OR2 and OR3 are the simple gates. int1, int2, int3, 
isum1 and isum0 are the internal outputs. The internal outputs 
isum1 and isum0 are logically equivalent to the primary outputs 
SUM1 and SUM0 respectively. The operation of the proposed 
asynchronous full adder is described as follows by discussing 
carry-propagate, generate and kill modes with respect to Fig. 1.  

A. Carry-propagate mode 

The carry-propagate mode is specified by A0 = B1 = 1, i.e. 
E1 = 1 or A1 = B0 = 1, i.e. E2 = 1. If E1 or E2 is 1 during the 
valid data phase, OR2 will output 1 on int2, followed by an 
output of 1 on int3. Depending on whether CIN0 or CIN1 is 1, 
CG1 or CG2 is activated and an output of 1 is produced on 
isum1 or isum0 respectively. Subsequent to the production of 
1 on isum1 or isum0, since int3 is also 1, the primary output 
SUM1 or SUM0 then evaluates to 1. Also, since int2 is 1, 
depending on whether CIN0 or CIN1 is 1, COUT0 or COUT1 
evaluates to 1. In the subsequent RTZ phase, if E1 or E2, 
whichever was 1 earlier returns to 0 after the RTZ of A0 and 
B1 or A1 and B0, int2 would RTZ, followed by int3 returning 
to 0. Now, regardless of whether CIN0 or CIN1 whichever 

was 1 earlier returning to 0, isum1 or isum0, whichever was 1 
earlier returns to 0. Since int3 and isum1 or isum0 have 
returned to 0, the primary output SUM1 or SUM0 whichever 
was 1 earlier returns to 0. Further, after int2 has returned to 0, 
COUT1 or COUT0, whichever was 1 earlier, returns to 0. 
Hence, irrespective of the RTZ of the carry input 
(CIN0/CIN1), both the sum and carry outputs of the proposed 
full adder could RTZ thus demonstrating its early reset nature.    

B. Carry-generate mode 

The carry-generate mode is specified by A1 = B1 = 1, i.e. 
E3 = 1. If E3 is 1 during the valid data phase, OR1 will output 
1 on int1, followed by int3 outputting 1. Since int1 is 1 now, 
depending on whether CIN1 or CIN0 is asserted as 1, isum1 or 
isum0 is asserted as 1, followed by SUM1 or SUM0 being 
asserted as 1. Further, since E3 is 1, CG3 is activated and 
COUT1 is asserted as 1. In the following RTZ phase, once E3 
returns to 0 after the RTZ of A1 and B1, int1 and subsequently 
int3 would also RTZ. Moreover, after int1 returns to 0, isum1 
or isum0, whichever was 1 earlier would RTZ. This would be 
followed by SUM1 or SUM0 whichever was 1 earlier 
returning to 0. Also, after E3 returns to 0, COUT1 returns to 0. 
Hence, we find that the sum and carry outputs of the proposed 
full adder could RTZ regardless of the RTZ of the carry input 
thus demonstrating its early output viz. early reset nature.     

C. Carry-kill mode 

The carry-kill mode is specified by A0 = B0 = 1, i.e. E0 = 
1. If E0 is 1 during the valid data phase, OR1 will output 1 on 
int1, followed by an output of 1 on int3. After int1 becomes 1, 
depending on whether CIN1 or CIN0 is asserted as 1, isum1 or 
isum0 is asserted as 1, followed by SUM1 or SUM0 being 
asserted as 1. Further, since E0 is 1, CG4 is activated and 
COUT0 is asserted as 1. In the following RTZ phase, once E0 
returns to 0 after the RTZ of A0 and B0, int1 and subsequently 
int3 also RTZ. Moreover, after int1 returns to 0, isum1 or 
isum0, whichever was 1 earlier would RTZ. This would be 
followed by SUM1 or SUM0 whichever was 1 earlier 
returning to 0. Also, after E0 returns to 0, COUT0 returns to 0. 
Thus, the sum and carry outputs of the proposed full adder 
could RTZ regardless of the RTZ of the carry input once again 
demonstrating its early output, i.e. early reset nature.  

III. RELATIVE-TIMED RCA        

 An important issue would arise when the proposed early 
output full adder is duplicated and cascaded to form an RCA, 
an example of which is shown in Fig. 2. Fig. 2 shows a 2-bit 
asynchronous RCA formed by cascading two stages of the 
proposed full adder. The dual-rail to 1-of-4 encoder circuits are 
not shown in Fig. 2 for the sake of simplicity and discussion. 
E0 to E3 are the 1-of-4 encoded data inputs, CIN01 and CIN00 
is the dual-rail encoded carry input, and SUM01, SUM00 and 
COUT01 and COUT00 are the dual-rail encoded sum and 
carry outputs of the least significant full adder. On the other 
hand, E4 to E7 are the 1-of-4 encoded data inputs, COUT01 
and COUT00 is the dual-rail encoded carry input, and SUM11, 
SUM10 and COUT11 and COUT10 are the dual-rail encoded 
sum and carry outputs of the most significant full adder.  
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 In Fig. 2a, the red lines indicate a sample application of 
valid data inputs and the production of the corresponding valid 
data outputs during the valid data phase. Note that the carry-
propagate mode is active in both the full adders since E1 and 
E5 are 1. In the least significant full adder, CIN00 is 1 and 
hence COUT00 becomes 1. In the most significant full adder, 
since COUT00 is 1, therefore COUT10 becomes 1. In Fig. 2b, 
the blue lines indicate an example partial RTZ of a subset of 
primary inputs of the 2-bit RCA and the following RTZ of all 
the primary outputs. It is assumed in Fig. 2b that E1 and E5 
alone have returned to 0, but not the carry input CIN00 or the 
internal carry COUT00. It is seen that after E1 returns to 0 in 
the least significant full adder, OR2 outputs 0 and OR3 also 
outputs 0. CG1 outputs 0 and hence SUM01 returns to 0. After 
E5 returns to 0 in the most significant full adder, OR5 outputs 
0 and OR6 also outputs 0. Since CG5 also outputs 0, SUM11 
returns to 0. It is shown that CG8 outputs 0, i.e. COUT10 
returns to 0. It is observed that with E1 and E5 alone returning 
to 0, and regardless of the RTZ of the primary carry input 
(CIN00) and the internal carry (COUT00), the primary sum 
and carry outputs of the 2-bit RCA RTZ reflecting early reset.   

 Given this, the late RTZ of CIN00 would not give rise to a 
wire orphan (i.e. unacknowledged transition on a wire) [8] [14] 
since the completion detector preceding the 2-bit RCA would 
indicate the RTZ of the primary carry input. The completion 
detector [2] is made up of an array of OR gates with a OR gate 
dedicated to combine the corresponding rails of an encoded 
input and the outputs of the array of such OR gates are 
combined using a C-element tree. The non-RTZ of the internal 
carry COUT00 might give rise to the problem of gate orphan 
[8] [14], where the gate orphan implies an unacknowledged 
transition on a gate output node. To overcome the likelihood of 
any gate orphan, a relative-timing assumption [15] is made in 
the region highlighted in Fig. 2b that the internal carry returns 
to 0 before the corresponding sum output returns to 0, i.e. the 
relative-timing assumption is that COUT00 returns to 0 before 
SUM11 returns to 0. This relative-timing assumption concerns 
maximum of only 2 full adder stages in any n-bit asynchronous 
RCA. So the 2-bit RCA in Fig. 2 is said to be relative-timed. 
However, despite the relative-timing assumption made, it is to 
be noted that the successive transitions within the circuit are all 
monotonic [16], i.e. there would be a wave of monotonically 
increasing (i.e. rising) transitions within the RCA during the 
valid data phase followed by a opposite wave of monotonically 
decreasing (i.e. RTZ) transitions within the RCA during the 
RTZ phase. Thus, imposition of the relative-timing assumption 
does not affect the input-output relation within the RCA.   

  To theoretically estimate the magnitude of relative-timing 
assumption to be made, we refer to the cell library information 
given in [12]. Note that we consider only the minimum size 
gates corresponding to [12] for this discussion. Referring to 
Fig. 2b, the critical path traversed for the direct RTZ of the sum 
output of a full adder consists of a 2-input OR gate viz. OR4 or 
OR5, an AO22 complex gate viz. CG5 or CG6, and a 2-input 
C-element viz. C7 or C8. The propagation delay associated 
with this critical path based on [12] is computed as 0.238ns. On 
the other hand, the critical path traversed for the indirect RTZ 
of the sum output of a full adder based on the carry input 
supplied from the preceding full adder consists of a 2-input OR    

 
Fig. 2 A 2-bit relative-timed RCA constructed using the proposed early output 

hybrid input encoded asynchronous full adder 
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gate viz. OR2, an AO21 complex gate viz. CG3 or CG4, an 
AO22 complex gate viz. CG5 or CG6, and a 2-input C-element 
viz. C7 or C8. Hence the propagation delay encountered for the 
indirect RTZ of the sum output of a full adder stage is 
estimated to be 0.301ns. Therefore, there is a small negative 
timing slack of 0.063ns, which is the magnitude of relative-
timing assumption required for any n-bit asynchronous RCA 
constructed using the proposed full adder. The negative timing 
slack may however be reduced by utilizing larger size i.e. high-
speed gate(s) selectively for synthesizing the carry output logic 
of the proposed full adder.                              

IV. SIMULATION RESULTS AND CONCLUSION         

A number of 32-bit asynchronous RCAs based on hybrid 
input encoded full adders corresponding to [17] – [20] and the 
proposed full adder was constructed using the cell library 
elements of a 32/28nm CMOS process [12]. Safe quasi-delay-
insensitive logic decomposition [21] wherever necessary was 
performed to ensure gate orphan freedom. More than 1000 
random input vectors were supplied to the asynchronous 
RCAs at time intervals of 20ns through test benches. The .vcd 
files generated through the simulations were subsequently 
used to estimate the average power dissipation. The area and 
forward latency (i.e. critical path delay) of the asynchronous 
RCAs were also estimated using Synopsys tools. To calculate 
the cycle times of various asynchronous RCAs, their 
respective forward latencies were averaged and are multiplied 
by the corresponding time complexities of forward and reverse 
latency metrics given in [22]. In a similar manner, the cycle 
times of different asynchronous RCAs commensurate with 
their actual carry propagation length(s) can be computed.         

TABLE 1. (FORWARD) LATENCY, CYCLE TIME, AVERAGE POWER, AND AREA 
PARAMETERS OF DIFFERENT HYBRID INPUT ENCODED 32-BIT ASYNCHRONOUS 
RCAS. THE RCA TYPE IS MENTIONED WITHIN BRACKETS IN THE 1ST COLUMN 

RCA  
and its type 

Latency 
(ns) 

Cycle 
time (ns) 

Area 
(μm2) 

Power 
(μW) 

Reference [17] 
(Strong-indication) 

9.24 18.48 2504.60 2179 

Reference [17] 
(Weak-indication) 

8.23 16.46 2423.27 2175 

Reference [18] 
(Strong-indication) 

9.22 18.44 2293.14 2171 

Reference [19] 
(Weak-indication) 

7.21 14.42 2016.63 2170 

Reference [20] – 
Non-redundant logic 
(Weak-indication) 

7.06 7.50 2016.63 2170 

Reference [13] – 
Redundant logic 
(Weak-indication) 

3.28 3.49 2049.16 2170 

This work 
(Relative-timed) 

3.02 3.11 1935.30 2173 

 

From Table 1, it is clear that the latency, cycle time and 
area of the proposed full adder based asynchronous RCA are 
the least in comparison with the optimized latency, cycle time 
and area metrics of an RCA constructed using the full adder of 
[13] which explicitly features redundant logic – thanks due to 

relative-timing. With respect to average power, almost all the 
RCAs dissipate more or less an equal value, and this is because 
the full adders of all the RCAs satisfy the monotonic cover 
constraint [2], whereby specific signal path(s) are activated 
between the primary inputs and primary outputs for each input 
vector applied. Hence in comparison with its best competitor, 
the proposed full adder based asynchronous RCA enables 
respective reductions in forward latency, cycle time and area 
by 7.9%, 10.9% and 5.6%.            
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Abstract - In this paper, we present a new 
approach to detect and analyse the severity of 
catastrophe in real-time systems. In all critical 
real-time systems, there exists a definite probability 
that one or more of the subsystems can drift to 
conditions that spawn criticality. Three Mile 
Island, Chernobyl, and Fukushima Daiichi have 
demonstrated the occurrence of catastrophe due to 
various reasons and depicted the strange reaction 
produced by real-time systems which were not 
organized to handle and predict catastrophe
chances. It is crucial to note that these systems 
were working satisfactorily in the normal mode 
before the decay time leading to the fully fledged 
accident. The excessive variations of values in the 
catastrophic domains disabled the system handlers 
that eventually resulted in a system breakdown. It 
is possible to enable a remedial capability in real-
time systems to detect drift patterns of possible
catastrophe indicators early and control the system 
to reduce the chance and scale of destruction. 
Here, we present a new methodology that
incorporates a catastrophe model into real-time 
systems-so that the system has the capability to 
switch over to an efficient rescheduling mode when 
the possibility of catastrophe is detected at an early 
stage itself. Although the rescheduling strategy 
cannot completely avoid catastrophe but by 
detecting earlier, effects or severity can be reduced 
by giving warning alarms and enabling graceful 
degradation.

Keywords: Real-time systems, cusp model,
scenario based rescheduling, catastrophe indicator, 
criticality mode change.

1. Introduction
In any orderly designed real-time systems, such 

as a plant, there is an optimal scheduler capable of 
handling all the stipulated tasks with the 
schedulability criteria imposed on the system. This 
scheduler that is developed after extensive testing 
and compatibility analysis needs to accommodate a 
set of optional tasks under the slack period 
(domain) of the schedulability window. There can 
be several occasions for the plant when the normal
scheduler gets challenged under demanding 
circumstances and meets the challenge by 
exercising the extra time and space given for 

execution. The concern is with this domain of 
functioning. While the scheduler is under the 
stretched performance of the real-time system, it 
may continue to perform satisfactorily. However, 
there could be hidden challenges up-way that may 
not be manifested by the task overload. There are 
several methods to deal with such situations. One 
of such conditions like overload is normally 
controlled by a strong admission policy of the 
scheduling algorithms. Overload conditions have 
been widely addressed in various research papers 
[1, 2, 3].

More recent work supporting scenario shift 
paradigm is criticality based system mode change 
[6]. When a system has more than one working
mode, a protocol is required to handle the mode
change smoothly [6, 7]. Here, three distinct types 
of modes are used to provide the functionality of 
the system. They are i) Normal Functional Mode ii) 
Exceptional Functional Mode iii) Degraded 
Functional Mode. In normal mode, the system 
application may move from one mode to other as 
part of its process like aircraft moving from cruise 
mode to landing mode. In exceptional mode, rare 
events cause the instability. But the response 
pattern is planned which can bring the system back 
to stability like when automated car detects an 
emergency scenario; it tightens the seat belt, and 
prepares to deploy the airbag. In third mode, i.e., 
degraded functional mode, the full set of error 
conditions may not be known prior which leads to 
uncertainty. The response pattern cannot be 
planned prior and online rescheduling is required
like   “fail code” mode in car.

The super scheduler model [4, 5] has two 
levels of the scheduler. Under normal mode, the 
primary scheduler schedules all the tasks, and in 
the event of an unexpected critical task, the outer
scheduler has the ability to suspend the lower 
priority tasks and execute the most critical tasks. A 
priority alter protocol is required to alter the 
priorities of the low priority tasks and the newly 
entered critical tasks. Mixed Criticality (MC)
systems use the terms criticality mode change [6].  
Here, the mode change requires the continuous 
monitoring and rescheduling of tasks in the old 
mode and the new mode. The standard mixed 
criticality model [8, 9, 10, 11] addresses a path 
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from low criticality level (LO) to high criticality 
level (HI). The system is in LO criticality mode 
initially. According to the MC schedulability 
condition [21], if any LO criticality task executes 
for its Worst Case Execution Time (WCET), 
without completing the job, then the system moves 
to HI criticality mode. Here, the task executes for 
its HI criticality WCET by aborting the LO 
criticality jobs. An analysis on the state where the 
LO criticality tasks differed/discarded while the HI 
criticality jobs are executed. Related approaches 
include elastic task model [22], MC fluid task 
model [23], robust priority assignment approach 
[24], and bailout protocol [25]. The aim of these 
approaches is to reduce the number of LO 
criticality jobs to be discarded and restore LO 
criticality mode following an interval of HI 
criticality activity in exceptional functional mode.

Adaptive mode changes are planned, but 
usually they don't occur. There can be a situation
wherein the mode change is not planned for and is
unpredictable, such as in degraded functionality 
mode. In this paper, we present novel modelling 
approaches based on the well-known catastrophe 
theory that would enable efficient tracking and 
detection of an impending catastrophe in the above-
mentioned situations.

The paper is structured as follows. Section 2 
explains the geometry of catastrophe to be detected
and analyzes its severity. Section 3 introduces the 
improvement that allows incorporating the 
catastrophe theory into the real-time systems.
Section 4 concludes the paper with a future scope.

2. Geometry of catastrophe
theory
In certain situations where stretched

scheduling takes place, the bifurcation of states has 
a definite probability to occur. In the case of 
complex plants engaged in fairly unstable process 
management like nuclear power plant, aircraft and 
rocket control, war scenarios, complex process 
control systems, automated monitoring systems, 
space rovers, and fully automated vehicles, the 
detection of bifurcation offers a good opportunity 
to take proactive measures. Hence, methods of 
detecting such scenario shift emanating from 
probable bifurcations of states of the plant demand
heavy attention in creating intelligent real-time 
systems (RTS). Focus on such scenarios requires 
the development of scenario shift and bifurcation 
analysis incorporated into real-time core 
management aspects like intelligent schedulers.
Here, we discuss the requirements and conditions 
for implementing such intelligent approach in 
practical applications. They include identification 

of the state in the scenario with respect to the state
capable of producing the bifurcation.

In order to consider the reality, we need to 
generate the scenario models and detect such drifts
or bifurcation of states in plants. This information 
can be used to alter the real-time systems 
performance. For this purpose, we require the 
standard approaches of dealing catastrophe through 
modelling and analysis and implementing such 
practises into the real-time system design domains.
These techniques involve adapting bifurcation 
geometries into scenario representing functions.
The standard catastrophe geometries [12] is given
in Table1.

Table 1. Geometries of Catastrophe
TYPE EQUATION
Fold
Catastrophe

Cusp
Catastrophe

Swallowtail
Catastrophe

Butterfly 
Catastrophe

The goal of the catastrophe theory is to 
specify a set of common criteria for discontinuity 
hypothesis. It classifies the various ways in which a 
system can undergo sudden large changes in 
behaviour as one or more of the variables that 
control it are changed continuously. Catastrophe is 
defined as the sudden changes that are caused by 
the smooth alterations in the situation. E.g. melting 
of ice or boiling of water. In more general terms, a 
small increase in stress leads to a dramatic change 
in behaviour. This sudden change in the system 
described by Thom [13] may lead to an abrupt or 
major change in the stability of the system. 
Catastrophe theory explains the regularities in a 
mathematical structure which permit routine 
calculations of how systems behave, based on the 
Taylor series approximation. The catastrophe 
theory described by Poston and Steward mainly 
focus on the geometric and algebraic methods used 
to handle Taylor series properly [12]. They have 
described seven elementary catastrophes to address 
the sudden jump and discontinuity. Gilmore 
proposed the indicators of discontinuities as the 
phenomena of bimodality, inaccessibility, 
hysteresis, and divergence [26]. These catastrophe 
flags indicate the presence of catastrophe. There are 
two other variants in catastrophe handling. One of 
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these is the Gilmore’s catastrophe detection. This 
detection involves the application of all catastrophe 
flags. A second variant is the catastrophe analysis
consists of a mathematical analysis of the dynamic 
equations of a transition process. A catastrophe
model is an intermediate between the detection and 
analysis. The more the catastrophe flags are 
detected, the more convincing is the claim of a 
catastrophe. Smooth changes in independent or 
control variables of a system may lead to abrupt or 
discontinuous changes in the system. Among the 
seven elementary catastrophe model, cusp model is 
the simplest model that is used in many 
applications. The cusp model gives rise to sudden 
discontinuities and is based on the non-linear
deterministic dynamic system. It consists two 
control variables and one behavioural variable.

Most of the catastrophe associated with 
practical applications fall into elementary 
catastrophe regions, and many can be dealt with the 
geometrical structures presented above. The 
beautiful way of thinking about the geometry of the 
higher-dimensional cases is described in
callahen[14].

To study the applicability of catastrophe
theory in a plant, it is imperative to know its
operational features. Here, we consider the
generalized property of a typical plant that provides 
a catastrophe shape with folding functions 
prevailing in nature.

A cusp catastrophe folding function can be given as

(1)

In such circumstances, the real-time 
scheduling module can be augmented by the 
analytical output of the catastrophe model to 
enhance the decision-making capability of the real-
time scheduler. The arrival of unpredictable tasks, 
due to the variations in parameters- in some cases,
can lead to a sequence of failures amounting to 
catastrophe, which in turn induces instability in the 
system. There have been a few reports that
attempted to use the catastrophe theory to detect the 
stability of the system [15, 16, 17]. Here, we 
propose a general methodology for detecting such 
variations at an early stage that would be a critical 
functionality of next generation RTS which would 
be able to detect and analyze a catastrophe through
causal variables.

In [15], catastrophe theory was used in 
conjunction with the dynamic workload allocation 
algorithms to observe their dynamic behaviour. 
Similarly in RTS, this methodology can enable 
detection of the threshold level up to which the 
system can be considered safe or to identify the 

instant when the system should be shut down in 
order to avoid high level damage. The instability of 
the system can be caused because of several 
unexpected behaviour changes in tasks that result 
in missing the deadlines of several critical tasks.

The balanced surface of is

                                             (2)

The singular point of is

                                                     (3)

The first derivative of functions depicts the 
balanced surface of the curve which probably will 
not pass through the origin and the second 
derivative of the function shows the singular point 
through which a branch of line passes through the 
origin.

An optimal or feasible real-time schedule can 
be stressed or stretched by the drifting scenarios 
manifested through several parameters expressed in 
real-time systems performance. This drift can be 
detected and analyzed by the catastrophic model 
that can be concurrently executed with it. This will 
identify the property of variation of the parameters 
involved in the operational model.

3. Catastrophe theory in RTS
The scenario shift in the real-time system 

happens when there is a major change in the system 
variables and environment variables. The major 
change could be the result of the smooth transition. 
The catastrophe indicators analyze the critical 
points and prove the presence of catastrophe. Here, 
catastrophe is meant as the bifurcation of a smooth
transition of control variables leading to the sudden 
change in behaviour. A smooth function will be
guiding a normal tightly packed hybrid scheduler in 
any real-time system. The effect of second order 
derivative determines the critical point. When its 
derivative becomes zero, a smooth transition 
occurs. A system is considered to have more than 
one variable. A function governing the scenario 
shift will have a bounded limited dispersion. The 
control variables try to adjust to the changes. 
However, when changes become unbounded, the 
scheduler calls for scenario shift. The input 
variables shared by smooth transition and sudden 
jump catastrophe will be same. That is, the 
variation in control variables in bifurcation leads to 
the sudden jump catastrophe. All variables 
involved in normal scheduling will also be
involved in catastrophe scenario. When bifurcation 
happens, the catastrophe cannot be avoided, which 
eventually leads to gradual degradation of
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performance that are controlled by activities such 
as power shut down, etc. 

In the general scenario, the real-time system 
will enable the normal mode in which the 
catastrophe modeler determines the paring of 
variables in a cusp model. Several cusp will be
ensemble for catastrophe detection. Among these 
any of the ith cusp (where i=1,2,3,….,n)  can initiate 
the catastrophe which can be realized by the 

catastrophe indicators. The cusp model is specified
with two control variables and one behavior 
variable. When there are N total normal variables 
and m control variables in a system, m/2 cusp is 
required for catastrophe detection. In a domain, N-
m scheduler will work perfectly. 

The ensemble cusp for m variables is shown in 
Figure 1.

Figure 1. Ensemble of cusp

Here, each ith cusp in a m/2 cusp model 
has got an order and priority of criticality which 
depends on the built-up function. High rate point of 
inflexion and divergence will be very high. Initially 
divergence can be controlled and then the 
remaining part. When it is realized that the 
situation cannot be handled, then the ith cusp in m/2 
cusp model with its priority ordering will be
moving through highest priority first and lowest 
priority last. Moreover, to deal that the scheduler 
will have a pure preemptive priority-driven 
scheduling algorithm.

Ensemble of functions making cusps

                (4)

The equation of the balanced surface is 

                                 (5)

The equation of the singular point set is

                                         (6)

Here, according to the catastrophic principle, the 
difference set equation and the control variables 
affecting the catastrophe are described by means of 
cusp model.

The life of a plant is well explained in 
Figure 2.  The real-time task and control domain 
explains the normal working plan of any real-time 
scheduler. According to acceptance test and 

schedulability test, all hard deadline tasks complete
their execution. So the positive operation of real-
time task index will be 100% in normal scenario. 
When there is a raise in smooth function observed 
in catastrophe domain, the hessian determinant tells 
the point of inflexion. Because of the unexpected 
scenario shift, few tasks may be added. So the 
negative operation of real-time task index deviates 
from 100%  down to 10% . If the catastrophe raise 
is not handled using rescheduling strategies, it leads 
the system to failure.

Catastrophe 
Domain

Normal Schedule Catastrophe

             

Normal

FailureReal-Time 
Task and 
Control 
Domain

Positive operation of real-time task 
index

100%                    100%                   90%         
                                                         10%            
0%                            0%
Negative(Failure) operation of real-
time task index

Normal
Time

Domain 
(Real-Time)

Build-
up

Time

Detector 
Time

Point of 
Inflexion(Hessi

an)

Figure 2. Life of the System

A critical real-time system consists of 
several subsystems and each subsystem behavior is 
considered as a smooth function.  In any smooth 
function, there are chances for critical points (non 
degenerate) in which the derivative is zero. In
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general there are only two critical points: minima 
and maxima. Morse Lemma explained it as nice 
critical points (more than one variable) and nasty 
critical points (one variable) [12]. Splitting lemma 
helps in reduction of number of variables. Hessian 
determines the local behavior of the function. So a 
critical point, in which the hessian matrix is non 
singular, it is said to be nondegenerate. The pseudo 
code for incorporating catastrophe theory in RTS is 
given below

Program cata-detec;

let T1,T2,....Tn set of tasks;
the function of 2 control variables;

ensemble of cusp with 2 control 
variables;

begin
At regular intervals,
       for each flexible schedule do

for each two control variables do
Develop cusp model;
Make ensemble of cusps;
Analyse the behaviour based on 

                                       the control variables;
Detect catastrophic drift through 

                                    models when the control  
                                     variables are in bifurcation   
                                      region;

Call severity_check();

End cata-detec;

Function severity_check()

begin
Identify critical points in the smooth 

function;
Develop the Hessian matrix;
Find the Hessian determinant;
if determinant = = 0 then

do rescheduling plan;
wait (time);
if determinant becomes < or > 0

then
continue normal-mode;
else
shift to superscheduler

mode;
endif

endif

end severity-detec;

RTS are designed for certainty. There is 
no built-in approach till now that can detect 
combinatorial uncertainty, which may arise due to 
unknown under performance or failures.
Catastrophe theory provides some capability to 
detect the drift. The cusp catastrophe model is 
chosen because it is simple and easy for explaining 
the nonlinear relationships. When there is overload, 
few optional tasks are identified and discarded. The 
arrival of unexpected task entry or changes due to 
variations in parameter or sudden shut down due to 
external environment leads the system to 
catastrophe mode.

Various aspects of the criticality mode are 
discussed in [6]. In certain instances, catastrophic 
shift is required to maintain the stability of the 
system. So, the system needs to identify the 
situation where the criticality mode change is 
required and when the catastrophe shift can happen. 
The mixed criticality mode change deals with a 
planned scenario whereas the superscheduler is 
expected to work with an unplanned situation. 
Since the catastrophe does not arise in a planned 
way, it is difficult to maintain the true stability of 
the system. Under such circumstances, the optimal 
solution is to manage the situation for the best 
benefits. There are three options: (i) partial 
rescheduling (ii) complete rescheduling (iii) 
graceful degradation [18]. Here, the catastrophe 
theory plays a major role in detecting the situation 
in which the superscheduler is brought into action.

The critical situation can be transient 
overload or overload leading to catastrophe. So the 
system can be alerted about the variation in 
parameters and possible rescheduling can be planed 
during the raise in function from the normal 
scenario. A limited level change can be tolerated 
expecting transient fault [19, 20]. When the 
threshold is reached, the rescheduling plan is
executed immediately. The costs of computation 
involved in planning rescheduling are much less 
than the effects of catastrophe. In rescheduling, few 
lower priority tasks are discarded and various 
effective techniques can be used to design 
rescheduling strategies [15]. 

The rescheduling strategy cannot
completely avoid catastrophe but by detecting 
earlier, effects or severity can be reduced by giving 
warning alarms and enabling graceful degradation.
For any real-time systems, the software component 
apart from scheduling must be capable of designing
catastrophe modeling and catastrophe detection 
method and retrieval strategies to maintain the 
stability of the system. Cusp model is one of the 
approaches proposed here with two control 
variables or splitting variable and normal variable. 
The ensemble of cusp is required in a real-time 
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system such that any two variables can make a 
cusp.

Figure 3. Normal Scheduler within super scheduler

The normal scheduler or the inner 
scheduler takes care of the planned events or tasks,
and the stretched or the superscheduler works for 
the unplanned mode changes by rescheduling the 
tasks mainly using priority alter protocol [4, 5].
This rescheduling of tasks can be partial or 
complete based on the severity of detected 
catastrophe. Therefore, the unexpected arrival of a 
normal task may trigger another event and thus can 
create a chain of tasks that might lead to 
catastrophe. The smooth function having a 
minimum, maximum, or the point of inflexion is 
considered to be stable property [12]. The invariant 
raise, for example, caused by a task being executed
for a longer period than expected could be a 
transient or permanent raise. Here, the super 
scheduler could plan for the feasible rescheduling. 
When the catastrophe indicators strongly depict the 
presence of unusual critical behaviour, then the 
rescheduling plan can be executed. Otherwise the 
system can continue in the normal mode. By doing 
this rescheduling plan at an earlier stage, in case of 
transient then the computation time of plan will be 
discarded. When compared to the disaster itself, 
this computation time can be considered as a 
preventive measure. The catastrophe failure could 
be detected as transient or permanent. Transient 
raise in smooth function will drop down and fall 
under the normal mode after few minutes. But the 
permanent failure keeps building the chain of 
failure to cause disaster. This is shown in Table 2.

Table 2.  Rescheduling Category
Failure
leading

category

Rescheduling 
Plan

Reschedule
Execution

Transient Done No
Permanent Done Done

4. Conclusion
In this paper, we have proposed a new 

improvement for real-time systems by choosing 
some of the features of the catastrophe theory to 

detect the unusual changes happening in the 
system and analyze the severity of the changes. 
The normal conditions in the system are dealt by 
the usual hybrid scheduler. When the unusual 
changes are detected by the catastrophic observer, 
the system can no more be handled in the same 
way when compared to overload situations. In 
such situations, the raise in function must be 
continuously monitored and rescheduling plans 
must be created. The cusp model has been used to 
detect the catastrophe trend in the function with 
two control variables and one behaviour variable. 
As a part of the future work we plan to make an 
ensemble of cusp in a system to detect the 
unusual changes and work out the reschedulablity 
analysis in more detail.
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Abstract
Network-on-Chip (NoC) is proposed to solve the com-

munication challenges in multiprocessor System-on-Chip

architecture. 3D NoC uses through silicon vias to stack

multiple 2D silicon layers and obtain better performance.

However, 3D NoC has to design an efficiently adaptive

routing algorithm to overcome huge traffic load problems.

An adaptive routing algorithm is composed of routing func-

tion (RF) and selection function (SF). RF decides a set

of deadlock-free candidate paths, and SF chooses a proper

routing path from those candidates. In this paper, we propose

a novel traffic-based routing algorithm, TBRA, to achieve

better performance. TBRA combines some advantages from

different routing algorithms and selects adaptive routing

algorithms according to the traffic load. Furthermore, it also

collects two hops data of networks to determine the better

routing path. Simulation results show that the proposed

scheme significantly improves the transmission latency, the

throughput, and the energy consumption.

Keywords: Network-on-Chip, 3D IC, Congestion, Selection

Function, Routing Algorithm.

1. Introduction
Nowadays, multiprocessor System-on-Chip (MP-SoC) in-

tegrates many functional blocks onto a single die [1] and the

communication becomes bottleneck between two processor

elements (PEs). Network-on-chip (NoC) is proposed to pro-

vide a scalable packet switched interconnection architecture

for on-chip communication solutions. However, 2D chip

architecture significantly increases wire delay and power

consumption in the deep submicron regime [2], [3]. 3D NoC

vertically stacks many 2D dies by using through-silicon-vias

(TSVs) [4], [5] and has shorter global interconnection length,

higher performance, and better scalability.

However, 3D NoC generates more traffic load than con-

ventional planar ICs [6]. Higher traffic load easily results in

traffic congestion. Conventional planar routing algorithms

never suffer such huge traffic load and cannot handle the

huge traffic load problem. Typical routing algorithms are

classified as deterministic routing algorithms and adaptive

∗The corresponding author. E-mail: d92007@csie.ntu.edu.tw

routing algorithms based on the path selection process [7].

Deterministic routing algorithms (e.g., XY routing algorithm

[8]) use a simple router architecture and predetermine a

routing path with deadlock free. Although they obtain lower

transmission latency in light traffic load, they cannot avoid

the occurrence of hotspots and congestion paths as the packet

injection rate (PIR) increases.

On the contrary, adaptive routing algorithms consider the

traffic variations of NoC and dynamically calculate proper

routing paths to avoid the hotspots and congestion areas [9].

The selection of routing path is determined from the cur-

rent status of NoC (e.g., congestion paths, hotspot regions,

and blocking time). Although adaptive routing algorithms

pay slightly higher transmission latency than deterministic

routing algorithms in low traffic load due to the hardware

overhead of routing implementation, they work well in high

traffic load.

Previous works for selection function (SF) only focused

on a routing path decision based on the buffer information

of adjacent routers or blocking time [10]. However, most

of them only took into account how to avoid the adjacent

congestion areas when they forwarded packets to destination

nodes [11], [12]. These papers only used a partial network

information to choose a proper routing path, so packets

easily blocked during transmission.

In a general adaptive routing algorithm, a PE generates

a packet and the packet is sent to a router for transmitting

to a destination. The router uses RF to compute a number

of routing paths to forward the packet, and then SF chooses

an appropriate output channel (OC) according to network

information (i.e., the buffer information of adjacent routers).

Once RF selects incorrect routing paths to SF, SF cannot

determine the suitable routing path. As a result, it results in

traffic congestion problem.

In this paper, we propose a traffic-based routing algorithm

(TBRA) to dynamically select suitable adaptive routing al-

gorithms according to the network situations. TBRA consists

of a feedback traffic-based routing function (FTBRF) and a

traffic-based selection function (TBSF). TBSF uses network

information of two hops to precisely determine the proper

output port. When TBSF detects the bad situations about

the input buffers of neighbors with two hops, TBSF informs

FTBRF to dynamically switch routing algorithms depending
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on the network situations.

This paper is organized as follows. In Section 2, we

describe the related work. Section 3 describes the proposed

traffic-based routing algorithm, TBRA. Then, we show our

simulation results in Section 4. The conclusions are shown

in Section 5.

2. Related work
In this section, we introduce the conventional adaptive

routing algorithms and selection function schemes, respec-

tively. The adaptive routing algorithms are classified as fully

adaptive routing algorithms and partially adaptive routing

algorithms based on the number of selected paths between

the source node (S) and the destination node (D). A fully

adaptive routing algorithm is presented that a packet is

transmitted to use all possible paths from S to D. It has

the highest adaptiveness but yields the risk of deadlock.

On the contrary, partially adaptive routing algorithms

only use a subset of possible paths to route packets. They

have lower adaptiveness and deadlock-free. The turn model

[13] and the odd even model [9] are famous partially

adaptive routing algorithms without virtual channels. Turn

model algorithm limits the minimum number of turns to

avoid deadlock, and OE routing is proven to have higher

even adaptiveness than the turn model routing. However,

OE results in imbalance traffic and then incurs congestion

problems in different routing paths. Thus, it is an important

issue to design a good selection function to assist adaptive

routing algorithms in NoC.

Most of conventional selection functions referred to con-

gestion information, such as Dynamic XY (DyXY) [12],

Neighbors-on-Path (NoP) [11], and BARP [13]. They used

congestion-aware algorithms to analysis the congestion sta-

tus of the current router and adjacent routers. According to

the obtained network information, each router determines

a suitable OC to transmit a packet. DyAD adopted the

information of buffer capacity to alleviate traffic congestion

among neighboring routers [15]. Although DyAD dynami-

cally switched deterministic and adaptive routing algorithms

to alleviate traffic congestion, it only considered the adjacent

network information and easily caused misjudgment prob-

lems. In literature [16], the authors both consider run time

contention and bandwidth-aware selection function in NoC.

In literature [17], they proposed a destination-based selec-

tion strategy (DBSS) to integrate local and global network

information and avoid network congestion. However, these

schemes required specific hardware design and only used in

2D NoC.

Briefly, most of previous selection schemes only consid-

ered the buffer information of adjacent routers while S sent

packets to D. However, these schemes may determine an

incorrect routing path and suffer traffic congestion during

transmission as shown in Fig. 1.
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Fig. 1: Misjudgment problems of conventional selection

function schemes.

Fig. 1 illustrates misjudgment problems in a mesh NoC.

We assume the design of the router uses wormhole scheme,

and the input buffer size is set to 4 flits without virtual

channel (VC). When S wants to transmit packets, it considers

the buffer information of the adjacent routers. There are two

candidate paths: path 1 and path 2. Path 1 uses router 4 to

forward packets, and path 2 uses router 8 to forward packets.

The used input queue lengths (UIQLs) of router 4 and router

8 are 2 and 3. Hence, S selects path 1 to forward packets.

There is a similar procedure in router 4. Router 4 finds the

UIQLs of router 1 and router 5 are 4 and 3. Hence, router

4 forwards packets to router 5. However, router 5 suffers

congestion, and packets are blocked in router 5. Although

the situation of path 2 seems to be not a good selection from

the UIQLs of neighbor routers, path 2 is a better selection

than path 1 because router 9 has shorter UIQL and quickly

forwards packets of router 8.

Hence, we should use the UIQLs of adjacent routers

(one hop) and more information from neighbors of adjacent

routers (two hops) to reduce the misjudgment problem.

The researches of previous 2D NoC only took into account

single RF or single SF mechanism. Previous works for 3D

NoC exploited hybrid routing algorithms to balance traffic

and avoid throttled routers in the chip [18]. However, these

schemes were only based on throttling information and

should consider congestion situations to effectively transmit

packets.

3. Traffic-based routing algorithm
In this paper, we propose a traffic-based routing algorithm

(TBRA) to dynamically select suitable adaptive routing

algorithms according to the network situations and achieve

maximize TPE , minimize Lpacket, and Esystem. TPE is the

average throughput per processor element (PE), Lpacket is

the average latency per packet, and Esystem is the total

power consumption of the system.

TBRA consists of a routing function (FTBRF) and a selec-

tion function (TBSF). FTBRF combines the features of two

adaptive routing algorithms (i.e., WXD and OXD routing
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Fig. 2: The performance of OXD and WXD routing algo-

rithms in random traffic.

algorithms). Most adaptive routing algorithms usually extend

from OE and turn mode (i.e, WF routing). OXD and WXD

[18] are typical hybrid routing algorithms based on OE [9]

and WF [13] routing algorithms, respectively.

TBSF uses a packet forwarding direction table (PFDT)

to record the UIQL of each router. The larger UIQL is

presented that the router has heavier traffic load and higher

routing cost (e.g., larger transmission latency). According to

PFDT, TBSF selects the minimum cost routing path (MCRP)

to forward packets. MCRP is the least congested routing path

for forwarding packets from S to D. Once TBSF obtains

the bad routing paths from the original routing algorithm

of FTBRA, TBSF sends a feedback to FTBRF. FTBRF

dynamically changes to other routing algorithm to obtain

better routing paths to transmit the following packets.

Conventional adaptive routing algorithms dynamically de-

termine the proper routing paths and balance traffic in 3D

NoC, especially for high traffic load. To observe the features

of different adaptive routing algorithms with different traffic

loads and traffic patterns in 3D NoC, we efficiently use

the features of different routing algorithms (i.e., OXD and

WXD) to transmit packets. OXD is based on OE routing,

and a router first uses OE routing. If OE routing algorithm

cannot be used in a router because of some directional

limitations, the router switches to XY routing algorithm to

find out other routing paths. If the router still cannot use XY

routing algorithm to forward packets, packets are transmitted

to below layer by downward routing algorithm. WXD also

has the similar routing processes to OXD.

Fig. 2 and Fig. 3 show the features of OXD and WXD

including average latency, throughput, and total energy in

two most popular synthetic traffic patterns: random traffic

and transpose1 traffic [9], [13], [15] by using AccessNoxim

[19]. The topology size is set to 8 × 8 × 4, and the

packet length is fixed to be 8 flits to neglect the impact of

different packet lengths. In random traffic, each source has

the same probability to send a packet to each destination.
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Fig. 3: The performance of OXD and WXD routing algo-

rithms in transpose1 traffic.

In transpose1 traffic, the coordinates of a destination node

(meshx−s.y−1, meshy−s.x−1, s.z) transpose x coordinate

and y coordinate of the source node (s.x, s.y, s.z). meshx and

meshy are the size values of x coordinate and y coordinate

from the topology size. Our simulation is from 0.001 to

0.039 flits per cycle with each scale 0.002.

When the PIR is less or equal to 0.02 flits per cycle, we

define the situation as ’low’ traffic load. On the other hand,

when the PIR is higher than 0.02 flits per cycle, the situation

is defined as ’high’ traffic load.

As shown in Fig. 2 (a), (b), and (c), the performance of

WXD is better than that of OXD in random traffic. Since

WXD is based on WF, WF has better performance in random

traffic [9]. In Fig. 4 (a), (b), and (c), OXD has lower latency

and higher throughput when the PIR is less than 0.029 flits

per cycle. As the PIR increases, WXD obtains lower average

latency and higher throughput. WXD also has lower energy

consumption between two routing algorithms.

From Fig. 3 and Fig. 4, we find that OXD and WXD

appear different performance in different traffic loads and

traffic patterns. Thus, we should choose the suitable routing

algorithms according to the network situations to obtain

better performance in 3D NoC. Routing algorithm (RA) can

be expressed as the functions of Lpacket, TPE , and Esystem

by

Lpacket =

∑pnum

i=1 Li(RA)

pnum
,

TPE =

∑Com_PEnum

i=1 Ti(RA)

Com_PEnum × Total_cycles
,

Esystem =

∑Com_PEnum

i=1 Ei(RA)

Total_cycles
,

(1)

where Li(RA), Ti(RA), and Ei(RA) are the latency func-

tion, throughput function, and energy function of RA, re-

spectively. pnum is the number of the transmitted packets.

Com_PEnum is the number of received packets by PE
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Fig. 5: Trafic-based routing algorithm (TBRA).

which is communicating to other ones. Total_cycles is

the total simulation cycles. In subsection 3.1, we present

the proposed FTBRF. TBSF and PFDT are described in

subsection 3.2.

3.1 Feadback Traffic-based Routing Algorithm
(FTBRA)

From Fig. 2 and Fig. 3, OXD appears better performance

in low traffic load, and WXD is suitably used in high traffic

load. According to the features of Fig. 2 and Fig. 3, a router

should select a suitable routing algorithm based on different

traffic loads and traffic patterns. However, two issues should

be considered. First, we need to obtain the traffic status of

a router. Second, we have to decide the switch conditions

between the routing algorithms.

Fig. 4 shows the switching problems in even columns

when RF of current router changes routing algorithms be-

tween OE and WF. The gray blocks show that OE routes

packets in some directions but WF does not use these

directions. The packets are dropped seriously when routers

change from OXD routing to WXD routing, especially for

high traffic load. Similarly, RF of current router changes

from WXD to OXD, it still encounters the switching prob-

lem.

Fig. 5 is the illustration of TBRA. TBRA uses FTBRF

Packets arrive

If(CC<= )

OXD routing

WXD routing

TBSF finds MCRP

If UIQL of CN or NN
> bufferth

CC = 0

CC++

Output Channel

FTBRF

TBSF

Y

N

Y

N

Confirm the value of
CC

Fig. 6: The flow chart of TBRA.

to forward packets, and TBSF decides MCRP from a set of

candidate output ports which are selected by using FTBRF.

We use a congestion counter (CC) in the arbiter to show the

situations of network congestion. Initially, CC is set to 0. We

also use a traffic threshold (bufferth) to define the traffic

status of a router in TBSF. bufferth presents that the UIQL

of a router is X flits. In this paper, the value of X is set to

4. In addition, we use a switching threshold (δ) to switch

different routing algorithms of a router. Initially, δ is set to

0.

FTBRF first checks the value of CC in a router. If CC

is less than δ or equals δ, the router uses OXD routing.

Once CC is larger than δ, the router switches to WXD. As

shown in Fig. 5, we add an arbiter in each router, and the

arbiter detects the buffer information of adjacent routers (the

neighbors of the current router (CN)) and neighbors of next

routers (the neighbors of next routers (NN)) from PFDT.

If both the UIQLs of CN and NN are less than the

threshold (bufferth), CC is set to 0. Contrarily, the value

of CC increases one and notifies RF. To compare with the

value of CC, RF of the current router dynamically uses OXD

or WXD, and TBSF selects MCRP according to the buffer

information of PFDT to forward packets.

Fig. 6 is the flow chart of TBRA, and it consists of

two blocks. The first block is illustrated the operations

of FTBRF, and the second block is shown the operations

of TBSF. As shown in Fig. 6, a router first checks the

value of CC. If CC is less than or equals δ, the router

uses OXD routing and TBSF finds MCRP according to

the information of PFDT. Once CC is larger than δ, the

routing path appears traffic congestion. Hence, the router

should use WXD routing to obtain better performance from

Fig. 2 and Fig. 3. Our FTBRF dynamically switches the

routing algorithms between OXD routing and WXD routing

algorithms according to the traffic situations. Then, TSBF

selects a proper routing path with MCRP.
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Fig. 7: The packet forwarding direction table (PFDT).

3.2 Traffic-based Selection Function (TBSF)
Most of conventional selection strategies only took into

account the buffer information of adjacent routers to choose

a proper routing path but they resulted in the misjudgment

problems (see Fig. 1). However, TBSF finds MCRP ac-

cording to the information of PFDT. PFDT collects more

information to select a more suitable routing path and

improve the misjudgment problems.

Fig. 7 is the illustration of PFDT. In Fig. 7 (a), we

use the hardware design of NoP [11] to gather the buffer

information of neighbors with two hops, and then we record

the information of each router on PFDT. The warm-up time

of NoC system is 1000 cycles based on default configuration

[20]. The warm-up time is to collect PFDT information.

As shown in Fig. 7(b), there are n columns, each column

is �log2(buffersize)	+1 bits, where buffersize is the input

buffer size. The column is denoted the flit number of each

output port in a router. Normally, a router has seven output

ports in 3D NoC: north port (NP), east port (EP), south port

(SP), west port (WP), up port (UP), down port (DP), and

local port (LP). Each row is denoted ID of each PE in 3D

NoC. The topology size of 3D NoC is set to dx× dy × dz
(8 × 8 × 4), the number of PEs is dxdydz, and the size of

PFDT is (�log2(buffersize)	 + 1)ndxdydz bits. However,

the scalability of PFDT is not good when the topology size

increases. In the future, the scalability problems will be

improved to use the technology of routing table minimization

progresses [21].

When S wants to transmit packets to D, TBSF first

checks the buffer information of two hops from PFDT. TBSF

calculates a proper routing path with MCRP. The decision

function of the best forwarding direction fBest_Direction is

given by Costcurrent + Costnext_node, where Costcurrent
is the routing cost of the current router and Costnext_node
is the routing cost of next routers.

Costcurrent and Costnext_node are calculated based on

the buffer information of PFDT. As S sends packets, S uses

TBSF to calculate MCRP and alleviate the misjudgment

problems based on more accurate network information.

However, if there is congestion occurrence with two hops,

the selected MCRP may be bad. When CC is larger than δ,

TSBF notifies FTBRF to choose another routing algorithm.

FTBRF switches OXD routing to WXD routing to find other

better routing paths.

4. Experiment Results
We use AccessNoxim [19] to show the performance of

TBRA, and the simulation parameters refer to literature

[22], [23], [24]. AccessNoxim consists of Noxim [20] and

Hotspot [25] as well as models the 2D NoC system in

literature [26]. The router uses the design of wormhole

switching without virtual channel, and δ is set to 0. To

evaluate the performance, two major synthetic traffic patterns

are used: random traffic and transpose1 traffic [9], [13],

[15]. The primary performance metrics are average latency,

throughput, and total energy consumption in the system.

We design two experiments to verify the performance of

TBRA. First, we compare the average latency, throughput,

and total energy consumption with OXD-NoP in subsection

4.1. OXD is based on OE, and OE is proven to be the best

routing algorithm in 2D NoC with non-uniform traffic [9].

NoP is proven to be the best selection function in 2D NoC

[11]. In subsection 4.2, we improve the switching problem

by adjusting the switching threshold (δ) in different traffic

loads and traffic patterns.

4.1 The Performance of TBRA
As shown in Fig. 8(a), (b), and (c), the performance

(average latency, throughput, and total energy) of TBRA

sharply decreases as PIR increases. TBRA uses OXD routing

in light traffic load and then switches to WXD routing

in high traffic load. When routers switch to other routing

algorithm in even columns, different directional limitations

between OE and WF result in performance degradation in

high traffic load.

Fig. 9 divides into two parts (the PIR is below 0.027

flits per cycle and above 0.027 flits per cycle) to discuss

the performance of TBRA. When the PIR is below 0.027

flits per cycle, TBRA has a little higher average latency

and higher total energy than OXD-NoP. The reason is that

TBRA uses more complex hardware design to collect more

network information. As the PIR is above 0.027 flits per

cycle, TBRA improves 17.62% average latency and 0.57%

throughput. However, TBRA has a little higher total energy

(0.27%) because of the complex hardware design.

4.2 The switch threshold of FTBRA
We adjust the switching thresholds (δ) to improve the

switching problem. Fig. 10 and Fig. 11 show the impact of

different switching thresholds (δ) for TBRA performance in
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Fig. 8: The performance of TBRA and OXD-NoP in random

traffic.
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Fig. 9: The performance of TBRA and OXD-NoP in trans-

pose1 traffic.

random traffic and transpose1 traffic. The ith-TBRA denotes

that the value of CC is larger than i to change routing

algorithm from OXD routing to WXD routing. The larger

value of CC is present that the duration of traffic congestion

has continued CC cycles.

Our TBRA uses the features of OXD and WXD to

improve the system performance. In Fig. 10, we find that

the larger switching threshold reduces the number of switch

algorithm from OXD routing to WXD routing. When we

use a larger δ, the performance of TBRA approaches that of

OXD-NOP.

From Fig. 4, if two conditions are satisfied simultaneously,

the switching problem occurs. One is that the current router

switches to other routing algorithm. The other is that the

switching position appears in even columns. From Fig. 10,

we find that the 10th-TBRA appears unstable states. When

the PIRs are equal to 0.027, 0.033 and 0.035 flits per cycle,

we find that the duration of traffic congestion is larger than

10 cycles, and many hotspots appear in even columns. In

addition, a router easily changes from OXD routing to WXD

routing due to the smaller threshold (i.e., δ=10). Hence,
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Fig. 10: The performance of TBRA with different switching

threshold (δ) in random traffic.

the switching problem occurs, and the 10th-TBRA suffers

serious throughput degradation.

The 0th-TBRA and the 10th-TBRA are not the proper

switch thresholds because most duration of traffic congestion

is larger than 10 cycles. When the PIR is below 0.029 flits

per cycle, the 30th-TBRA has a little higher average latency

and higher total energy than OXD-NoP. The reason is that

TBRA uses more complex hardware design to collect more

network information. When the PIR is above 0.029 flits

per cycle, the 30th-TBRA improves 6.11% average latency.

However, the 30th-TBRA has a little lower throughput (-

0.17%) and consumes lower total energy (0.16%). As δ
equals 40, the performance of the 40th-TBRA is the same

as the 30th-TBRA. Fig. 10 shows that the better value of δ
is set to 30 in random traffic.

In Fig. 11, we can find that the 0th-TBRA has the lowest

average latency in transpose1 traffic, and the performance of

the 30th-TBRA approaches to that of OXD-NoP. Summarily,

TBRA exploits OXD routing in light traffic load and then

switches to WXD in high traffic load. It obtains better

performance than that of OXD-NoP in transpose1 traffic with

high traffic load. Although TBRA with δ = 0 has worse

performance in random traffic, the traffic distribution of the

chip rarely appears random traffic in realistic 3D NoC. We

also improve the performance in random traffic by adjusting

the switching threshold. The better value of δ is set to 30

in random traffic, and δ = 0 is a better choice in transpose1

traffic.

5. Conclusion
In this paper, we propose a TBRA to combine FTBRF

with TBSF. FTBRF dynamically uses OXD or WXD routing

depending on traffic load. TBSF exploits more accurate

network information to improve the network congestion

problems.

We use TBRA to obtain the advantages of hybrid rout-

ing algorithms and address better performance in different
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Fig. 11: The performance of TBRA with different switching

threshold (δ) in transpose1 traffic.

traffic loads and traffic patterns. According to the simulation

results, we find that TBRA show the better performance in

transpose 1 traffic with high traffic load. We adjust switching

threshold to improve the switching problem. The better value

of δ is set to 30 in random traffic, and δ = 0 is a better choice

in transpose 1 traffic.

Therefore, the designers use different routing algorithms

and different switching thresholds to achieve better perfor-

mance in different traffic loads and traffic patterns. TBRA is

a better hybrid routing algorithm for enhancing performance

in 3D NoC.
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Abstract— Silicon Physical Unclonable Functions (SPUFs) 
are security primitives that are embodied in a chip and 
exploit the manufacturing process variations of the 
Integrated Circuits (ICs) to extract unique secrets for chip 
authentication and cryptographic key generations. Due to 
their simple implementation and high performance, Ring 
Oscillator PUFs (ROPUFs) are one of the most suitable 
security solutions for silicon technology devices including 
ASICs and FPGAs. As far as our knowledge goes, there is no 
comprehensive research that assesses the impact of varying 
environmental conditions on the performance of controlled–
inverter Configurable ROPUFs (c-ROPUF). In this paper, we 
use our previously proposed c-ROPUF design to analyze RO 
sample frequencies that are extracted from five Spartan 3E 
FPGAs (90 nm) at five different temperatures & voltages.  
The experimental results show that RO frequencies follow a 
fixed pattern which shows that environmental variation 
effects are uniformly distributed on the individual ROs 
throughout the FPGA chips. However, RO frequencies are 
exposed to high bit flips percentage due to voltage variations 
compared to temperature variations.  

Index Terms— FPGAs, hardware security, temperature 
variations, voltage variations, ROPUF performance. 

I. INTRODUCTION  
 Owing to their re-programmability and higher flexibility to 
offer great amount of hardware resources, including SRAM 
memory cells, DSPs, and dedicated primitives, FPGAs have 
recently become key elements in the embedded systems and life 
critical applications. The inability to fabricate identical silicon 
chip (100 % identical) introduces a random delay that is inherited 
by the manufactured ICs in each chip and is known as 
manufacturing process variations. SPUFs take advantage of the 
manufacturing process variations to authenticate the chips.  

ROPUFs are one-way probabilistic functions that exploit 
process variations in order to map challenge 'c' of a physical 
entity to its corresponding response 'r' [1].  For example, when 
the challenge 'c' is applied, a pair of identically instantiated ROs 
(ROa, ROb) is selected from two locations on the same chip for 
comparison.  Process variation’s delay (PVa , PVb)  for a pair of 
ring oscillators (ROa, ROb) that are mapped on different areas of 
the same chipi, , m is the number of chips under test, 
will slightly differ from each other. Based on these differences, 
ROPUF generates two frequencies fa, fb for ROa, ROb 
respectively, where a   , b , and n is the number 
of the ROs mapped on a certain chip. The two frequencies are 
compared and one response-bit, r = '1' or '0', is generated based 
on the following formula:  

  1 ,     
 

0,  
if fa fb

r
Otherwise

�� �
� � �
	 


                                           (1) 

 
On account of the randomness property of the process 

variations in a ROPUF design, the generated frequencies are 
inherently unique for the individual ROs. This facilitates a high 
unpredictability in the generated RO frequencies that ensures 
greater unclonablity in the response bits extracted using these 
frequencies. In addition, ROPUF is a tamper-proof design that 
can detect on-chip physical tampering attempts. Physical 
tampering permanently affects the process variation of the 
individual ROs that are mapped in the tampered area of a silicon 
chip. Hence, when mapped on that tampered area, ROPUF 
design generates different response bits which indicate a 
tampering attempt in that particular area of the chip.  As shown 
in equation 1, in order to generate one response bit, a pair of RO 
frequencies (two RO frequencies) is needed. For a small CRPs 
space, it is possible that an adversary tries all challenges and 
knows the corresponding responses. 

 
Configurable ROPUF was first introduced by Maiti in [2] to 

basically enhance the reliability of original ROPUF proposed by 
Devadas in [1]. To expand the CRPs space, an improved version 
of Maiti's configurable ROPUF, namely c-ROPUF, is proposed 
by Amsaad in [3]; which efficiently utilizes FPGA logic to create 
more number of ROs (double) within the same area (single CLB) 
and uses controlled inverter PXOR gates to control the RO 
frequencies. An increased CRPs space leads to a robust design 
against the modeling and machine learning's attacks [4].  

  
Environmental variations temporarily change process 

variations around the individual RO loop which cause noisy 
frequency being generated by the individual ROs. Thus, ROPUF 
suffers from instability in the generated response bits (bit flips), 
which in turn decreases the ability of ROPUF to generate the 
same response bits at varying operating conditions (ROPUF 
reliability) [1, 2, 5].  In addition, a higher bit flips percentage 
reduces the percentage of CRPs (RO frequency pairs) that can be 
used to generate unique responses; this negatively impacts the 
overall uniqueness of ROPUF.  The performance of ROPUF in 
terms of uniqueness and reliability of the generated response bits 
is negatively affected by the environmental variations. Thus, the 
important question here is, how to properly study these effects. In 
this paper, we investigate this problem by exploring the impact 
of environmental variations on the generated ROs frequencies 
using Spartan-3E FPGAs that are based on 90nm nanometer 
technologies. The design is implemented on the entire area of 5 
FPGAs.  
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Secondly, the correlation between the generated average 

sample frequencies and the environmental variations i.e. voltage, 
and temperature variations is determined.  The average 
frequencies of the ROs are found to be inversely proportional to 
the applied temperature and directly proportional to the applied 
voltages. Hence, an algorithm to predict the ROPUF 
environmental noise is proposed to improve the overall 
performance of ROPUF.  

II.  BACKGROUND   
Physically Unclonable Functions (PUF) is a modern hardware 

primitive for the security of silicon technology chips including 
FPGAs and ASICs. Based on their randomness property, PUFs 
can be categorized into “explicitly” and “implicitly introduced” 
randomness [6, 7]. The explicitly introduced PUFs, like optical 
PUFs and protective coating PUFs, are known as the non-
intrinsic PUFs and their randomness is internally evaluated using 
special measuring equipment [6, 8]. Protective coating PUF was 
proposed by Tuyls et al which comprises of a coating and 
randomly spread dielectric materials [9]. The optical PUFs 
proposed by Pappu et al. in [10] exploit the unique pattern of a 
speckle that ascends when applying laser against a transparent 
item to generate highly random PUF signature. On the other 
hand, the implicitly introduced PUFs are mainly Silicon (S) 
PUFs that use the intrinsic manufacturing process variations to 
produce secret keys. Considering its simple implementation and 
high performance for both ASICs and FPGAs, a Ring Oscillator 
PUF (ROPUF) is one of the most popular silicon PUFs.  

 
Fabrication of silicon chips are done over a submicron, and 

results in nearly identical ICs that slightly differ in the effective 
structural parameters, such as channel length L, channel width 
W, transistor doping concentration NA, and the oxide thickness 
Tox [11]. A relatively small processing delay that differs from 
one IC to another is inherited by these ICs; which is also known 
as the static process variation and is typically influenced by the 
effective transistor gate length (L) parameter [11]. Silicon (S) 
PUFs including Arbiters (A) PUFs and (RO) PUFs can be easy to 
implement and evaluate on FPGA chips and their output is 
difficult to clone or predict. ROPUFs exploit the uniqueness of 
the process variation in order to obtain a unique cryptographic 
key for security applications such as Intellectual Property (IP) 
Protection, Smart Grid, and on-chip authentication. Fig. 1 shows 
the original ROPUF design that was introduced by Suh, G. E., 
and Devadas in [2]. To obtain a bit response from the ROPUF 
circuit, a frequency pair of two identically instantiated ROs is 
compared. Neglecting the noise effect, the measured process 
variations is unique for each RO. 

 
An Arbiter (A) PUF is a silicon based PUF that was 

introduced in 2004 by Lee et al [12]. Fig. 2 shows the basic 
structure of APUF. As shown in the figure, APUF uses switch-
box structure to create a race between two delay paths with an 
arbiter at the end of the two paths. Furthermore, the arbiter is 
connected at the end of the design as a D-latch flip-flop (other 
types of flip flops might be used), with one input connected to 
the clock signal and the other connected to the data input so as to 
select the wining signal, which is the one that reaches the arbiter 
first.  

 
In 2007 G. Suh and S. Devadas proposed a 1-out-of-k 

technique to enhance ROPUF reliability [1, 2]. This technique 
basically selects an RO pair that has the maximum frequency 
difference among k-RO pairs. The downside of this technique is  

 

 

 

 

 

 
Fig. 1 Ring 

Oscillator based PUF circuit [2]. 
 

 

 

 

 

 
Fig. 2 An arbiter PUF delay design [7]. 

 

 
              Fig. 3  Configurable ROPUF in One CLB proposed in [1]. 

 
the area inefficiency where k times more area is sacrificed when 
implementing it on silicon chips. 

 To overcome this drawback, in 2009 Maiti [2] introduced an 
FPGA-based configurable ROPUF in a single Configurable 
Logic Block (CLB) using Spartan-3E family.  
 

Fig. 3 shows the basic structure of Maiti’s configurable RO 
design inside one CLB which uses S1, S2, and S3 to configure 
one RO among eight different ones. Each RO has a different 
frequency based on the process variation delay of its dedicated 
logic. To satisfy the identical routing requirements, RO pairs are 
selected from different CLBs with the same configuration. In his 
design, Maiti used the redundancy approach technique (proposed 
by Devadas) to select the RO pair that has the highest frequency 
difference among a group of eight configurable RO pairs that are 
mapped on two adjacent CLBs to enhance the reliability of 
ROPUF. The main advantage Maiti's configurable ROPUF 
design is that it can be implemented on the same area as 
Devadas's design, but with more reliable CRPs. 
 

 Fig. 4 (a) shows a controlled configurable ROPUF inside 
one CLB proposed by Amsaad in [3].This design makes an 
efficient use of the internal routings to connect the LUTs and the 
dedicated multiplexers with fixed routing delay. As shown in 
Fig. 4 (a), using selection lines S1 to S4, the proposed design 
allows instantiation of 16 RO paths.  
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(a) 

 
(b) 

Fig. 4 configurable ROPUF design proposed in [3]: (a) 16 ROs in a 
single CLB, (b) One RO loop. 

 
Restricting the design to one CLB is very important in order 

to exploit the unique behavior of the internal CLB routings that 
connect between the dedicated logic with fixed delay. 

Four PXORs are implemented at slice1 and slice2 which acts 
as controlled inverters (CNOT gates). To accomplish that, each 
LUT in Slice 1 & Slice 2 is first configured as two-input PXORs. 
One input of each PXOR is then connected to logic 1 and the 
other input is connected to the output of the active RO. A pair of 
these PXORs is then connected to its corresponding F5MUX. 
FiMUX from slice1 and slice 2 is programmed as F6MUX to 
connect its corresponding F5MUXs in these slices. In order to 
bypass the RO-bit signal, the output of bottom F6MUX is 
connected to all four LUTs at top slices, slice 3 and slice 4. 
These LUTs are programmed as buffers by configuring each of 
them to the PXORs, then connecting one of their inputs to logic 0 
(ground) and the other input to the bottom F6MUX. Each two of 
these PXORs are connected to its corresponding F5MUX in the 
same slice. F5MUXs at slice 2 and 3 are connected to the top 
configured F6MUX in slice 3. Configrable ROPUF output is 
driven from top F6MUX and fed back to PXORs at the top two 
slices (slice 1 and slice 2) so as to control the oscillation of the 
active RO.   

As illustrated in Fig. 4 (b), to control the output of each RO, 
two PXOR gates are used as an inverter or buffer in each RO-
loop. Due to the limitations in possible number of CRPs space in 
the original ROPUF design, secret keys might not be enough to 
satisfy the unpredictability and resistance to modeling attacks. 
Configurable ROPUF is proposed in [3, 7] to provide large 
number of ring oscillators in a small area of the chip which 
strengthens the generated secrets, increases the unpredictability 
and ensures high resilience of ROPUF design against machine 
learning and molding attacks.   

As far as our knowledge goes, performance issues of c-
ROPUF frequencies under different conditions were not 
addressed. In the following sections, we show the experimental 
setups and analyze the frequency of our configurable ROPUF in 
order to validate its performance under different conditions. In 
addition, critical quality factors of the configurable ROPUF are 
explored under different temperature variations to justify the 
overall performance of the design.   

 

III. EXPERIMENTAL SETUP  
As shown in Fig. 6, the design is first implemented inside a 

single CLB comprising 16 different ROs with fixed internal 
routings. Fixed CLB routings eliminate possible noise from the 
dynamic routing due to the use of external routings and 
guarantees that the generated frequencies depend highly upon the 
random manufacturing process variations of the individual ROs.  

The design is implemented on five Spartan 3E FPGAs 
(90nm), each consisting of 240 CLBs.  Each FPGA is divided 
into six equal regions with 40 CLBs and 640 ROs per region. 
Using Xilinx ISE CAD Tools, a hard macro procedure is 
performed on a single CLB and duplicated on the entire region 
(40 CLBs). As a result, six bit-stream files (one file per region) 
are obtained. These files guarantee faster mapping of the design 
and ensure that all ROs are identically mapped on each FPGA 
region using internal CLBs routings with a fixed delay. Data 
samples are collected from the six regions of each chip. As seen 
in Fig. 6, a 1000 series Test-Equity chamber is used with an 
Agilent 18601 logic Analyzer to collect sample frequencies at 
different temperatures and DC voltage supply. As shown in Fig. 
6(a), the temperature chamber contains racks where FPGAs are 
placed. The environmental temperature for FPGAs under test is 
controlled by a temperature control unit. This unit is embedded 
in the chamber and has the ability to change the environmental 
temperature inside the chamber. FPGAs are placed in the 
chamber and the environmental temperature is adjusted to a 
desired placed in the temperature chamber each time and data 
samples are collected using the logic analyzer. Data samples are 
collected from the entire area of the FPGA (240 CLBs) at 0oC, 
25oC, 50oC and 75oC. As shown in Fig. 6 (c), Diligent-Adept 
software is used to download the bit stream file on each FPGA 
region. After the FPGA region is configured, it is connected to a 
16-bit data bus of 16801 Agilent Logic Analyzer. The Logic-
Analyzer can accurately measure data samples and observe the 
non-harmonic frequencies of the individual ROs. Fig. 6 (d), 
shows one of the FPGAs tested under different voltages using a 
DC power supply. 
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IV. RESULTS AND ANALYSIS 
 

Temperature and voltage variation experiments were 
conducted using the above experimental equipment as seen in Fig.6. 

Table 1 shows the average regional frequency for each kth 

region in an ith FPGA (six regions per FPGA) at certain 
temperature and supply voltages. In the Table, average FPGA 
regional frequency at five different temperatures with a 250C 
difference between each temperatures, and five different supply 
voltages with a 1V difference between each applied voltage is 
calculated.  To perform that, a total of 150 data sheets for all the 
5 tested FPGAs at different temperatures are collected by our 
logic analyzer for analysis. For accuracy, 10 data samples (

, , , i j k lSf ) from each data sheet are used to estimate the average 
frequency (Avg.RO(i,j,k,l)) for each ring oscillator using the 
formula as follows [5, 13]: 

10 
1

( , , , )10
1

( , , ).  . i j k l
o

i j kAvg RO S f
�

� �                                    (2) 

where , , , i j k lSf  represents the lth frequency sample, (1 ≤ l ≤ 10) 

of the kth RO,(1 ≤ k ≤ 640) in the jth FPGA region, (1 ≤ j ≤6) of 
the ith  FPGA, (1 ≤ i≤ 5) and evaluated as follows : 

� ( , , , ) ( , , , )( , , , ).  /   50  
i j k l i j k li j k l CC CCS f RO Ref MHz� �              (3) 

, , ,i j k lRefcc is the default Spartan 3E-FPGA clock which is used as 

a reference clock, 
, , ,i j k lCCRO is the number of clock cycles (data 

sample) of the active RO. The average regional frequency is 
calculated for each FPGA region at certain temperature T=t as 
shown in equation 4: 

640

( , ) , ,
1

..Re
T t

k
i j i j kAvg gi Avg Ronal O

� �
�

��                  (4)    

As shown in Table 1, average regional frequencies are 
inversely proportional to the applied temperature at 0oC, 25oC, 
50oC and 75oC. However, average regional is directly 
proportional to the applied temperature frequencies at 1V, 1.1V, 
1.2V, 1.3V and 1.4V. This can lead to bit flips occurrence at bit 
positions and affect the response bits. As a result, the following 
formulas that represent the relation between the regional 
frequency at certain temperatures ‘t1’ and ‘t2’, and voltages ‘v1’ 
and ‘v2’ can be written as follows:  

1

2

( , )
( , )

1.Re
.ReT t

T t

i j
i j

Avg gional
Avg gional

�
� �

� �

               (5) 

2 1( , ) ( , ).Re .ReV vi j i j V vAvg gional Avg gional�� � � �
          (6)   

where t1<t2 (t2-t1=25oC) and v1<v2 (v2-v1=1V).        
Therefore, noise frequency is calculated using the data in 

Table 1 with the help of the following equation: 

, , 1.2_  .Re .Re
t RTT V v T V vAvg gionalNoise Fr Avg gionque alncy � � � � � �� �    (7)      

As shown in Fig. 7 (a), at 0oC, average regional frequency 
increases by 5.35 MHz, at 25oC the frequency decreases by 5.33 
MHz and at 75oC the frequency decreases by 10.63 MHz with an 
average of 5.3 MHz (noise frequency) for 25oC change in the 
applied temperature.  

 
(a) 

 
(b) 

Fig. 7 Average noise frequencies on five FPGAs : (a) due to temperature 
variations (b) due to voltage variations  
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Fig. 6 Experimental equipment: (a) temperature control panel, (b) two Basys-2 Spartan-3E FPGAs under test inside the temperature chamber,  
(c) Agilent 18601A logic analyzer connected to FPGAs inside the temperature chamber, and (d) Basys-2 Spartan-3E FPGAs under test using DC power supply 
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As far as the voltage variation noise is concerned, the noise 
frequency increases by 50 MHz for every 1V change, and it 
increases up to 24.6 MHz for 1.4V and 1.3V respectively as 
shown in Fig. 7 (b). However, it decreases by 24.9 MHz and by 
46 MHz for 1.1V and 1.0V respectively.   

In addition, environmental temperature variations and noisy 
oscillators can cause the response bits to flip.  For a certain 
challenge, reliability can be evaluated by calculating Hamming 
Distances (HDs) between  rs,rt  the tth response bit from a chipi at 
room temperature (normal operating condition), and  rs,t the tth  
response bit from the same chip at varying operating condition 
such as varying temperature or voltage condition. The ideal bit 
flips percentage for response bits that are generated from the 
same chip should be 0%. 

The percentage of bit flips is calculated as follows [5, 14]: 

, ,

1

( , )1_ 1 100%
n

s rt s t

i

HD r r
Bit flip

n n�

� � ��                (8) 

Fig. 8 shows that the probability of bit flips. It is shown in 
the figure that as the frequency difference increases the 
probability of bit flips decreases and vice versa. From the figure, 
it is found that the bit flip occurs most frequently when the 
maximum frequency difference is 1 MHz and 1.5 MHz on 
account of temperature and voltage variations respectively.  

Fig.9 shows the effect of environmental temperature 
variations on all FPGAs. It is observed that for every FPGA, the 
average regional frequencies decrease with increase in 
temperature and vice versa. To verify this correlation between 
sample RO frequencies and the environmental conditions, IBM-
SSPS is used.  Fig.10 (a) shows a strong negative correlation 
with correlation factor of r = -0.99. This means for every 1oC 
increase in the temperature, the average RO frequency will 
change by 0.2 MHz. However, Fig. 10 (b) shows a strong 
positive correlation with correlation factor of r = + 0.99. This 
means for every 1V increase in the voltage variations, the 
average RO frequency will increase by 2.42x102 MHz. Although 
the regional RO frequencies has high increment with respect to 
the voltage  variations when compared to temperature variations, 
the frequencies follow a fixed pattern which implies the voltage 
variation effect is also uniformly distributed throughout the 
FPGA chip.  

 

 

 

 

 
Fig.8 Bit flip probability vs frequency difference (MHz) 

 

 
Fig. 9. Effects of temperature variations on all FPGAs 
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Table .1 Average RO frequencies of the tested FPGAs varying temperatures and supply voltages. 

FPGA Regions 
Applied Temperature (Celsius) Applied voltage (Volts) 

0oC Rt oC 25 oC 50 oC 75 oC 1V 1.1V 1.2V 1.3V 1.4V 
 B

ot
to

m
 Left 279.66 274.08 273.96 269.02 264.42 228.4 249 274.1 298.6 324.9 

Middle 281.2 275.94 275.64 270.52 266.14 229.9 250.1 275.9 300.2 325.9 

Right 278.56 273.62 272.96 267.76 263.8 227.2 249.3 273.6 297.6 323.3 

   
 T

op
 Left 279.88 274.24 274.74 269.18 264.42 228.6 249.6 274.2 299.3 324.6 

Middle 281.04 276.36 275.78 270.8 266.64 230.2 250.3 276.4 300.4 325.8 

Right 279.7 274.12 274.86 266.64 264.64 228.1 250.2 274.1 299.5 324.4 

Average  Regional Frequency  280.01 274.73 274.66 269.33 265.01 228.7 249.8 274.7 299.3 324.7 
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(a) 

 
(b) 

Fig. 10 The correlation between average RO frequencies of 5 FPGAs: 
 (a) temperature variations, (b) voltage variations 

 

V. CONCLUSIONS  
An area efficient controlled inverter configurable ROPUF is 

implemented on Spartan 3E FPGAs using Programmable XOR 
gates. The RO frequencies are recorded at six different regions 
on each FPGA under different temperature variations including 
room temperature (210 C), 00 C, 250 C, 500 C and 750 C.  
Regional RO frequencies are also recorded at the same regions 
on each FPGA for different voltage variations including 1.2V 
(normal), 1V, 1.1V, 1.3V, and 1.4V. It is observed that the 
average RO regional frequencies of the tested chips increase with 
a decrease in temperature and vice versa. However, it is noticed 
that the average RO regional frequencies of the tested chips 
increase with an increase in voltage and vice versa.  Our result 
shows that the most bit flips occur when the maximum frequency 
difference is 1 MHz and 1.5 MHz on account of temperature and 
voltage variations, respectively.  
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Abstract—The complexity of modern integrated circuits has
made them vulnerable to malicious insertions and modifications
known as hardware trojans. A comprehensive trojan taxonomy
was recently developed and incorporated into a technique for
quantitatively classifying trojans. This can provide valuable
insights into the origins and risk of a trojan based on the
corresponding attributes, but the method can be difficult to use
and prone to error. Thus, a tool has been developed to automate
this classification. Widespread use of this tool will lead to a
comprehensive database with detailed descriptions of all known
trojans which can be used as a centralized reference for attackers
and defenders. A discussion of the automated tool design is given
including a case study to demonstrate its usefulness.

I. INTRODUCTION

Several hardware trojan taxonomies have been proposed in

the literature [1]–[4]. In [1], trojans were organized based

solely on their activation mechanisms. A scheme based on

the location, activation and action of a trojan was presented in

[2], [3]. However, these approaches do not consider the man-

ufacturing process. A taxonomy was proposed in [4] which

employs five categories: insertion, abstraction, activation, ef-

fect and location. While this is more extensive than previous

methods, it fails to account for the physical characteristics of

the trojan. A comprehensive taxonomy was proposed in [5]

which considers the manufacturing process in characterizing

a hardware trojan.

The creation of an Integrated Circuit (IC) involves numerous

phases known as the IC life-cycle. As shown in Fig. 1, these

phases are specification, design, fabrication and production,

and testing and deployment [5]–[9]. A malicious circuit can

be inserted during any of these phases, or the IC circuitry

can be modified. The phase where this is done determines

some of the trojan attributes. The taxonomy in [5] describes

the relationship between these attributes and the IC life-cycle.

It was shown that the attributes of a trojan can be used

to determine in which phases a trojan can be inserted, or

conversely what trojan attributes are possible if it is inserted

in a given phase. However, this requires an analysis of the

trojan attributes which can be tedious and thus prone to error.

To alleviate this problem, an on-line tool called the Hardware

Trojan System (HTS) has been developed to automate this

process. With this tool, users can quickly and easily select

attributes for trojan analysis. The HTS automates the neces-

sary computations, provides documentation, and compiles a

database of known trojans.

The contributions of this paper are as follows.

1) A method of analyzing trojans based on a taxonomy is

proposed.

2) A web-based tool which automates the analysis of

hardware trojans is described.

3) A database to store hardware trojans input to the system

is developed.

The remainder of this paper is organized as follows. Section II

describes the hardware trojan taxonomy. Section III introduces

the classification method and its software implementation, and

the HTS is described in Section IV. Section V provides a

case study to demonstrate use of the HTS. Finally, Section VI

presents some concluding remarks.

Fig. 1. The integrated circuit life-cycle [5].

II. HARDWARE TROJAN TAXONOMY

The taxonomy proposed in [5] is comprised of thirty-

three attributes. This taxonomy is comprised of thirty-three

attributes organized into eight categories as shown in Fig. 2.

These categories can be arranged into four levels as in Fig. 3

and described below.
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Fig. 2. The hardware trojan attribute taxonomy [5].

Fig. 3. The hardware trojan taxonomy levels [5].

1) The insertion (chip life-cycle) level comprises the at-

tributes pertaining to the IC production stages.

2) The abstraction category/level corresponds to where in

the IC abstraction the trojan is introduced.

3) The properties level comprises the behavior and phys-

ical characteristics of the trojan.

4) The location category/level corresponds to the location

of the trojan in the IC.

The properties level consists of the following categories.

• The effect describes the disruption or effect a trojan has

on the system.

• The logic type is the circuit logic that triggers the trojan,

either combinational logic or sequential.

• The functionality differentiates between trojans which

are functional or parametric.

• The activation differentiates between trojans which are

always on or triggered.

• The layout is based on the physical characteristics of the

trojan.

The relationships between the trojan attributes shown in

Fig. 2 can described using a matrix R [5]. Entry r(i, j) in

R indicates whether or not attribute i can lead to attribute j.

For example, r(2, 3) = 1 indicates that design (attribute 2)

can lead to fabrication (attribute 3). This implies that if an IC

can be compromised during the design phase (attribute 2), it

may influence the fabrication phase (attribute 3).

The matrix R is divided into sub matrices as follows

R =

⎡
⎢⎢⎢⎣

R1 R12 0 0
0 R2 R23 0
0 0 R3 R34

0 0 0 R4

⎤
⎥⎥⎥⎦

where R1, R2, R3 and R4 indicate the attribute relationships

within a category. For example, R1 is given by

R1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

A 1 2 3 4 5
1 0 1 0 0 0
2 0 0 1 0 0
3 0 0 0 1 0
4 0 0 0 0 1
5 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

Submatrix R12 relates the attributes of the insertion category

to the attributes of the abstraction category. An example of

this submatrix is

R12 =

⎡
⎢⎢⎢⎢⎢⎢⎣

A 6 7 8 9 10 11
1 1 0 0 0 0 0
2 0 1 0 0 0 0
3 0 0 0 0 0 1
4 1 0 0 1 0 0
5 1 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

When a trojan is discovered by a defender it can be assessed

to obtain the properties according to Figs. 2 and 3. These
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R =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

1 0 1 0 0 0 1 0 0 0 0 0
2 0 0 1 0 0 0 1 0 0 0 0
3 0 0 0 1 0 0 0 0 0 0 1
4 0 0 0 0 1 1 0 0 1 0 0
5 0 0 0 0 0 1 0 0 0 0 0

6 0 1 0 0 0 0 1 1 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0
7 0 0 1 0 0 0 1 0 0 1 1 1 1 0 1 1 1 1 1 0 0 0 0
8 0 0 0 1 0 0 1 0 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1
9 0 0 0 0 1 0 1 0 0 1 1 1 1 0 1 1 1 0 0 0 0 0 0
10 0 0 0 0 0 1 1 0 1 0 0 1 1 1 1 0 0 0 1 0 1 1 0
11 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 1 1 1 1 1 1

12 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
13 0 0 0 0 0 1 0 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1
14 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 1 1 1 1 1 1
15 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1
16 1 0 0 1 0 0 1 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1
17 1 1 0 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
18 1 0 0 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
19 0 1 1 0 0 0 0 0 1 0 0 0 1 0 1 0 1 0 0 1 1 1
20 1 1 1 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1
21 1 0 0 1 1 1 1 0 0 0 0 1 1 0 1 1 1 1 1 1 1 1
22 1 1 0 1 1 1 1 0 0 0 0 0 1 0 1 1 0 1 1 1 1 1
23 1 0 0 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 0 0 0
24 1 1 1 1 0 1 1 1 1 1 1 0 0 0 1 1 0 1 1 1 1 1
25 1 0 0 1 1 1 1 0 1 0 0 1 0 0 1 1 0 1 1 1 1 1
26 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1
27 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 1 1 1
28 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 0 0 1 1 1 1 1

29
30
31
32
33

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

properties determine the physical location, abstraction level

and insertion point based on R. An attacker can perform a

similar analysis. A detailed description of the procedures for

an attacker or defender is provided in [10].

1 2 3 4 5 6 7 8

15 17

22 18

Fully-Connected  
Subgraph

32 29

33 31

s s s ss
9

Terminal Nodes

Fig. 4. The directed graph corresponding to a trojan.

III. HARDWARE TROJAN CLASSIFICATION

The classification of a hardware trojan based on the at-

tributes in the previous section can be used to visualize the

trojan using a directed graph. The attributes are denoted by

nodes and the relationships between them are represented by

edges. For example, consider a trojan which has attributes

15, 17, 18 and 22 and is represented by the directed graph

in Fig. 4. Submatrices R1 and R12 indicate that attribute 1

is connected to attributes 2 and 6. This relationship can be

observed in the figure. Fig. 1 indicates that the effects of a

trojan in a life-cycle phase can affect subsequent phases, and

this is reflected by the possible insertion points denoted by S
in Fig. 4. This representation of a trojan provides insight into

the relationships between attributes. For example, consider an

attacker who uses this method to generate the graph in Fig. 4.

If they determine that it is not possible to insert the trojan in

the design phase (attribute 2), then attribute 2 is removed from

Fig. 4. Without access to the design phase (attribute 2), the

trojan can only be inserted in the specification phase (attribute

1). Without the connection from attribute 1, attributes 3, 4 and

5 must also be removed. The trojan must access the abstraction

level attributes directly via the system attribute (attribute 6).

A. The Classification Tool

The HTS is an easy to use tool which automates the

hardware trojan classification process. To investigate a trojan,

users first select attributes from the categories in Fig. 2 via an

easy to use selection User-Interface (UI). Once the attributes

are chosen, the tool performs the necessary analysis using R
and displays the resulting directed graph.

Fig. 5. The directed graph obtained by analyzing a hardware trojan.

Suppose an attacker decides to insert a trojan which has

attributes 15, 17, 18 and 22. They can use the tool to obtain

the directed graph shown in Fig. 5. If the design (attribute
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Fig. 6. The directed graph after attribute 2 is removed.

2) phase takes place in a secure location, the attacker will

conclude that it is not possible to insert the trojan in this phase.

To determine the possible trojans that can be inserted without

access to the design phase, attribute 2 should be removed from

Fig. 5. The classification tool provides an attribute removal

feature. When an attribute is removed, the directed graph is

recreated according to R and the new result displayed to the

user. The result of removing attribute 2 from Fig. 5 is shown

in Fig. 6. From the new graph, it is clear that the attacker

can still compromise the system down to logic (attribute 9) in

the abstraction category. The possible trojans locations remain

the same, but the potential effects of the trojan have changed.

Without access to the design phase (attribute 2) the trojan

cannot be composed of combinational logic (attribute 17) or

be externally triggered (attribute 22). Note that the attacker

did not intend for the trojan to possess the attributes change

in functionality (attribute 12) and always on (attribute 20), but

the tool has determined that these attributes are possible.

IV. THE WEB ENVIRONMENT

The hardware trojan classification tool was designed as a

web utility for portability and easy distribution. The appli-

cation server performs all of the computations and generates

page markup to minimize the burden on client-side browsers.

It communicates directly with a remote database used to

store user account information and application data (attributes,

categories and matrices). Both the application server and

the database are hosted on the Microsoft Azure Cloud plat-

form [14]. The cloud improves reliability, portability, and

flexibility, provides ’on-demand’ resources that are automati-

cally managed for scalability requirements, and provides the

ability for maintenance to take place anywhere. Fig. 7 gives a

block diagram of the HTS. The technologies employed are as

follows.

• ASP.NET Web Form: A user interface focused, event-

driven model of the .NET framework. It allows powerful

data-binding, separation of server-client side activities,

a native security structure, and increased client perfor-

mance [11].

Fig. 7. Block diagram of the hardware trojan automated tool.

• Entity Framework: An object-relational database map-

per designed for the .NET framework. It provides a

library of high speed SQL statements wrapped in C# com-

mands to simplify development and ensure performance

[12].

• D3.js: A Java-script library for visualizing data with

HTML, SVG and CSS [13].

• Azure: The Microsoft cloud system [14].

Fig. 8 provides an overview of the structure of the trojan

system website. The home, contact, about, and application
information pages are accessible to all traffic. The application

information page contains three sub-pages providing informa-

tion on each of the primary applications. Users are required to

create an account and be logged in to access the remainder of

the site. Email confirmation is used to verify user accounts.

Fig. 8. An overview of the website architecture.

A. Database

The attributes, categories, trojan descriptions and user in-

formation are all stored in a database on the Microsoft Azure
Cloud System. The database was designed using a model first

approach with the Entity Framework. The matrix R discussed

in Section III is stored in a relational table. Each element of

the matrix is stored as an entry in the table. Each table entry
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contains the row number, column number and value from the

matrix. The application server uses this table to perform the

trojan analysis. This approach allows for the use of the highly

streamlined and efficient querying power of SQL. In addition,

any modifications to the matrix values or attribute definitions

can be done centrally with simple Create, Read, Update and

Delete (CRUD) operations. All user results are stored in the

database for easy data mining capabilities. This will allow for

search and statistical operations in the future.

V. CASE STUDY

Consider an attacker working as a design engineer in a

IC manufacturing facility who inserts the circuitry shown in

Fig. 9. The original output of the circuit was along wire C, but

the addition of the trigger and payload results in Cmodified.

The output Cmodified is the same as C except when the inputs

A and B are both zero (A = B = 0). This is an example of

a combinational logic triggered trojan. If A = B = 0 is a

relatively rare event, it is unlikely to be discovered during

testing. A defender who discovers this trojan can extract the

attributes: change in functionality, combinational, functional,

internally triggered, small, clustered, and augmented. Thus,

attributes 12, 17, 18, 21, 24, 26, and 27 are the input to the

classification method.

Fig. 9. A combinational trojan [10].

A. Hand Analysis
The observed trojan attributes are all from the properties

category given in submatrix R3. Examining the corresponding

columns in R23, these attributes are directly connected to the

development environment in the abstraction category (attribute

8). From R12, there is no direct connection between this

attribute and an attribute in the insertion category (attributes

1 to 5). However, R2 provides a connection between the

development environment (attribute 8) and RTL (attribute 7).

Then attribute 7 is connected to design (attribute 2) and system

(attribute 6). Attribute 6 is connected to specification, testing,

and assembly (attributes 1, 4 and 5).
The observed properties of the trojan have now been used to

analytically determine that the insertion of the trojan must have

taken place during either specification (attribute 1), testing

(attribute 4) or assembly (attribute 5). Further, the likely

physical location of the trojan in the system can be determined.

The observed property attributes (12, 17, 18, 21, 24, 26, and

27) are scanned along the rows of submatrix R3 and into the

rows of submatrix R34. There it can be clearly seen that this

trojan leads to all location attributes (columns 29, 30, 31, 32,

and 33). The final directed graph is shown in Fig. 10.

1 2 3 4 5 6 7 8

26
12

17

24
21

18
27

Fully-Connected  
Subgraph

32 29

33 30
31

s s s ss

Terminal Nodes

Fig. 10. The directed graph corresponding to the trojan in Fig. 9.

Fig. 11. The selection of property attributes.

B. Classification Application

The HTS classification application avoids analysis errors by

automatically producing the directed graph for the hardware

trojan. Fig. 11 shows the simple UI that users employ to select

attributes. Once the attributes have been selected, users are

directed to the description page. The description page lists

the attributes along with any relevant information as shown

in Fig. 12. Users can remove attributes as required to adjust

the trojan characteristics. The user can then obtain the cor-

responding directed graph. The analysis of the combinational

trojan in Fig. 9 provides the directed graph shown in Fig. 13.

If a defender knows that a particular insertion point is

secure, the tool provides a simple means of removing the

corresponding attribute and recreating the matrix and directed

graph. For example, suppose the attacker is aware that the

testing phase (attribute 4) is not accessible. The removal of

this attribute results in the revised directed graph shown in

Fig. 14, which limits the insertion of the combinational trojan

in Fig. 9 to the specification or design.

VI. CONCLUSION

The relatively new field of hardware security requires a

systematic means of investigating hardware trojans. In this

paper, a comprehensive taxonomy is used in the development

of an on-line suite of tools called the Hardware Trojan System

(HTS). An HTS application was presented which automates
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Fig. 12. The description page.

Fig. 13. The trojan directed graph obtained via the classification application.

Fig. 14. Trojan directed graph after the removal of attribute 4 from Fig. 13.

the classification of trojans. This tool uses the observed

attributes to automatically provide a quantitative assessment

of hardware trojans. The application also compiles a trojan

database.

It is left for future work to implement data mining

techniques and a User Interface (UI) which allows users to

browse existing trojans in the database. The addition of this

functionality will provide a centralized means of evaluating

the current state of hardware security.
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||The need to protect our critical 
infrastructures, which are mostly operating through 
automated controlled systems, is an urgent issue that 
needs to be addressed. In an almost daily basis, this 
concern of national and international significance 
becomes more pronounced in light of intrusions and 
attempted attacks on internet-facing control systems. In 
this paper, we present a mechanism to apply machine 
learning techniques to classify, in real-time, the behavior 
of control systems by capturing disparate data from 
multiple sources and feeding those into a neural system 
for analysis. Through the utilization of intelligent 
analytics, we underscore the value of continuously 
aggregating and analyzing data towards the realization of 
an enhanced security posture of our nation’s critical 
infrastructures. 
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Abstract – This is an exploratory research which 
looks into a networked adaptive control design 
methodology for commercial aircrafts operating 
under uncertain flight conditions.  The 
methodology is developed and used to design a 
networked adaptive control system. A generic 
transport model (GTM) of commercial aircrafts is 
used to extract a linearized model of its latitudinal 
dynamics and it was utilized for testing the 
effectiveness of the developed adaptive control 
system. In this work, an adaptive controller is 
developed using a linear quadratic regulator 
(LQR) method and is used as the base of the 
adaptive reference control system. A reference 
model is designed based on the linearized model of 
the aircraft to simplify the design process which 
guarantees the stability of the developed adaptive 
controller. The controller is then implemented in 
the form of networked control system. Finally, the 
two different implementations of the control 
system are tested using the aircraft linearized 
model. The results obtained from testing of the 
directly connected adaptive controller produced an 
acceptable performance under different operating 
flight conditions. Next, a comparison between the 
performance of directly connected adaptive control 
system and the networked control system is 
conducted with different network configurations 
between the sensors, controller, and reference 
model. Details of the design process and the test 
results of the developed adaptable reference 
control system and the networked control system 
are reported in this paper. 
 
Keywords: Adaptive Control; Lateral Aircraft Control; 

Networked Control. 

I. INTRODUCTION 

The following work is a part of the research effort 
of investigating the effects and performance of 
adaptive control system on a coupled propulsion and 
airframe dynamics of commercial aircrafts. The need 
for a better control and to maintain enhanced 

maneuvering capabilities of modern aircrafts 
specifically for a coupled dynamic has led to desire for 
networked control systems to better control aircrafts in 
general. Given a generic transport model (GTM), a 
linearized latitudinal aircraft model was obtained and 
used for this work. In this regard, several control 
methodologies and architectures have been reported in 
the literature [1, 2].  Current methodologies used to 
control the propulsion and airframe dynamics are not 
sufficient enough so that the traditional approach of 
designing the propulsion control system and flight 
control system for latitudinal control is not effective 
[1]. Indirect adaptive control is a control architecture 
that uses a controller developed from a given plant 
model is continuously updated using system 
identification techniques. A notable application of an 
indirect adaptive flight controller using a multiple 
model approach is reported in [2]. In fact, the adaptive 
control architecture has been investigated for quite a 
long time now. One of the early examples of these 
architectures to be flight-tested used a Receding 
Horizon Optimal Control Law with gains updated 
based on on-line parameter identification [4]. Also, 
there has been vast research into neural network based 
intelligent flight controllers [3].  A strong reason for 
the investigation of using a networked control system 
is that the network controllers allow data to be shared 
efficiently across the different dynamics of the aircraft 
[5]. 

This paper focuses on the development and 
implementation of an adaptive reference control 
system and a networked control methodology and is 
organized as follows. In Section II the technical 
approach used for the development of the control 
system is presented. Section III includes the 
development of the adaptive reference control system. 
In Section IV, the networked control system is 
developed and its architecture is shown and discussed. 
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Testing and evaluation results of the developed control 
system on a linearized latitudinal model of a 
commercial aircraft are presented as well in this 
section.  Finally, conclusion, future work and further 
recommendations are provided in Section V. 
 

II. TECHNICAL APPROACH 

The objective of this work is to further enhance the 
control methods of Lateral aircraft movements by 
developing an adaptive control system designed to 
assist in accurate and fast handling of aircrafts 
operating under different flight conditions. The 
research was focused on development of an adaptive 
based control system used for handling uncertainty 
that may have been injected into the model of an 
aircraft. In particular, this work will contribute to the 
development of networked based adaptive reference 
control methods for operating commercial aircrafts 
under normal and abnormal flight conditions. The full 
architecture of the proposed adaptive reference control 
system is shown in Figure 1.  Generally, the 
architecture consists of a reference model providing 
desirable aircraft performance under a specific known 
flight condition.   

 
 

 

Fig. 1. Architecture of Adaptive Control System 

The specific challenge we are undertaking in this 
work is addressed by developing an adaptive reference 
control system using a network strategy.  The detail 
and specifics of the development and implementation 
of the adaptive control system and network strategy 
are presented next.  

 
III. DEVELOPMENT OF ADAPTIVE CONTROL 

SYSTEM  
 

The design of reference model and adaptive 
controller are explained here. The LQR theory is used 
to design full state feedback controllers for the 
establishment of reference model. The feedback 
controller gain matrixes  were computed to 
minimize a quadratic cost function “J” in terms of the 
states of the aircraft and the generated control signal 
by the LQR controllers. The reference model will be 
used to determine the desired aircraft performance at 
the operating flight conditions of the extracted linear 
model of the aircraft as shown below. 

 
,     (1) 

+ )                           (2) 

Where represent the dynamics of 
linear model-i of the aircraft at a specific flight 
condition, and   and are the corresponding 
full state feedback controllers computed using the 
LQR method for the linearized models. Using the 
above matrices, the closed loop dynamics of each of 
the reference model of the aircraft becomes, 

                       (3) 

The design procedure proposed in reference [1] 
was followed to develop the adaptive controller gains 
used in this work.  Detailed steps for the development    
of these adaptive controllers and proof of its stability 
are well documented in [1] and will not be repeated 
here.  The equations for updating the gains of the 
adaptive controllers are given here. 

            (4) 

                (5) 

Where  is the reference model-i input matrix, 
 is the indicator function given in equation (5), 
is the solution of Riccati equation, 

 are the perturbation of the state and 
input reference command respectively.  is set to the 
identity matrix. The error between the plant and the 
reference model is calculated using the following 
equation. 

 -                               (6) 
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The following aircraft linearized model was 
extracted from the NASA Generic Transport Model 
(GTM-T2) and used for the development of the 
reference based adaptive controller.  It is represented 
using state space matrices for an aircraft operated by 
four specific control components, i.e., Throttle, 
Aileron, Elevator, and Rudder. There are two sets of 
throttle engines: left and right, inner and outer engines. 
The aircraft has a pair of elevators, ailerons, and 
rudders.  This research is focused on the Lateral 
movement of the aircraft which is controlled using the 
roll and yaw dynamics. The aircraft dynamics 
considered here is of the form.  

                      (7) 

where the state vector is  

 
with 

 linear speed in y-direction 
 body roll rate 
 body yaw rate 
  Euler angle for yaw 

and the control input vector is  

 

with 
  Aileron 
 Rudder 
 Left Spoiler 
 Right Spoiler 

The reference model of the aircraft linear mode is 
trimmed at yaw equal to 30 degrees with the following 
state values. 

 
The reference model matrix  and the control 

effectiveness matrices  are listed below.  

 
 
 

 
 

 

-0.6285 8.6816 -162.5769 0 

-0.7801 -7.9250 1.9022 0 

0.2680 -0.5153 -1.7183 0 

0 0 1.0014 0 

 
 
 

 
 

-0.0385 0.6034 

-1.4496 0.3583 

-0.0770 -0.6595 

0 0 

The aircraft linear model used for testing is 
trimmed at yaw equal to 35 degrees. With the 
following state and input values. 

 

 

The aircraft  model matrix  and the control 
effectiveness matrices  are listed below.  

 
 
 

= 
 

 

-0.6285 8.6816 -162.5769 0 

-0.7801 -7.9250 1.9022 0 

0.2680 -0.5153 -1.7183 0 

0 0 1.0014 0 

 
 
 

 
 

 

-0.0385 0.6034 

-1.4496 0.3583 

-0.0770 -0.6595 

0 0 

The controller gains used by the reference model  
and the one used by the aircraft as adaptive controller 
K, are assumed equal and are shown below.  

 

The test results of the reference model compared with 
the adaptive controller of the aircraft model trimmed 
at 35 degrees are seen in the following figures. The 
yaw response of first aircraft model, tested at trim 
values matching the reference model (30 deg) with the 
pilot command and the control signal, is shown in 
Figure 2. The response of the aircraft follows precisely 
the reference model with near zero error. The yaw 
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response of the aircraft model operated at yaw trim 
values of 35 degrees is shown in Figure 3.  The aircraft 
is able to respond correctly to the pilot command and 
follows the reference model accurately. The above 
tests of the directly connected adaptive control system 
was implemented in a SIMULINK under the 
MATLAB environment. 

 

a.) Yaw output 

 

b.) Control Signal 

Fig. 2.  Yaw Responses of Reference Model and 
Aircraft Operated at Trim yaw = 30 degrees 

 

a.) Yaw output b.) Control Signal 

  Fig. 3. Yaw Responses of the Reference Model with 
Trim yaw = 30 deg. and Aircraft Trim yaw = 35 deg.  

IV. DEVELOPMENT OF NETWORKED 
CONTROL SYSTEM  

The networked control system methodology is 
presented in this section. The communication network 
is developed using the SimEvents Toolbox in the 
MATLAB environment and used for information 
transfer between the aircraft output sensors, reference 
model, and the controller. Network control systems 
(NCSs) are spatially distributed systems in which the 
communication between sensors, actuators, and 
controllers occurs through a shared bandlimited digital 
communication network [6]. The architecture for the 
developed aircraft NCS is shown in Figure 4. 

 

Fig. 4. Architecture for NCS 

    A total of nine nodes are used to establish the 
control system communication network.   Each of the 
main nodes are connected as a subsystem of the 
network. The aircraft output sensors information are 
sent through a network subsystem consists of a node 
with a single channel and a single server for each state 
of the aircraft output.  The communication from the 
reference model is done in the same manner using a 
single node with a single channel and a single server 
for each state of the reference model output. The 
control system output connected to a single node with 
two channels and one server to transmit the two 
control signals of the controller to the aircraft 
actuators. The focus of the testing is to control the 
rudder by sending the adaptive controller output signal 
to the rudder actuator using the communication 
network and maintain the stability of the aircraft yaw 
state at the same time. The implementation/testing of 
the NCS starts with identifying the system with a 
Maximum Allowable Transmission Interval (MATI) 
in terms of sampling time of the controller (5 msec).  

    The first set of testing is having a time delay induced 
on the control signal only. The second set of testing is 
with a time delay induced by the nodes from the 
sensors of the aircraft output while leaving all other 
nodes with no time delay. The final set of testing is 
inserting time delays on the entire network across all 
nodes. Figure 5 shows simulation test results of the 
networked adaptive control system with one sample 
delay allowed between the controller output and the 
aircraft actuator. The networked and the directly 
connected control systems operated similarly. In the 
first set of testing only the control signals’ node has 
variable time delay induced into it and determined 
when the delay caused signal disturbance and 
complete system performance degradation. All the 
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delays are tested using the trim condition of yaw = 30 
for both the reference and the desired plant.   

a.) Yaw State b.)Rudder Control 
Signal 

Fig. 5. Networked Adaptive Controller Response 
with Control Signal Delay of 1 Sample 

 

   Figures 6, 7, and 8 show right before the yaw state 
shows disturbance, right after the yaw signal has 
disturbance and lastly when the yaw signal is strongly 
degraded respectively. 

 

a) Yaw State b) Rudder Control 
Signal 

Fig. 6. Networked Adaptive Controller Response 
with Control Signal Delay of 8 Samples  

 

a) Yaw State b)Rudder Control 
Signal 

Fig. 7. Networked Adaptive Controller Response 
with Control Signal Delay of 9 Samples  

 

a) Yaw State b.)Rudder Control Signal 

Fig. 8. Networked Adaptive Controller Response 
with Control Signal Delay of 12 Samples  

In the second set of testing it was decided to test 
the system by introducing time delay on just the nodes 
transmitting sensor signals from the aircraft output 
while leaving the other nodes with no delay. The 
system seemed to perform roughly better in allowing 
a time delay of more samples before the initial signal 
disturbances appears.  Figures 9, 10, and 11 show the 
results of right before any response disturbance, right 
after signal disturbance begins, and after total aircraft 
response degradation occurs respectively. 

 

a) Yaw State b)Rudder Control 
Signal 

Fig. 9. Networked Adaptive Controller Response 
with Sensor Signals Delay of 10 Samples  

 

a) Yaw State b)Rudder Control Signal 

Fig. 10. Networked Adaptive Controller Response 
with Sensor Signal Delay of 12 Samples 

 

106 Int'l Conf. Embedded Systems, Cyber-physical Systems, & Applications |  ESCS'16  |

ISBN: 1-60132-433-2, CSREA Press ©



a) Yaw State b)Rudder Control Signal 

Fig. 11. Networked Adaptive Controller Response 
with Sensor Signals Delay of 14 Samples 

 

For the final set of testing it was decided to test 
the performance of the networked control system by 
inducing time delay onto all nodes in the 
communication network as a uniform distribution 
delay. The system performed much worse than the 
other two test cases The uniform delay created less 
room for error on sample delay. The test results, right 
before any disturbance begins in the aircraft response, 
right after disturbance begins, and after total response 
degradation occurs, are shown in Figures 12, 13, and 
14, respectively. 

  

b) Yaw State b.)Rudder Control 
Signal 

Fig. 12. Networked Adaptive Controller Response 
with All Signals Delay of 4 Samples  

 

a) Yaw State b)Rudder Control 
Signal 

Fig. 13. Networked Adaptive Controller Response 
with All Signals Delay of 5 Samples  

 

a) Yaw State b)Rudder Control 
Signal 

Fig. 14. Networked Adaptive Controller Response 
with All Signals Delay of 8 Samples 

 

V. CONCLUSION 

An adaptive reference based control system was 
developed to control the latitudinal dynamics of an 
aircraft model. The directly connected (non-
networked) adaptive controller achieved acceptable 
performance when tested under different trim 
conditions of the aircraft model. Next, the developed 
adaptive control system was implemented in the form 
of networked control system. The development of the 
communication network was focused on determining 
the amount of nodes needed to successfully transmit 
the desired data to their respective locations. As a 
result, networked adaptive control system was 
developed to connect the aircraft model with the 
control system. The performance of the networked 
control systems was tested using three node 
subsystems (sensors/plant, reference model and 
control signals). The directly connected adaptive 
control system performed as desired. After including 
the network, the system still responded well to 
different trim conditions with a significant time 
delays. The testing showed that the system performed 
best when there is no delay. But also the performance 
of the aircraft did not significantly degrade when the 
controller node was delayed while all other network 
nodes did not suffer from time delays. It has been 
concluded that the communication network has clear 
influence on the performance of the control system 
when it is subjected to significant time delay.  
However, the network can be effective and it performs 
its require task with a small amount of time delay. The 
future focus is to attempt to look into the effect of 
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packet loss in the network on the performance of the 
control system as well as the effect of queuing and 
gates for missing data or packets in the communication 
network. 
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Abstract

 This paper describes the design of a device driver for Adaptec’s RAID controller.  
NetBSD was chosen as the OS because of its simplicity and it lacked support for the 
AAC 364 raid controller.  The driver is implemented in C and the paper explores the 
design issues in writing a driver. 

1. Introduction 
RAID is popular because of its fault tolerant capabilities. This paper describes the 

design of a device driver for Adaptec’s RAID (Redundant Array of Inexpensive Disks)
controller.  The device driver was developed on a standard PC.  Every PC consists of 
some basic components that include a motherboard, a processor, RAM, storage devices 
(hard drives), and a video card.

The hardware that was used in developing the device driver was a PC with 
enough RAM, an IDE hard drive, an AMD processor, a video card, a network card, and 
the AAC 364 RAID controller with 3 SCSI hard drives. The AAC 364 is a PCI card that 
can work on two different types of PCI buses.  The card can be used on a 32bit or 64bit 
PCI bus.  32bit PCI buses are found in most PC’s and 64bit PCI buses are found mostly 
in computers designed to be servers.  The computer used for developing the driver has a 
32bit PCI bus.  The controller is plugged into the PCI bus of the motherboard.  The SCSI 
drives are hooked up to the controller directly. 

 With RAID, the drivers connected to the controller are not used individually.
Drives are grouped together to form what is referred to as a container.  Each container 
can consist of many drives.  So when using the computer each container will appear as 
one hard drive even though it consists of many drives.  The controller has a BIOS that is 
used to set up and maintain the containers. In order for the containers to be used there 
needs to be a device driver. Without the device driver [1] the OS does not know how to 
do anything with the controller, as shown in Figure 1.

This paper describes the implementation of a device driver. With a device driver, 
the OS can do all of the basic operations necessary for the device to be usable.  So the 
disk driver can do everything needed for it to make the controller and the containers 
usable by the OS. 

 Although the disk driver is fully functional it is not fully featured.  There are still 
many improvements and features that can be added to the device driver.  The first of 

Int'l Conf. Embedded Systems, Cyber-physical Systems, & Applications |  ESCS'16  | 109

ISBN: 1-60132-433-2, CSREA Press ©



these features is performance enhancements.  Currently, the driver only processes one 
request at a time.  This severely limits the performance of the controller because it was 
built to handle up to 512 outstanding commands at one time.  The device driver is written 
to process the 512 commands that the controller can handle but there is an error that 
prevents the driver from operating properly when using all 512 commands.  This error is 
being investigated by Adaptec and myself, since it may turn out to be a problem with the 
firmware of the controller. 

 Another feature that the driver is currently missing is a management interface.  
This interface would allow all of the operations that are done in the BIOS of the 
controller, to maintain the containers, to be done by a program called the Command Line 
Interface (CLI).  This program can do everything that can be done in the BIOS with a 
greater degree of flexibility and it has a larger set of features than the BIOS has.  The CLI 
is important because without it the computer must be rebooted any time containers need 
to be added or maintenance needs to be done on them.  This is important for servers using 
the controller because when the server is rebooted to do maintenance on the containers it 
is not available to users, so it could be difficult to find a good time to do the needed 
maintenance without the use of the CLI.  Although this feature is something that the card 
can operate without it will need to be added in the future. 

 An interesting feature of NetBSD is that it is written to run on a wide variety of 
hardware platforms including PC, MAC, SPARC, etc.  If a device driver is written 
properly it will be able to run on all of these platforms with no changes.  Since the driver 
was developed and tested on a PC considerations for other hardware platforms were left 
out.  Modifications can be made to the existing driver to allow it to work on the other 
hardware platforms but these have not been implemented in the current device driver. 

2. Overview of Design 
 There are several pieces to the device driver [5, 6] that have to be written to work 
together to make the RAID controller functional [1-3].  All of the functionality can be 
obtained by writing two device drivers that consist of a total of five parts.  The two 
device drivers are a disk driver that takes the IO requests from the operating system and 
the second is a driver to do all of the communication with the controller and support the 
management interface.  Figure 2 shows the breakdown of the two device drivers. 

 The communication / management driver has three major parts.  The first part is 
the probe and attach routines. These routines are used in the initial configuration of the 
driver to detect the device and attach the driver to the detected devices.  The second part 
of the driver initializes and establishes communications with the controller.  The third 
part is a management interface that is used to perform maintenance on the controller and 
containers.

 The disk driver has two parts to it.  The first part gives access to the raw devices 
and the second part gives access to the block devices.  The disk driver’s only purpose is 
to represent the disks on the controller to the operating system and it does no direct 
communication with the controller. 

The raw devices are character devices that are used to do raw IO.  Raw IO is done 
to bypass buffering built into the kernel so that maintenance commands can do reads and 
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writes directly to the disk with minimal kernel intervention.  The raw devices are used in 
the initial configuration of the disk with commands such as fdisk, disklabel, newfs, fsck.  
More information on these commands can be seen in the man pages for each of the 
commands are found in [4] under “Adding a new hard disk”.

The block device is the device that will be mounted.  The block disk driver will 
take read and write requests from the operating system and the raw disk driver and 
submit them to the communication driver to be processed.

2.1. Probe and Attach Routines 

 NetBSD uses an auto configuration mechanism to detect the adapter when the 
computer is booting up.  In order to get this to work the driver code needs to have a probe 
and attach routine.   

When the machine boots up the device driver’s probe routine is called many times 
with different identification information.  The purpose of the probe routine is to check the 
identification information passed in and see if it is one of the devices that the driver 
supports.  If it is not a supported device the probe routine returns a failure value, and if it 
is a supported device the probe routine returns a success value.  If a success value is 
returned by the probe routine then the drivers attach routine will be called by the OS. 

The attach sets up many different things needed to communicate with the 
controller.  The first thing that needs to be set up to communicate with the controller are 
the IO registers.  The IO registers are mapped into memory so that they can be accessed 
easily from within the device driver.  The IO registers can be viewed as “doorbells” and 
“mailboxes”.  When the device driver needs to communicate a piece of information to the 
controller it will place the information in the mailboxes and then ring the appropriate 
doorbell to let the controller know that there is information waiting for it.  By ringing 
different doorbells the information in the mailboxes has different meanings.  This is the 
most basic form of communication with the controller. 

The attach routine also establishes the interrupt service routine (ISR).  Interrupts 
give the controller a way to notify the driver that it has information to give to it.  
Establishing an interrupt service routine lets the OS know what routine to call whenever 
it gets an interrupt from the controller.  

After the IO registers are mapped and the ISR has been established the attach 
routine calls a routine in the communication portion of the driver to initialize the 
communication with the controller. 

3. Integration with the Kernel
 The ability to compile the code for the driver into the kernel is the one of the first 
steps taken when writing a device driver.  Each kernel has a different way of loading 
driver code into the kernel.  Some kernels support dynamically loadable modules so that 
only the driver module needs to be compiled and then can be loaded and unloaded 
without rebooting the computer.  This makes the development process easier because 
there is no waiting for the computer to reboot every time a change is made to the driver.  
Unfortunately NetBSD’s support for dynamically loadable modules is very limited and 
was not used in the development of this device driver. 
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 NetBSD uses an Autoconfiguration method for specifying and detecting the 
devices that are present in the computer.  Each kernel is built from a system description 
file.  This file contains information about the computer system’s hardware that the kernel 
will be running on.  Things such as the type of processor, types of devices to support, and 
where those devices may be found in the computer are located in the system description 
file.  Once a system description file is made for the computer it is then run through a 
program called “config”.  This program will copy the needed source code files to a 
directory and build the makefiles needed to make the kernel.  Then all that needs to be 
done is type “make” followed by “make install” to build and install the new kernel. 

 In order for the “config” program to know which source files are associated with 
which device several configuration files are kept and “config” uses these files in setting 
up the kernel.  To integrate the device driver into the kernel these files are modified.  For 
a detailed description of the steps taken to integrate this device driver into the kernel see 
appendix A. 

The communication portion of the driver initializes communication with the 
controller, initializes data structures used by the driver, detects the containers that are on 
the controller, builds and queues commands to do read and writes, and processes the 
completion of read and write commands. For brevity, these details are omitted. 

3.1. The Management Interface

The management interface is used by a command line interface (CLI) to do maintenance 
on the containers of the raid controller. The CLI passes commands to the driver through 
an IOCTL interface.  These commands are then sent to the communications portion of the 
driver to be processed.  When the command has been processed the communication 
portion of the driver sends the result back to the management interface and the 
management interface sends the result back to the CLI.  This part of the driver is not 
implemented because all management can also be done through the BIOS of the card. 

3.2. Testing 

 The device driver was tested at each stage of development, but the major portion 
of testing was done once the driver was functional.  Once the disks could be mounted and 
reads and writes could be processed several IO tests were performed on the driver.  The 
simplest of the tests is to copy a large file on to the disk and then compare it to the 
original file to make sure that the data was copied without any corruption.  This test was 
done using the standard Unix commands, “cp” and “diff”. 

 Another test that was done is to use a program called “Bonnie”.  This program is a 
freely available IO benchmarking program for Unix.  It was mainly used to generate IO 
on the disks and not for its performance measurements.  Since the driver only processes 
one command at a time its performance is limited and its performance numbers are 
currently comparable to that of an IDE drive. 

4. Concluding Remarks 

This paper explored the design aspects of writing a RAID driver for NetBSD. The 
disk driver is fully functional, but not fully featured.  For example, the driver only 
processes one request at a time.  This severely limits the performance of the controller 
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because it was built to handle up to 512 outstanding commands at one time.  The device 
driver is written to process the 512 commands that the controller can handle but there is 
an error that prevents the driver from operating properly when using all 512 commands.
This may turn out to be a problem with the firmware of the controller. 
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Figure 1: Communication Path 

Figure 2: Driver Block Level Schematic 
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Abstract— Integrating industrial control systems (ICS) with
Corporate system (IT) is becoming a necessity in the current
industrial business world. The benefits of this integration
are numerous but not without a strong risk. Indeed, the
integration of ICS and IT systems exposes both to many
security problems. Hence, securing this interconnection be-
comes one of the major priorities of the industrial sector. In
this paper, we present a summarized overview of integrated
ICS vulnerabilities, we evaluate the state of art of existing
countermeasures and we suggest some research subjects
that may be necessary to ensure integrated ICS security.
For this purpose, we have studied several known security
standards such as ISA, NIST and other papers on ICS
systems convergence.

Keywords: Cyber security, Vulnerabilities, ICS, SCADA, ICS

Corporate systems Integration.

1. Introduction
Industrial control system (ICS) is a general term

that encompasses several types of control systems used in

industrial production, including supervisory control and data
acquisition (SCADA) systems, distributed control systems
(DCS), and other control system configurations often found

in the industrial sectors and critical infrastructure [1].

The industrial business world presently has a real need

to integrate industrial control systems (ICS) with Corporate

systems [2]. The benefits of this integration include

increased visibility of industrial control system activities,

ability to use business analysis to optimize production

processes and gaining more responsiveness to the business

requirements and decisions. For example, ERP 1and CRM

systems 2

Interconnecting the two networks introduces multiple

security problems. Indeed, industrial systems have been

designed without security in mind because they have

usually been isolated. This is reflected by the use of

1Enterprise Resource Planning is a category of business-management
software i.e., typically a suite of integrated applications that an organization
can use to collect, store, manage and interpret data from many business
activities.

2The Customer Relationship Management is a type of business software
for capturing, processing and analyzing information on customers and
prospects in order to retain them by providing optimized services.

insecure industrial equipment (devices, protocols ...), the

lack of clear security policies and the lack of human

resources security training. Therefore, integration exposes

both ICS and Corporate systems to major security threats.

Moreover, ICS and Corporate systems are different by

their nature and have different security requirements in

terms of confidentiality, integrity and availability. ICS

security focuses on availability, plant protection, plant

operation, control complexity and time-critical systems

response while Corporate security focuses on protecting

information. Hence, responding to the integrated system

security’s needs cannot be accomplished using only known

IT security skills. In addition, ICS teams have unfortunately

no knowledge about cyber security and, on the other side,

IT security specialists have insufficient knowledge about

industrial systems.

This paper presents an overview of Integrated ICS sys-

tems vulnerabilities and countermeasures identified by other

studies and security standards trying to answer the following

questions:

• What are the identified problems and needs?
• What security measures they suggest?
• Are the existing Integrated ICS security

countermeasures sufficient and implementable?

We will especially focus on vulnerabilities and

countermeasures directly related to the integration between

ICS and Corporate network. Internal ICS network

vulnerabilities will not be covered by this paper.

Section 2 presents architectural models of integrated ICS

systems in order to illustrate ICS and Corporate systems

boundary. Defining this boundary was very important to

classify integration vulnerabilities. These vulnerabilities will

be presented in Section 3. Section 4 discusses the existing

countermeasures. It provides an analysis of the sufficiency

of these measures as well as some suggestions for future

work.

For the rest of this document, we will use the abbreviation

IICS to refer to "Integrated ICS". An IICS is an ICS that is

integrated with its organization’s Corporate system.
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2. IICS architecture
IICS systems have various architectures and infrastructure

compositions depending on different aspects such as the

industrial sector, the production activities and the size of

the organization. Actually, industrial sector determines the

needs within the industrial system and has a direct impact

on the infrastructure configuration and architecture of the

IICS.

There are two main industry sectors :

• Manufactoring industries including "Continuous manu-

factoring Processes" (e.g., fuel or steam flow in a power

plant) and "Discrete-based manufactoring industries"

(e.g., Electronic and mechanical parts assembly),

• and Distribution industries (e.g., water distribution and

wastewater collection systems).

The two industry families have different characteristics and

needs. For example, in terms of localization, manufacturing

industries are usually located within a confined factory

or plant-centric area, whereas distribution industries are

geographically dispersed. Moreover, communication in

manufactoring industry are usually performed using LAN

while distribution industry systems usually communicate

through WAN [1] [3].

Identifying vulnerabilities of all IICS configurations is

unfeasible. Therefore, the goal of the first part of our

work was to establish a reference architecture. This will be

presented in the next subsection. Besides, ICS and Corporate

system integration requires enclosing the boundary between

them. This boundary is identified using relevant models that

represent functions, physical equipment, information within

the whole system.

2.1 Reference architecture
Our study is mainly based on the hierarchical functional

model provided by ISA-95 [4]. This model is based on

the Purdue Reference Model for CIM on the MESA

International Functional Model. It depicts the different

functional levels (figure 1) that define hierarchical levels at

which decisions are made and underlines the relationship

between Business and Industrial activities. In other words, it

gives a high level picture of the functional architecture of an

IICS. It also outlines ICS and Corporate system functional

integration at the interface between Level 4 and Level 3.

This interface is between plant production scheduling and

operation management and plant floor coordination.

The five functional levels inside an IICS are [4]:

- Level 4 - Enterprise Business Systems: This level

is described as "business planning and logistics". It

Fig. 1: Functional Hierarchical model [3].

includes the functions involved in the business-related

activities.

- Level 3 - Operations Management: This level in-

cludes the functions involved in managing and opti-

mizing the production work flows.

- Level 2 - Supervisory Control: It includes the func-

tions involved in monitoring and controlling the phys-

ical process.

- Level 1 - Local or Basic Control: It includes the

functions involved in collecting data and manipulating

the physical processes. This level contains process mon-

itoring, safety and protection equipment that monitor

the industrial processes and automatically return them

to a normal state when unwanted events occur.

- Level 0 - Process: It is the actual physical process. It

includes sensors and actuators directly connected to the

production process.

2.2 IICS main components
IICS functions involved in the 5 levels listed above, are

implemented using multiple software and hardware com-

ponents. Figure 2 provides a quite complete list of these

components relating them to the hierarchical model.

1) Level 4: Enterprise and Business system
• ERP: Enterprise Resource Planning is a category

of business-management software i.e., typically a

suite of integrated applications that an organiza-

tion can use to collect, store, manage and interpret

data from many business activities.

2) Level 3: Operational Management
• MES: Manufacturing Execution System is a com-

puterized system used in manufactoring to track

and document a manufactoring process. MES can

provide the right information at the right time

and show the manufacturing decision maker "how

the current conditions on the plant floor can be

optimized to improve production output"[1] MES

might be seen as an intermediate system between

an Enterprise Resource Planning (ERP) system,
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and a Supervisory Control and Data Acquisition

(SCADA) or process control system.

3) Level 2 : Supervisory Control
• SCADA: Supervisory control and data acquisi-

tion systems integrate data acquisition systems

to provide a centralized monitoring and control

systems for numerous process inputs and outputs.

Supervisory control layer contains the top level

components of SCADA to which we refer as

control centers.

• Control Center: It is the central part of a SCADA

system. It collects and logs information received

from other SCADA components and may generate

actions based upon detected events. It is composed

of the following elements:

– SCADA control Server (usually called the

master): It is a software service that is con-

nected to field devices using industrial proto-

cols, exposes acquired supervision data, and

sends controls.

– HMI: It is an operators interface specifically

designed for monitoring and control of other

SCADA components.

– Historian: It is a data storage server that is

used to store history data.

– Engineering workstations: It is a comput-

ing unit, generally an ordinary computer, that

industrial engineers mainly use to configure

industrial control components (especially PLCs

and RTUs...).

– OPC: It is a software interface standard that al-

lows Windows programs to communicate with

industrial hardware devices.

4) Level 1: Control
• Field Sites: Field sites are local or remote and

are composed of devices directly responsible of

data acquisition, logical operations and controls.

A field site contains generally:

– One or more PLC or RTU which are central

sophisticated devices that directly interact with

sensors and actuators in the site.

– And sometimes a local computer connected to

RTU/PLC for configuration.

– PLCs are digital devices used for automation

of industrial electromechanical processes. They

connect to sensors in the process and convert

their signals to digital data.

– RTUs (remote terminal unit) are

microprocessor-controlled electronic devices

that interface sensors and actuators by

transmitting telemetry data to the SCADA

Server, and by using messages from the master

supervisory system to control connected

objects.

5) Level 0: Process
• Sensors and Actuators: Devices involved in the

actual physical industrial process.

2.3 IICS logical architecture
The previous model also highlights the functional bound-

ary between Enterprise system and Industrial system. It is

illustrated by the dashed line between level 4 and level 3.

We are especially interested in the exchanges and data flows

that cross this line. Our IICS architecture is composed of

three zones:

- Enterprise zone: Level 4

- Enterprise, industrial system integration zone: Interface

between Level 4 and Level 3

- Industrial system zone (ICS zone): This zone is the

actual ICS including all the 4 lower levels of the

hierarchical model.

IICS functions involved in the 5 levels listed above, are

implemented using multiple software and hardware compo-

nents. Figure 2 illustrates a logical reference architecture

that will constitute the basis of our work. This figure also

illustrates the three IICS zones.

Fig. 2: Logical Reference Architecture.

Communication across the integration zone is needed

for multiple purposes and involves different components.

For example, coordination between business and industrial

activities usually require connecting Enterprise Resource

Planning (ERP) system with Manufactoring Execution

System (MES) or SCADA historian. Table 1 gives some

examples of flows considered to be necessary between the

Industrial system and the Corporate system.

3. Vulnerabilities and challenges
By connecting ICS and Corporate networks, a lot of

security problems arise. It is mainly because ICS networks

are heavily predisposed to be vulnerable. The predisposing
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Table 1: Some examples of flows between ICS and Corporate

systems [5].

Flow Type Example Used protocols

Applicative data
flows

-Production
scheduling data

JCA, Web
Services
(Http(s),
FTP(s), SQL)
TCP;IP

-Production Cost
accounting
-Industrial
Processes
supervision data
-Material
and energy
management
data

Supervision data
flows

Devices
supervision and
monitoring

PING ICMP, SSH,
TELNET,TCP,IP

Other flows
Emailing Http(s), SMTP(s),

IMAP(s), POP
DNS
Printing TCP
Remote
maintenance

conditions range from human and organizational problems

such as no training of personnel or lack of security policy,

to Infrastructural and Architectural problems such as use

of insecure protocols, lack of consideration of security

in architecture and design. Moreover, low-cost IP-based

devices are now replacing proprietary solutions, which

increases the possibility of cybersecurity vulnerabilities and

incidents.

IICS systems could be highly vulnerable if no

countermeasures are taken. According to many research

works [1], [3], [6], [7], [8], [9], a quite exhaustive list of

vulnerabilities issued by IICS systems can be provided. We

collected, grouped and evaluated these vulnerabilities in

order to assess the state of art and identify issues that are

not (or not completely) addressed yet. We are particularly

interested in vulnerabilities related to ICS integration.

IICS vulnerabilities can be categorized in two categories

[1]:

1) Policy and Procedure vulnerabilities: This category

contains the vulnerabilities that arise because of

incomplete, inappropriate, or nonexistent security

policy, including its documentation, implementation

guides (e.g., procedures), and security enforcement.

2) System vulnerabilities: This type of vulnerabilities

includes:

- Architecture and Design vulnerabilities,

- Communication and Network vulnerabilities,

- Configuration and Maintenance vulnerabilities,

- Physical vulnerabilities,

- Software Development vulnerabilities.

Configuration and Maintenance, Physical and Software

Development vulnerabilities already exist in both ICS and

Corporate systems even without them being integrated.

They are less impacted by the integration process. However,

Architecture and Design vulnerabilities, Communication

and Network vulnerabilities and Policy and Procedure

vulnerabilities can be severely strengthened by the

interconnection of the two worlds as they are directly

related to the integration process. We particularly focus on

these types of vulnerabilities.

For the sake of this study, we made a quite exhaustive

list of IICS vulnerabilities that belong to these categories.

Below a summary of these vulnerabilities:

1) Architecture and Design vulnerabilities

This category is tightly related to ICS integration

process. In fact, integrating an ICS system with

a Corporate system consists of interconnecting

components from the ICS system to components

from the Corporate system for some functional or

technical purpose ensuring their communication, their

interoperability, their security as well as the whole

system security. Unfortunately, ICS architectures

are definitely not designed to be integrated with

Corporate systems architectures from a security

perspective. Indeed, most of ICS architectures

do not make use of segmentation which means

that all the components in the system are on the

same low level of security. Besides, authentication,

encryption of exchanged and stored data, logging

and traceability mechanisms are mostly absent

and the majority of adopted technologies represent

serious sources of vulnerabilities. For example, some

devices are implemented with no security capabilities

(authentication and encryption ...) at all. Some others

come with hard coded passwords on their firmware

and cannot thus be efficiently secured.

In addition, industrial temporal requirements prevent

equipping components with anti-virus and firewalls to

optimize resource usage. Moreover, applications and

drivers inter-compatibility requires keeping them on

very precise not up to date versions. Even for the most

carefully designed ICS systems, cyber security is not

seriously applied. For example, proprietary protocols

are thought to be secure without any verification and

architectural choices tend to very quickly be taken

without security consideration.

Therefore, it is really necessary to pay special attention

to architectural aspects at the integration design and
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build time. Designers should, in particular, take the

existing heterogeneity into account and opt for an

architecture that protects against vulnerabilities such

as :

- Backdoors and "holes" (either intentional or not)

in the network perimeter [7],

- Inadequate segregation [8],

- Usage of technologies with known vulnerabilities

[10],

- ICS network used for non-control traffic [1].

Cautiousness should also be exercised when applying

architecture modifications and configuration updates

to an existing integration layer.

2) Communication and Network vulnerabilities

ICS and Corporate networks integration introduces

new communication and network security needs that

have never been addressed. Indeed, integration puts

a lot of heterogeneous protocols together. On one

hand, IT protocols heavily focus on data security

and can unfortunately not be used in ICS network

in which protocols focus more on availability. On

the other hand, ICS protocols (e.g., Modbus/TCP,

Ethernet/IP, DNP3) are not designed with security

in mind and, worse, the most vulnerable among

them are sometimes employed despite their known

vulnerabilities. For example, DCOM, a protocol

used for OPC, uses RPC which opens multiple

ports to establish communication making firewalls

configuration difficult. More seriously, with the recent

trend of using Commercial of the shell technologies

(especially open protocols such as TCP/IP protocols

stack and ordinary Windows computers), ICS systems

are more vulnerable than ever before because these

technologies knowledge is easily available to attackers.

3) Policy and Procedure vulnerabilities

The current ICS systems also present a lot of human

related security problems. These problems are direct

consequences of two main factors:

a) The lack of personnel training and sensitization

program.

b) The absence of a well-defined globally applied

security policy that establishes suitable security

procedures and constrains human resources to

adopt convenient security practices.

As examples of these security policy problems, we

may list [1]:

• Lack of configuration management policy.

• Lack of adequate access control policy.

• Lack of adequate authentication policy.

• Inadequate security incident detection and

response plan.

Dealing with this type of vulnerabilities in an IICS

is quite challenging. ICS and Corporate systems have

always formed two separate entities managed by

different teams. Corporate systems security policies

are significantly more mature than ICS’s ones when

they exist. The main difficulty is to define a common

security policy that takes into account Corporate and

ICS specificity. Corporate security management teams

are more qualified to define this common security

policy but they do not have enough experience with

ICS networks. Defining a concise efficient global IICS

security policy is hence far from being straightforward.

4. Analysis and suggestions
For each identified vulnerability, we extracted the related

countermeasures suggested by the studied documents,

we compared them and evaluate their efficiency to

achieve security objectives, their maturity, and their

implementability.

Each extracted countermeasure belongs to one of the three

following countermeasures families [3]:

Fig. 3: Countermeasures families.

- Measures on "People": Assuring employees aware-

ness and training,

- Measures on "Process": Defining security policies and

procedures as well as identifying the real security needs,

- Measures on "Technology": Securing equipment and

technologies.

NIST-800-82 Annex G [1] (for ICS security measures)

combined with NIST-SP-800-53 Annex G [11] (for

Corporate system security measures) constitutes one of the

most valuable resources on IICS security measures. These

two annexes are essentially equivalent except that the first

adds specific considerations about ICS security measures.

When combined, they offer an absolutely exhaustive list

of IICS security measures. The documents we studied,

especially these two annexes, generally cover very well
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"people" and "process" security aspects. Indeed, these

annexes define multiple groups of measures for which

they provide important guidance on security policies and

procedures. At least, they can be used as a check list that

helps to select adequate "people" and "policy" measures for

the system to be secured.

Concerning "Technology" vulnerabilities, especially

architecture and communication vulnerabilities, the studied

documents recommend a set of countermeasures that should

be applied to the integrated system. As regards architecture

and design vulnerabilities, it is recommended that security

be considered from the beginning of any integration project

in order to respond more efficiently to both security and

operation requirements. This should be done on a case by

case basis during the definition phase in which the security

perimeter has to be precisely defined. Special attention

should be paid to the ICS system temporal and availability

requirements as well as risk and safety requirements.

Designing the final solution should take into account the

existing systems, their components, their communication

flows and their heterogeneity. This helps to figure out

the upcoming complexity and adequately select measures

needed to meet the defined requirements.

Nonetheless, there are still multiple generic security

measures that are advocated for IICS systems. Defense-

in-depth is one of the most important of them. This very

common security technique is mainly based on segmentation

and segregation. The latter consists of enforcing a rule-set

to control permitted communications through the segments

boundaries using firewalls and intrusion detection systems

(IDS). Defense-in-depth should be applied at the IICS

integration layer by adding a demilitarized zone (DMZ) as

a separate segment that only contains the ICS component

connected with Corporate system.

Furthermore, multiple other security measures such as

using authentication and authorization mechanisms, using

secure protocols, monitoring and logging mechanisms,

single point of failure, redundancy techniques are also

strongly recommended by the studied documents. For a

quite exhaustive list of these measures, please refer to the

following NIST standards (Annex G) [1] [11].

Despite the amount of useful information provided by

the studied documents, there are still several "Technology"

vulnerabilities measures that either are absent or need to

be completed or detailed. Firstly, most of the suggested

countermeasures are directly borrowed from the IT world

and do not really take ICS specificity into account. Besides,

most of these countermeasures only serve for guidance

or as checklist as they lack reference implementation and

real application examples. More concisely, the studied

documents dictate more what to do than how to do it. That

is why we argue that, currently, there are a lot of IICS

security requirements that cannot yet be satisfied using

the existing solutions. Among the subjects that need more

work, we can list :

1) IICS Authentication and Authorization
mechanisms:

Authentication and Authorization mechanisms are

highly recommended for IICS systems. There are

mainly two types of these mechanisms: distributed

authorization and authentication solutions and

centralized ones. Selecting one solution depends

on the organization structures and scalability

requirements. However, there are many challenges

to integrate authentication solutions, especially

centralized solutions, into an IICS [1]. This is because

ICS may utilize its own application-specific accounts

and authentication mechanisms that are not designed

to be integrated with third party servers and protocols.

Besides, most industrial equipment do not have any

authentication support and even less capability to be

integrated with centralized authentication solutions

such as AAA architectures.

Using centralized authentication solutions in IICS

systems and using AAA architectures and protocols

for ICS systems are subjects that still need more work.

2) IICS Segmentation and Segregation:

As explained before, segmentation and segregation

are very important security techniques for IICS

systems. Unfortunately, we could not find enough

details on how to efficiently implement them in an

IICS context. Indeed, there are still several questions

that remain unanswered [7], [1]. First, no precise

explanation was given on how to partition IICS

networks into segments. Should the segmentation be

based on the components’physical characteristics, on

their functions or on their geographical localization?

In addition, although segregation rule-sets definition

is not trivial, no sufficient explanation was provided.

Furthermore, segmenting large-scale networks is

a complicated task for administrators. It is all

the more complicated in systems with frequently

changing configuration and topology. We did not

either find enough information on how to perform

segmentation in large-scale networks taking into

account architecture changes and configuration

updates. This is why we are convinced that IICS

Segmentation and Segregation are major elements to
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be studied.

3) IICS firewalls:

Segregation ought to employ firewalls to control

communication across segment boundaries. To the

best of our knowledge, there is unfortunately no

firewall fully adapted for all industrial systems

configurations [7], [1]. Existing firewalls only support

protocols commonly used in Corporate systems

especially TCP/IP and, for the best, some industrial

protocols such as ModBus and DNP3 (see Tofino

Industrial Security Solution [12]). IICS systems are

really in need to industrial firewalls that can be

used with different industrial systems configurations

(distributed, located, wired, wireless...) taking into

account industrial technologies and protocols and

more importantly industrial timing requirements.

4) IICS IDS/IPS:

Similarly, IDS/IPS are really indispensable for IICS

systems. Unfortunately, there is no commercial

IDS/IPS solution that is really adapted to IICS

systems. This is because existing IDS/IPS solutions

do not support industrial protocols, and are not

designed to respect ICS requirements. Besides, no

precision was given on where to place IDS within an

ICS system.

As far as we are concerned, we will, for the next step

of our work, focus on IICS Segregation. It is true that

ISA99 [3] and ICS-CERT [7] give some guidelines and

recommendations on how to implement IICS Segregation.

However, we are convinced that the provided information is

not enough detailed and precise. Indeed, the given guidelines

do not answer our questions about Segregation. Hence, we

suggest to further investigate this issue taking into account

the multiple aspects of IICS systems division such as geo-

graphical localization, business orientation, hierarchical and

functional orientation as well as scalability requirements.

5. Conclusion
This paper highlights one of the major challenges of

current Industrial world namely how to integrate two

completely different networks (ICS and Corporate system)

and keep the integrated system secured. It provides a very

useful reference architecture that can be used by other

works, a summarized overview of identified vulnerabilities,

and an analysis of countermeasures evaluating their

efficiency and suggesting some research issues to complete

the existing solutions panel in order to secure IICS more

efficiently.

A lot of work has been done on IICS security. Multiple

vulnerabilities have been identified and a lot of countermea-

sures have been suggested. However, ICS and Corporate

systems integration remains very challenging as regards

security. Indeed, most of the suggested security measures

are borrowed from the IT world and are not refit to take

into account industrial systems specificity. Hence, we argue

that there is still work to be done on these measures,

especially Authentication and Authorization mechanisms,

Segmentation and Segregation, Firewalls and IDS/IPS, in

order to adapt them to industrial systems.
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Abstract— Most contemporary research in the field of
robotic swarms assumes a benign operational environment.
In our work we assume a hostile environment. We consider
how swarms might be attacked and begin with a review of
robotic swarm taxonomies. We then consider how a generic
swarm might be attacked, and how attacks on swarms
might be investigated. We conclude by presenting results of
simulations of attacks that have been undertaken against
swarms, based the robotic swarm taxonomies.
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1. Introduction
Considerable research has been undertaken into the appli-

cations [1]–[3] and implementations of robotic swarms [4]–

[8]. Much of this work assumes trust between the interacting

swarm elements and trust of their operating environment.

Consequently most physical implementations are realised in

relatively benign conditions. Our concern, however, is with

robotic swarms that might operate in hostile environments.

The aim of this paper is to demonstrate that robotic

swarms can be subject to dedicated attacks, with an adver-

sary exploiting the unique characteristics of the swarm.

To do this, we clearly need to understand the unique

characteristics of robotic swarms that an adversary may

exploit. We therefore review previously proposed robotic

swarm taxonomies [9]–[13] to allow us to determine where

the vulnerabilities in various types of swarm might lie.

We also need to understand the adversary’s capabilities

and the classes of vulnerabilities that an attacker may exploit.

In the latter, we concentrate on vulnerabilities that are unique

to swarm robotic systems. In particular, our aim is to be able

to manipulate the swarm to alter it’s behaviour.

In order to study how attacks may be used to manipulate

the swarm, we use Netlogo simulations. This allows us to

investigate, firstly if the swarm can be manipulated, and if

so what resources are needed to carry out the attack.

1.1 Introduction to Swarm Robotics
Swarm robotic research investigates the potential uses and

benefits of autonomous multi-robot systems, often taking

inspiration from nature, such as swarms of bees, colonies

of ants and schools of fish. The philosophy behind a robotic

swarm is that a large number of relatively basic robots will

work and interact with each other, and the environment

[14], so as to complete a predetermined goal. It is generally

agreed that a robotic swarm should have the following

characteristics [14]–[18]:

• Autonomy

• Decentralised control

• Large number of members

• Collective emergent behaviour

• Local sensing

• Local communications

• Resilience to failures within the robotic swarm

• Scalable in size

In our research, the key aspects of robotic swarms are

those that make them unique when compared to current

information systems. In particular our interest is in the

emergent behaviour of the swarm. Robotic swarms are,

in theory, autonomous groups of simple swarm elements

that operate remotely, with no deterministic program. Each

swarm element follows a simple set of rules, interacting only

locally, in order to achieve a pre-determined goal. Thus, the

swarm behaviour emerges from the simple rules and local

interaction. The extent to which this emergent behaviour may

be disrupted is the problem that we are investigating.

At the moment, the study of swarm robotics is generally

undertaken within a research environment, with proposed

applications for the use of robotic swarms often being

theoretical. However, the proposed numerous and diverse

uses of robotic swarms, along with the the potential benefits

that could be realised, drives the majority of the research.

Our motivation is to understand the vulnerabilities in these

systems, and how they may be mitigated, before systems are

widely deployed.

There are proposed applications of robotic swarms in both

civilian and military applications.

Typical civilian applications include [2], [3]:

• Maintenance tasks

• Communications provision

• Emergency response

• Use in space flights and exploration

• Use in medical procedures

Typical military applications include [19], [20]:

• Military communications

• Underwater mine clearance

• Landmine detection

• Situational Awareness
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1.2 Introduction to the Problem
In our work, we assume that the swarm is operating in

a hostile environment. And we assume that an adversary

has the opportunity, and ability, to attempt to manipulate the

emergent behaviour of the swarm. The goal of the adversary

might be to prevent the swarm from achieving its goal, or it

may be simply to slow the progress of the swarm. The latter

might be an easier attack to undertake.

The overarching problem is therefore to determine

whether the expected behaviour of a robotic swarm can be

altered by an attacker, and if so, to what extent?

2. Taxonomy of Robotic Swarms
Many swarm designs have been proposed and although

each may have specific vulnerabilities our goal is to identify

generic vulnerabilities. Hence we need to be able to classify

swarms somehow, and identify common characteristics that

may be vulnerable to common types of attack.

There are various proposals defining robotic swarm tax-

onomies in the literature. These taxonomies are based on

several factors, such as physical design considerations and

collective behaviours [9]. Typical examples being the size

of the swarm, communications media, coordination, control,

design approach and processing abilities, and collective

behaviours, such as foraging or construction [10]–[13].

Other proposals [21], [22] suggest that the attributes

for consideration should be the highly dependent features

of group architecture, how members deal with resource

conflicts, how a collective learns and adapts to a task, how

cooperation is motivated and how planning is addressed. In-

deed, certain taxonomies [22] also consider the environment

in which the entities are operating.

The following is an overview of the swarm taxonomies

proposed to date.

2.1 Method Based Taxonomy
Brambilla et al. [9] suggest that swarms can be grouped

according to design methods and analysis methods, as shown

in figure 1.

Methods

Design
Methods

Analysis
Methods

Behaviour based design methods

Automatic design methods

Microscopic Models

Macroscopic Models

Real-Robot Analysis

Fig. 1: Method Based Taxonomy [9]

Brambilla et al. claim that the most common design

method is behaviour based, generally a bottom-up process,

although it could be a top-down process, and is often based

on the observations of animals. They categorise behaviour

based designs into the three main categories: probabilistic

finite state machine designs; virtual physics designs; and

other design methods. They also suggest that automatic

design methods are further classified as either evolutionary

robotics or multi-robot reinforcement, and are employed

with the aim of reducing the effort of developers as they do

not require the intervention of the robotic swarm developer.
The authors also suggest that the analysis methods for

robotic swarms can be modelled at either the individual level,

the microscopic level, or the collective (macroscopic) level.

2.2 Collective Behaviour Based Taxonomy
In the same paper, Brambilla et al. present a second

taxonomy, and categorise robotic swarms by their collective

behaviours, as shown in figure 2.

Aggregation

Pattern Formation

Chain Formation

Self-Assembly and Morphogenesis

Collective Exploration

Object Clustering and Assembling

Coordinated Motion

Collective Transport

Consensus Achievement

Task Allocation

Other Collective Behaviours

Spatially-
Organising 
Behaviours

Navigation 
Behaviours

Collective 
Decision 
Making

Collective 
Behaviours

Fig. 2: Collective Behaviour Based Taxonomy [9]

The authors suggest classifying the collective behaviours

by four main categories. These categories are based on how

robotic swarms organise and distribute themselves; navigate

and coordinate their movements; undertake decision making;

and other collective behaviours that do not correspond to the

above categories.

2.3 Swarm Behaviour Taxonomy
Cao et al. [21] also propose a taxonomy based on collec-

tive behaviour as shown in figure 3.
However, they choose different aspects to classify collec-

tive behaviour. In this taxonomy behaviour is categorised

firstly by the system architecture. The remaining categories

are based on: how resource conflicts are resolved; how

cooperation between entities is achieved; how the swarm

learns to solve problems; and how the collective entities

conduct path planning from a geometric perspective.

2.4 Specification and Attributes Taxonomy
Another taxonomy has been proposed by Dudek et

al. [12]. This classification scheme is based on a swarm’s

characteristics and attributes, as shown in figure 4.
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Swarm
Behaviours

Group 
Architecture

Centralised/Decentralised

Differentiation – Heterogeneous vs. Homogeneous

Communication Structures

Modelling of Other Entities

(Interaction via environment, via sensing and via communications)

Resource Conflicts
How entities deal with resource conflicts (Communications)

Origins of Cooperation
How cooperation is motivated and achieved

Learning
How the collective entities adapt to a task

Geometric Problems
How the collective entities address path planning

Fig. 3: Swarm Behaviour Taxonomy [21]

Swarm
Specifications 
and Attributes

Communications Range
The maximum distance between two entities of the collective such that communication is still possible

Communication Topology
Of the entities within the communication range, those that can be communicated with

Communication Bandwidth
How much information the entities within the collective can transmit to each other

Collective Reconfigurability
The rate at which the organisation of the collective can be modified

Processing Ability
The computational model utilised by entities within the collective

Collective Composition
Are the entities of the collective homogeneous or hetrogenious

Collective Size
The number of entities within the collective

Fig. 4: Specification and Attributes Taxonomy [12]

Dudek et al. classify swarms based on the following

categories. These are the size of the robotic swarm; the

communications range between entities within a robotic

swarm; the communication topology used; the quantity of

information that can be transferred; how the swarm entities

can re-configure their organisation; the processing capability

that a swarm entity has; and whether the swarm’s composi-

tion is homogeneous or heterogeneous.

3. Security Concepts
The above taxonomies give us a way to classify the

unique aspects of robotic swarms where we wish to identify

vulnerabilities. However, before we do so, we introduce

some standard security terminology [23].

Confidentiality: Confidentiality is the requirement to pro-

tect information from unauthorised disclosure. Messages

being transferred between elements of the swarm, might be

confidential, as might data held by swarm elements.

Integrity: Integrity is the requirement to prevent data from

being altered in an unauthorised way. This may also apply

to messages between and data held by swarm elements.

Availability: This is the requirement for a system or data

to be accessible and usable upon demand by an authorised

entity. The term Denial of Service (DoS) is often used to

describe a loss of availability.

Access Control: The requirement to allow only authorised

access to a system. This generally requires identification.

In a truly homogeneous swarm this may not be possible,

although a group identity may be available.

4. The Adversary
We assume that the swarm will operate in a hostile

environment. We also assume that the swarm may not always

be in contact with its "owner". Thus the adversary may have

access to the swarm without the "owner" being aware. These

assumptions give a lot of power to the adversary but we

believe they are reasonable since swarms are designed to

operate autonomously and to be able to move freely.

Thus the adversary is able to freely observe and tamper

with the swarm. In some cases, the adversary may be able to

remove and replace elements of the swarm. Of course, any

overt interference with the swarm is likely to be detected,

but we assume our adversary wishes to operate covertly.

Our adversary’s goal is to be able to manipulate the

swarm. Ultimately the adversary would like to alter the

emergent behaviour of the swarm.

5. Threats
Given an attacker with the capabilities described above

we now consider the threats that are posed to swarm.

In the following we use the term “threat” as defined by

ISO/IEC 27005 [24]:

“a potential cause of an incident, that may result

in harm of systems and organisation”

This definition refers to the potential cause of an incident.

So although many threats may exist, safeguards may be put

in place to mitigate the risk of a threat being realised and

exploiting vulnerabilities in the system. In order to cause

harm, a threat needs to exploit a vulnerability of a asset

within the system [25].

The following describes the threats to which any robotic

swarm could be susceptible.

Denial of Service: The threat of a Denial of Service (DoS)

is a threat to the availability of a system [26].

In addition to direct DoS threats to the system, a swarm

is also subject to indirect threats via external environmental

influences. For example, barriers placed by the adversary to

impede free movement.

The DoS threat to a swarm will depend on the system

design and where this design lies within the behaviour based

taxonomies of Cao et al. [21] and Brambilla et al. [9]

Masquerade: Masquerade is the threat that an intruder or

system entity illegitimately poses as, or assumes the identity

of, another entity [27]. Masquerade allows unauthorised

users to gain access to confidential data or greater privileges,

while pretending to be legitimate user [28].
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In terms of our adversary’s goals, successful masquerade

will allow covert operation.

System Penetration: The threat of system penetration is

the unauthorised access to a system without posing as a

legitimate entity [27]. This does not necessarily allow our

adversary to operate covertly but, as with masquerade, it may

enable the realisation of other threats.

Authorisation Violation: Authorisation violation is the use

of a system by an authorised user for unauthorised uses,

possibly abusing privileged access to resources. This can be

undertaken by either an insider or external adversary [27].

In the theoretical model of a swarm, this threat may never

be realised as there is no hierarchy within the swarm. How-

ever as noted by Cao et al. in their taxonomy, hierarchy may

exist in practice. It is the “Group Architecture” branch of this

taxonomy that may be subject to authorisation violation.

Planting: This is the threat that a malicious capability is

planted within a system to perpetrate future attacks [27].

We are all familiar with the threats of Trojans and viruses.

However, within a swarm, our adversary may be able to plant

malicious swarm entities as described in section 4.

Eavesdropping: This threat is where an adversary obtains

information by reading data sent between system partici-

pants, without penetrating the devices [27].

In our model, if messages are not protected, then our

adversary could easily eavesdrop on the system without

being detected.

Modification of Data in Transit: This is a threat to

data in transit by either actively modifying the data or

the communications process when sending data between

authorised participants [27]. The threat could be to either

or both user data and control information [29]. The threat is

that an adversary can alter a legitimate message by deleting

parts, adding extra, changing elements or reordering it [30].

Essentially this is a threat to integrity as defined in

section 3 without penetrating a victim’s system.

As with eavesdropping, if messages are not protected, our

adversary could realise this threat without being detected.

Misappropriation: An attacker steals or makes unautho-

rised use of a service for which the service was initially

unintended [30]. This is similar to authorisation violation

but is not concerned with the escalation of privileges.

In our model, if this threat is realised, then the adversary

could make a swarm execute a task for which it was not

originally intended to undertake.

6. Attacks
An attack is the realisation of a threat [27]. We have

considered a number of threats and how they relate to robotic

swarms. Where appropriate, these threats will be realised by

our adversary, and turned into attacks, to help achieve his

goal of manipulating the swarm.

However, our adversary may only attack the elements
within the swarm. The swarm, as a whole, is an abstract

notion. Thus, individual swarm elements will be attacked,

in order to manipulate behaviour of the swarm.

In other work [31] we proposed that there are four

different types of attack that can be used to manipulate a

swarm regardless of the swarm’s specific implementation.

These are summarised below.

Manipulate an element’s goal: If attribute a0 of a swarm

element sx defines it’s goal, then manipulating a0 (e.g.

switch from “search” to “defend”) can ultimately manipulate

the swarm.

Manipulate an element’s behaviour: A swarm element

will have a number attributes, (e.g. separation, speed) If an

adversary is aware of the effect that these attributes have on

the behaviour of sx, then he can, directly or indirectly, ma-

nipulate the attributes and ultimately manipulate the swarm.

Manipulate the environment: An adversary may alter the

environment in order to manipulate the swarm.

Manipulate communications via the environment: The

adversary may be able to modify the environment in order

to inhibit communications or, in the case of stigmergy, to

manipulate data in transit.

The above may be considered as generic attacks on a

swarm. Since these are attacks on swarm elements there are

numerous attack vectors that can be used. The specific attack

vector used will depend on the technology used to implement

the swarm, and to some extent, where the swarm lies in the

Group Architecture class of Cao et al.

In the following, we list some of the more specific attack

vectors that can be used against swarms. All of these attack

vectors may be uses to implement one or more of the generic

attack types described above.

• Replay: A replay attack is an attack in which a past

message is played back to the same recipient [32]. In

some cases it may be possible to modify parts of the

message before replaying. Messages between swarm

elements or from the environment may be replayed.

• Physical Tampering: We assume that an adversary may

capture a swarm element. Having done so, the adversary

my be able to physically attack the device to extract or

modify data. This is different to traditional computing,
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where physical protection of assets can be achieved by

restricting physical access to devices.

• Software: Software or firmware attacks are con-

cerned with modifying code, and exploiting vulnerabili-

ties [33]. Software attacks on a swarm can be realised in

several ways, such as via physical tampering, planting,

or from within the supply chain.

• Communications: Attacks may be made on communi-

cations between swarm elements and between elements

and the environment. Eavesdropping and modification

of data are obvious attacks that can be made here. This

becomes especially pertinent if the adversary is able to

masquerade as a genuine swarm element, perhaps after

capture and re-introduction to the swarm. Alternatively,

the adversary could carry out these attacks from a static

position in the area that the swarm is operating. An

attacker may also block communications (DoS).

• Reconnaissance: In order to prepare for an attack, an

adversary may undertake reconnaissance of a swarm in

order to gain intelligence. This can be done by either

traffic analysis or visual observation of the swarm.

7. Simulating an Attack
In order to test our hypothesis that we could manipulate a

swarm by tampering with a few swarm elements we carried

out some simulations using Netlogo 5.0.2.

7.1 Cooperative Navigation
We chose to simulate the “Cooperative Navigation” swarm

proposed by Ducatelle et al. in 2013 [34]. The algorithm

provided in this work was sufficient for us to design our

simulation. The model was first simulated in a benign

environment to ensure that our results were comparable.

The original research presented various options for coop-

erative navigation. This included a searcher attempting to

find a target using information gained from other robots to

aid in navigation.

From the Method Based taxonomy of Brambilla et al. this

implementation would be considered as a finite state machine
within the Behaviour Based design methods category. Many

swarm implementations fall into this category.

In the Collective Behaviour based taxonomy of Brambilla

et al. this would be classed as Collective Exploration, within

Navigational Behaviours
In the Group Architecture class proposed by Cao et al. this

activity would be classed as a Communications Structure.

Cao et al. may also consider this as a Geometric Problem,

since the swarm is assisting in path planning. However, the

collective entities are only passing on information to assist in

path planning and not actually planning the path themselves.

In this swarm, the searcher and all entities contain stored

information relating to distance to the target and the in-
formation’s age. The target provides a count that is used to

determine the age of the information received by each swarm

element regarding it’s distance to the target.

After a set time period, the target updates its count. Any

entities from the swarm that are within the communication

range of the target update their knowledge of their own

distance to the target and the targets current count (for the

information age). This data is then distributed through the

swarm by sending messages to swarm members that are in

range of each other. The receiving entity modifies its distance

to the target if the information received is fresher than its

stored information. The swarm does not act on this data,

other than to forward the information on.

The searcher is also able to receive the distance to target

and information age. If the data received by the searcher is

“better” than its stored information then the searcher will

update its data and the travel towards the position of the

swarm entity that provided the information. By “better”

we mean that either the information is fresher or if the

information is of the same age but the distance to the target is

shorter than the searcher’s own data. The process continues

until the searcher reaches the target.

If a searcher does not receive any information, or the

swarm entities do not have any fresher information, then

the searcher has two options. It can either stop and wait at

its location for fresher information, or it can then travel in a

random direction for a random distance, or until it receives

fresher information.

7.2 Attacking Cooperative Navigation
Our initial attacks were Denial of Service. This was

undertaken by the attacker manipulating the communications

provided via the environment by means of jamming the sig-

nals. The jamming attacks are limited in both the frequency

of the jamming event and the size of the area affected by

the jamming event. The area affected was simulated to be

the same size as the area that an individual robotic swarm

entity could communicate within. Therefore communications

were still possible between swarm entities that outside the

jamming area.

Further experiments were then carried out where ma-

licious entities manipulated the information being com-

municated between robotic swarm entities. This included

manipulating distance to target and freshness of data values,

in order to influence the robotic swarm entities.

7.3 Simulation Results
The effects of the DoS attacks can be seen in the figures 5

and 6 below. In these attacks, ten malicious entities are

randomly positioned within the operating environment. The

malicious entities, once dispersed, are static, have a 1%

chance of undertaking a jamming event, and will jam for 5

time units.

Figure 5 shows how the effectiveness of an attack by var-

ious numbers of malicious entities, is reduced as the number
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Fig. 6: Combined View of DoS on a Robotic Swarm

of genuine swarm entities increases. An attacker could use

this information to optimise the number of malicious entities

deployed for greatest effect.

Figure 6 demonstrates that this type of attack used can

have unusual results. We designed the malicious entities to

operate covertly, acting as part of the robotic swarm when

not engaged in the DoS attack. Thus, when not attacking, the

malicious entities actually assist the searcher in achieving

its goal. Of course the adversary could counter this by

increasing the attack period by increasing the likelihood of

jamming events, or by operating a little less covertly. In the

latter case, the malicious entities would monitor the swarm,

and choose when to attack, but would not act as part of the

robotic swarm.

7.4 Discussion
From our initial results we can see firstly, that we are able

to manipulate the effectiveness of a swarm by introducing a

small number of rogue elements. The simulation gives us a

tool to study the effectiveness of an attack and investigate

how to optimise the number of rogue elements.
Secondly, the simulation uncovers unexpected outcomes.

Although, with hindsight, some outcomes are understand-

able, the non-deterministic nature of the swarm makes

simulation a useful tool for both developer and adversary.
From this we can see that although the attack vectors are

not new, their unique characteristics make swarms react in

subtly different ways when compared with the same attack

on traditional information systems.
The swarm chosen to simulate fits into several categories

in the taxonomy. In theory we should now be able to choose

swarms from similar categories and expect similar results.

Alternatively we could investigate different classes of design.
We are currently running DoS simulations that utilise

mobile jammers, in order to complete legacy style attacks.

We are also running attacks based on the modification of data

in transit. These attacks are aimed at tampering with data

communications to manipulate the received distance to target

and the information age. In other words, we are tampering

with the attributes stored by individual swarm elements in

order to manipulate the swarm.

8. Conclusion
In conclusion, this paper provides the researcher with

an overview of various robotic swarm taxonomies and a

understanding of various types of threats and attack method-

ologies. This is the basis for investigating vulnerabilities in

different classes of robotic swarm systems.
From our initial experiments, we have demonstrated that

robotic swarms can not only be attacked by traditional

methods, but also that the attacks can utilise the unique

characteristics of robotic swarm.
Our work is continuing to investigate the effectiveness of

attacks and how the swarm may be able to defend itself

against such attacks.
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Abstract - False alarms due to wind effect on the perimeter 
security system need to be reduced. Sensor cables are fastened 
to existing security fences. Main problem of the system is a 
false alarms generated by the strong wind. Input signals 
receiving from sensor cables are processed and analyzed by 
using the DSP (TMS320F2812) microcontroller. The system 
collects signal amplitude, duration time and frequency 
spectrum to distinguish the wind effect from intrusion signal. 
The result gives the real or false alarm. Frequency analysis 
was done for each duration of N=128 samples of input signal 
was using special algorithm of the fast Fourier transform 
through DSP microcontroller. The security system has been 
tested at border lines of Mongolia. A detection rate after apply 
the developed algorithm for reducing false alarms was 
improved up to 94%~95% of enough accuracy for real field 
application. 

Keywords: Triboelectric, Electrostatic Charge, Security 
Fence, Automatic Detection, Intrusion Detection, False Alarm 

 

1 Introduction 
     The automatic electrical security systems with intrusion 
detection sensors become more critical problem for any 
security organization and countries. Many strategically 
important factories and facilities have been built recently by 
using rapid industrial it technology development. Security 
systems were developed with the advanced technologies. 
They are in high demand to ensure reliable security of 
industry buildings and special governmental institutions. 
    The physical security system has been developed from the 
first generation to the third generation by using the latest 
modern technologies. The first generation was dependent on 
the barbed wire fence and guards’ eyes inspection. The 
second generation fence was based on electric fences and 
CCTV (Closed-circuit Television) cameras. The third 
generation includes a surveillance system based on GPS 
(Global Positioning System), cameras and wireless 
communication system, an alarm system with various sensor 
fences, an access control system from outside gates to the 
inside of the buildings. The systems are integrated into a 
central security control server. The purpose of the physical 
protection system is to detect an unauthorized intruder 

whereas the perimeter intrusion detection sensor fence detects 
the intruder right away by a surveillance monitoring system 
which covers before and after the intrusion. Also at the same 
time it prevents the intruders by a sensor at the earliest time. 
There are several kinds of fences in the second generation 
such as a taut-wire, a vibration, an electromagnetic induction 
sensor and a fiber optic cable and a micro wave, and an 
electric charge sensor in the third generation [1, 2]. The 
minimal charge is multiplied by semiconductor to be detected. 
It has the unique characteristics as charge amplifier in a circuit 
containing a tunnel diode biased for charge detection [3]. In 
paper [4], there is a polyelectric polymer sensor with an 
integrated charge amplifier.  
   The fence security systems with the fiber optic cable can 
define certain location of an intrusion. But the system cost and 
maintenance expense are higher than other similar systems [5, 
6]. 
    The first prototype device design of the security system 
based on the triboelectric effect was developed and 
investigated in the study [7]. The electric charge sensor fence 
was developed as the prospected system in this field. It is the 
first passive sensor in the world. It uses the special algorithm 
of electric charge displacement that is based on friction 
electromotive force change of the passive sensor cable. The 
electric charge technique is based on the triboelectric effect. If 
we rub two different types of materials with each other, the 
electrostatic charges are generated that are called the 
triboelectric effect. The physical protection security system 
can be realized by triboelectric effect. A simple 
telecommunication cable is used in the protection systems 
instead of the sensor transducer that is fastened to the various 
types of perimeter fences. Electrostatic charges are generated, 
when external force is applied to the sensor cable.  
     The ASM (Analog Sensing Module) [8, 9] detects the 
generated minimal charges and rings an alarm. The ASM 
doesn’t generate any electric signals and electromagnetic 
fields. It only reacts against the change on electrostatic charge 
in specific range and is not affected by any external factors. 
Therefore there are no false alarms and perfect probability 
detection. Also the security detector does not generate the 
false alarm signals on and after exposure to the outdoor 
environment factors including humidity, rain, wind, fog, dust 
etc. the sensor cable reacts against the forced impact weighing 
8-20 kg on the fence. It does not detect little forces including 
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small animals hit the fence. The system sensitivity can be 
regulated by switches. Electric charge sensor fences are not 
harmful to the human body. These types of security systems 
have much more advantages than any other systems. It has 
simple installation and easy maintenance and is (highly 
affordable) more economical than any other systems. 

2 System design and its solution  
2.1 System structure 
     Electrostatic charges are generated between the cable 
conductors and isolator when external force and impact are 
created by the intruders. Simple shielded 15 pair of 
telecommunication cable is used instead of the sensor 
transducer for sensing the external force and impact. Sensor 
cable is not connected to the power source. The lengths of 
sensor cable are limited up to 1000m. Fig. 1 shows the main 
operation diagram of the system. 
     Coaxial cable is used for transferring generated minimal 
electrostatic charge between the sensor cable and control 
device. Because of the very high input impedance of the 
charge amplifier, the sensor must be connected to the 
amplifier input with low-noise cable [9]. This cable is 
specially treated to minimize triboelectric noise which is 
generated within the cable due to physical movement of the 
cable. The coaxial cable is necessary to affect an electrostatic 
shield around the high impedance input lead, precluding 
extraneous noise pickup.  
     A control device is connected to the data center through 
the TCP/IP protocol. The control device includes the TCP/IP 
module. The data center registers fence alarms and control 
device’s conditions when some problems are occurred on the 
security fence. For example, there are generated alarms when 
the sensor or coaxial cable is cut or short. 
 

 
Fig. 1. Main operation diagram of the system 

    Installation configuration of the sensor cable is dependent 
on the fence type, structure, and size, height, and installation 
weather conditions. System sensitivities can be adjusted by 
hardware method in the control device. Also sensitivities can 
be adjusted by software in the monitoring application program 

at the data center. Sensitivity is adjusted by less when sensor 
cable is fastened on flexible and moving fences. Conversely, 
sensitivity is adjusted by high when cable is fastened on rigid 
and less moving fences. The control device controls up to two 
security zones. Each zone are covered with 500m sensor cable. 

2.2 Operation principle of a control device 
    The control device contains two main parts named as ASM 
(Analog Sensing Module) and SCM (Sensitivity Control 
Module). 
   The ASM [7, 8, 9] detects the electrostatic charges on the 
passive sensor cable by intruder and raises the alarm. The 
ASM contains a charge sensitive device, voltage amplifier, 
signal shaping, filtering, and comparator. The charge sensitive 
device consists of the charge preamplifier and filters. 
    The SCM is the digital part of the control device that 
processes and analyses analog signals from a ASM using by 
TMS320F2812 32 bit DSP (Digital Signal Processing) 
microcontroller. The input signal of the sensor cable is 
fluctuated due to outside environment effects (strong wind, 
storm) then the SCM analyses all conditions and adjusts 
sensitivity automatically. For instance SCM reduces 
sensitivity during strong wind and increases sensitivity during 
low wind. 
     Also SCM analyses the input signal amplitude, duration 
time and frequency. These parameters are changed due to the 
wind effect. After analyzing input signal, system decides 
which alarms are real or false. Each N=128 samples of input 
signal were analyzed special algorithm of the discrete Fourier 
transform by using equation (2.1). 
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х(n): Input signal 
N=Count of sample (128) 
 

    The 1Hz±0.5Hz frequency is generated in the control 
device when someone forces by 8~20 kg impact on the fence. 
This is an invasion frequency. The band bass filter is designed 
in the ASM of control device [8, 9]. Other frequencies are 
generated due to strong wind effects.  
 

 
Fig. 2. Condition of fast Fourier transform in input signal 
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    Fig. 2 shows alarm condition of the system. Input analog 
signal of the sensor cable is sampled by 10ms time step in 
each N=128 samples using by ADC of the control device. 
Frequencies are defined every T=1ms*128=1.28s with the fast 
Fourier transform. 
    Real wind configuration is shown in Fig. 3. False alarms 
are generated when signal amplitude of strong wind exceeds a 
reference value. 

 
Fig. 3. Noise Signal Generated by Wind Effect on the 

Electrical Fence 

   Fig. 4 shows algorithm for reducing false alarms. This 
algorithm reduces false alarms due to strong wind effect. 
ADC of control device processes N=128 sample data by 10ms 
steps. An algorithm reviews and analyses frequency value 
using FFT, maximum and minimum value of amplitudes. 
 
� Vmax: Maximum value of amplitude in each duration 

time of 1.28ms 
� Vmin: Minimum value of amplitude in each duration 

time of 1.28ms 
� Fmax: Maximum frequency in each duration time of 

1.28ms by FFT 
� Vpw: Value of plus wind level that is regulated by DIP 

switch on control device 
� Vmw: Value of minus wind level that is regulated by 

DIP switch on control device 
� Vpth: Plus threshold value 
� Vmth: Minus threshold value 

    Then all of these values are compared to the reference 
values. After that system decides which alarms are real or 
false. 

 
Fig. 4. Algorithm of the DSP Program for Reducing False 

Alarms 

    A detection rate was 85~88% before implementing 
algorithm for reducing false alarms. Detection rate of the 
system is improved up to 94~95% after implementing that 
algorithm. That means system does not alarm during strong 
wind. All data of the wind effect is saved to data center. We 
have to improve this algorithm using by saved data. 

3 Experiment and results 
3.1 Experiment area and conditions 
    The perimeter security system has been tested at the border 
of Mongolia (2014.11.09  ~ to present). The area has special 
weather conditions. In the north of Mongolia it is very cold 
and snowstormy during winter seasons. Also there is strong 
wind during spring and fall seasons. 
    Fig. 5 shows installation of sensor cables in the selected 
special zones of experiment area. Sensor cable is fastened to 
the border fence by sine configuration. Sensor cable 
configuration is depended on fence types. 
 

Alarm Zone 
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Fig. 5. Installation of Sensor Cable in the Testbed Experiment 

in Real Field 

     Two separated zones for testing security system were set up 
on the barbed fence. This type of fence is flexible and easy 
moving that is very sensitive in wind effect. 
     Experiment has been done two-three times in a day.  
Operators have pull and push barbed fence then alarms are 
generated on the data center.  Monitoring application program 
registers all generated alarms and system conditions.  
   Table 1 shows some registered alarms in the data center 
from 2014.11.10 to 2015.04.25. As shown in experiment 
results, there are no false alarms when there are windless days. 
Alarms are generated when a dog and a cow touches the fence. 
Also some alarms are generated when bevy of pies and crows 
seat and fly on the barbed wire of the fence. This type of 
alarms are normal operation of system.  But some false alarms 
are generated during snowstorm in 2015.01.05,06. 
 

Table. 1. Registered alarms 

Alarm time Alarm 
zone Alarm reason Operator 

11/15/2014 12:3 1 Test P.Davaadorj 
11/28/2014 12:3 2 Test S.Chuluun 
12/16/2014 8:29 2 A dog touch G.Olzii 
12/27/2014 9:03 1 Test P.Davaadorj 

1/5/2015 2:06 2 Snowstorm B.Shinebayar 
1/5/2015 12:19 1 Snowstorm B.Shinebayar 
1/6/2015 14:12 2 Snowstorm G.Olzii 
1/8/2015 11:58 1 A cow touch B.Shinebayar 

1/13/2015 14:05 1 A bevy of pies E. Erdene 

1/16/2015 11:29 2 A bevy of 
crows S.Chuluun 

1/18/2015 15:13 1 A cow touch B.Shinebayar 
2/8/2015 11:58 2 Test B.Shinebayar 

2/23/2015 14:05 1 A dog touch G.Olzii 
3/11/2015 11:29 2 Test  P.Davaadorj 
3/28/2015 15:13 1 A cow touch B.Shinebayar 
4/17/2015 13:35 1 Test S.Chuluun 
4/25/2015 14:05 2 Test G.Olzii 

  

3.2 Monitoring application program 
    Fig. 6 shows a screenshot of the monitoring application 
program. 
 

Fig. 6. Screenshot of monitoring program 

   All log data is stored to the data center. Monitoring program 
receives all zones information by real time from control device 
and displyas these states. For example there are intruders’ 
alarms,  sensor and coaxial cable is cut or short, control 
device’s cover open. A report can be printed and viewed with 
many options. 
 
4 Conclusions 
    The perimeter security system was developed and tested in 
real field experiment under the severe weather conditions of 
Mongolia. Main problem of the perimeter security system was 
false alarms. False alarms are generated due to strong wind 
effect. In order to reduce false alarms, special algorithm was 
researched and implemented in the system. As shown in 
experiment results, alarms are generated when a dog get in 
under barbed fence and a cow touches the fence. Also some 
alarms are generated when bevy of pies and crows seat and fly 
on the barbed wire of the fence. These types of alarms are 
normal operation. But some false alarms are generated when 
snow is stormed continuously.  
    The detection rate of the invasion is improved up to 95% as 
seen from experimental data of the last 5 months. To increase 
detection rate, algorithm for reducing false alarm has to be 
improved. Also to improve detection quality, IP camera has to 
be introduced to the system in the further work. 
     The sensor cable is frozen when outside temperature is 
decreased to -30C. So fence sensitivity is decreased. In this 
case we have to increase sensitivity by 1-2 steps in winter 
season.      
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Abstract — this paper presents a VHDL-based CAD 
tool that integrates design error injection, simulation, and 
diagnosis for logic circuits. The tool uses an FPGA-based 
board to inject error models in the design and compute the 
error free and erroneous signatures of internal lines. The 
signatures are later used for detection and diagnosis of 
errors within the design. Several experiments were 
conducted to demonstrate the capabilities of the tool. The 
obtained results demonstrate that the tool was able to detect 
then locate the source faulty node(s) within the design. 

Keywords— Design error simulation, design error 
diagnosis, automatic test equipment, FPGA-based boards. 

 

I. INTRODUCTION 
Fault simulation consists of simulating a circuit’s 

behavior in the presence of faults [1]. By comparing the 
response of the circuit to that of the fault-free response using 
the same test set, we can detect the possible existence of 
faults. Fault simulation has many applications, such as test 
set evaluation, fault-oriented test generation, fault 
dictionaries construction, and analysis of circuit operation in 
the presence of faults. Recently, simulation-based design 
verification have received much attention [2][3]. An 
important part of the design verification process is design 
error simulation. Developing efficient design error 
simulators is of great interest since the existence of such 
simulators may benefit many areas such as test generation 
for design errors and design error diagnosis and correction 
[4][5]. To speed up the design error simulation, we can do 
the simulation using FPGA-based boards that are becoming 
readily available in these days. This form of simulation 
using hardware is often called emulation. 

In this paper, we develop a CAD tool that can perform 
an efficient error/fault simulation using an FPGA-based 
board. The tool will generate the model for the design to be 
simulated in the presence of faults. It will then map it to the 
FPGA-based board where the actual test generation and 
response analysis is performed.  The signatures of internal 
nodes in the design will then be extracted back from the 
FPGA to the tool to be used later for design error diagnosis. 

The rest of this paper is organized as follows. Section II 
discusses the design errors and logical faults models that can 
be handled by the tool. Section III discusses the details of 
the tool. Section IV discusses the experimental results on 
some circuits.  Finally, we draw some conclusions and 
suggest directions for further research in Section V. 

II. THE FAULT MODEL 
Many types of faults and design errors have been 

classified in the literature [1][2][3][6]. These error types are 
not necessarily complete, but they are believed to be 
common in the lifetime of a digital system. 

According to experiments reported in [7], the most 
frequent error made in manual design is gate substitution 
error (GSE), accounting for around 67% of all errors. Gate 
substitution refers to mistakenly replacing a gate G with 
another gate G’ that has the same number of inputs as G. We 
represent this error by G/G’. For gates with multiple inputs, 
a multiple-input GSE (MIGSE) can have one of six possible 
forms: G/AND, G/NAND, G/OR, G/NOR, G/XOR, and 
G/XNOR. Each multiple-input gate can have five MIGSEs. 
For example, all MIGSEs can occur on an AND gate except 
G/AND which is not considered an error. For gates with a 
single input, i.e., buffers and inverters, a single-input GSE 
(SIGSE) can have one of two possible forms: G/NOT and 
G/BUF. Each single-input gate can have only one SIGSE. It 
has been suggested that most GSEs can be detected by a 
complete test set for SSL faults [2]. 

In this paper, we mainly consider MIGSE errors in the 
design although our method can be applied to any other 
fault/error models. 

III. DETAILS OF THE TOOL 
 Our tool uses the VHDL language to model the design 
and the associated hardware that need to be mapped to the 
FPGA board. The test set used in our tool is the exhaustive 
test set generated in hardware via a counter and applied to 
the circuit under test (CUT). 

Our tool is based on getting the signature of each node 
in the circuit when applying exhaustive test pattern 
generation to the CUT. After injecting the modeled fault, 
we receive the response from the CUT and display the 
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signatures and generate all necessary signals for the CUT. 
In fact, our software provides the signatures of all nodes 
simultaneously in one measurement. We are in fact using 
signature analysis which is a technique pioneered by 
Hewlett-Packard Ltd., that detects errors in data streams 
caused by hardware faults in digital systems. Signature 
analysis uses a unique data compression technique which 
reduces long data streams into digital hexadecimal 
signatures. 

After getting the signatures, we can compare the CUT 
response with that of the golden circuit to locate the source 
of the faulty node.  

Our first experiment targeted the simple combinational 
logic circuit c17 (Shown in Fig. 1) that is supplied by the 
ISCAS-85 benchmark suite. We built our error simulator for 
c17 using Mentor Graphics & Quartus II tools. To inject the 
MIGSE error model in the design and getting the signature 
of each node of the circuit, we replace each NAND gate in 
c17 with other 5 other gate types. 

 

 
Fig. 1.  The c17 circuit. 

 

We developed a library package of MIGSE models 
which contains 6 types of gates (G/AND, G/NAND, G/OR, 
G/NOR, G/XOR, and G/XNOR) to be injected to the CUT. 
Depending on the selection of the control gate at a time, the 
fault model of the gate will be injected as shown in Fig. 2. 

 

Control signals

input signals
output signals

C

E
Switch

 
 

Fig. 2.  Synthesizable fault model for MIGSE. 
 

The first phase of the tool is the signature generation 
stage (shown in Fig. 3). In our work, we used exhaustive test 
pattern generation for the CUT .We used counter for 
flipping the gates and a decoder for selecting the control 

through router which assigns the selected control gate at any 
given time. There is flag generation assigned for starting and 
ending the whole process of flipping gates. After the 
mapping of the design to the FPGA, each gate will be 
flipped 5 times. The output signatures of the CUT (192 bits) 
will be stored in the register. The 192 bits are composed of 
the signatures of fault free circuit and the signatures in the 
presence of 30 MIGSEs on the 6 NAND gates (5 flips on 
each gate). The internal lines monitored are 6 and hence we 
have (1+30)*6 = 192 bits. 

 

Decoder
3/6

Router

Flag generator

Counter
CG

Counter
Flip gates

Counter
TPG

CUT

5 bit

Control 
gates (CG)

6 bit
192bit

3 bit

register

 
Fig. 3.  Signature generation stage. 

 
The second phase in the tool is the data processing stage 

(shown in Fig. 4). In this stage, the resulting signatures of 
the signature generation stage will be stored in the FIFO1 to 
be demultiplexed as (8 bits) to the FIFO2 which read the 
data slower and then arranged for sending through the 
UART module of the FPGA board as 1 bit at a time using 
the serial port of the computer. 
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UART Rx signal (1 bit) 
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Fig. 4.  Data processing stage. 

 
The hardware testing setup was developed as shown in 

Fig. 5. The design will be downloaded to the Cyclone II 
EP2C35F672C6 FPGA in the DE2 Board (shown in Fig. 6) 
through UART module. The extracted data will be sent to 
the computer through RS232 from the board to be imported 
in a MATLAB software for getting the signatures of all 
nodes in different cases. By getting all faulty signatures that 
can be compared to the golden one, we can assign the faulty 
nodes in the CUT and then trace the CUT backward to get 
the source of the fault. 
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Fig. 5.  Hardware testing setup. 
 

 
Fig. 6.  The DE2 board (EP2C35F672C6 chip). 

 

IV. EXPERIMENTAL RESULTS 
Our tool produces the signatures of internal nodes in 

response to the exhaustive test set. There are one fault-free 
signature and 30 signatures for MIGSEs from the circuit of 
which 4 are listed in Table 1. 

 
Table 1.  Signature of C17 nodes. 

 
The nodes that have faults in their signatures are 

distinguished (shown in italics in Table 1) so by tracing 
back from the output to locate the source of the faulty node.  

It is found that the nodes N16, N19, N23 have faults in 
their signatures, so by tracing back from the output to locate 
the source of the faulty node, we assign the faulty node of 
the error as shown in Fig. 7. 

 

 

 
Fig. 7.  Error location in c17. 

 
It is found that time executed during emulation phase 

in the FPGA is 19.840μs by using 50 MHz for the UART 
module. The time taken in MATLAB for getting the output 
signature is 0.461045 s, so the total time is 0.461065 s. A 
detailed summary produced by the hardware synthesis 
software is shown below. 
 
Flow summary: 
Family Cyclone II 
Device EP2C35F672C6 
Timing Models Final 
Total logic elements 659 / 33,216 ( 2 % ) 
Total combinational functions 419 / 33,216 ( 1 % ) 
Dedicated logic registers 576 / 33,216 ( 2 % ) 
Total registers 576 
Total pins 10 / 475 ( 2 % ) 
Total memory bits 204,800 / 483,840 ( 42 % ) 
Embedded Multiplier 9-bit elements  0 / 70 ( 0 % ) 
Total PLLs 1 / 4 ( 25 % ) 
Total logic elements 683 
Total combinational functions 417 
Dedicated logic registers 576 
Total registers 576 
Total pins 10 
Total memory bits 204,800 
Embedded Multiplier 9-bit elements 0 
Total PLLs 1 
 

We further experimented with another combinational 
circuit (shown in Fig. 8) with 4 inputs and 32 outputs to 
analyze the effect of the signature analysis. We built a test 
bench that simulate the MIGSE error model and getting the 
signature of each node of the circuit after replacing each 
gate according to the selected control gate from the library.   

The output signatures of the CUT (512bit) will be 
stored in the FIFO1 to be demultiplexed as (8 bits) to the 
FIFO2 which read the data slower and then arranged for 
sending through the UART module of the FPGA board as 1 
bit at a time using the serial port of the computer. 

The simulation waveforms that demonstrate the 
flipping of gates during the error simulation are indicated as 
shown in Fig. 9. 

The simulation waveforms of the output signatures of 
the UART module are indicated as shown in Fig. 10. 

 

Node Original 
signature 

CUT 
signature1 

CUT 
signature2 

CUT 
signature3 

CUT 
signature4 

N10 DD33EF23 DD33EF23 DD33EF23 DD33EF23 DD33EF23 

N16 DCFEDCFE 98BA98BA 32323232 98BA98BA 76767676 

N11 77EF9D8D 77EF9D8D 77EF9D8D 77EF9D8D 77EF9D8D 

N19 62EA62EA FBFBFBFB FBFBFBFB EAEAEAEA 62EA62EA 

N22 CCBC7434 CCBC7434 CCBC7434 CCBC7434 CCBC7434 

N23 EEFEEEFE CCFCCCFC 99B999B9 6E7F6E7F BBBBBBBB 
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Fig. 8.  The second example combinational circuit. 
 
 

 
Fig. 9.  The combinational circuit wafeforms during error simulation. 

 
 

 
Fig. 10.  The combinational circuit wafeforms of output signatures. 

 
By tracing back from the outputs of the circuit to locate 

the source of the faulty node, we can assign the source of 
the faulty node as shown in Fig. 11. 

 
 

 
 

Fig. 11.  The combinational circuit error location. 
 

It is found that the time executed during emulation 
phase in the FPGA is 23.68μs by using 50 MHz for the 
UART module. 

Our experimental results show that the exhaustive test 
set can cover 100% fault detection & localization of all gate 
errors for the desired fault simulation model. 

 

V. CONCLUSIONS 
 

The proposed system generates and transmits the test 
patterns to the CUT inside the FPGA-based board, computes 
the response and generates the signatures on the board that 
are later transmitted back to the computer to be used later for 
fault detection and location. 

The paper produced a complete framework for the 
testing of digital integrated circuits by converting the VHDL 
code of the design into an FPGA implementation that may 
be considered as a portable ATE. 

In the proposed approach, direct interfacing between the 
CUT (combinational circuits) and the computer, as well as 
accuracy and speed of operation are desired. The speed of 
operation is achieved by generating the signatures of all 
nodes simultaneously. The system achieves the following 
main goals: More accurate diagnostics, great fault converge, 
reduced time to test and diagnose, minimum program 
preparation time, standardized system, reduced hardware 
cost, reduced operator skill requirements, and improved 
operator interface. 
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Our future work can incorporate more types of fault 
models into the package. We can also concentrate on 
applying deterministic or pseudorandom test pattern 
generations since exhaustive tests are not possible for large 
circuits. 
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Abstract - This paper presents integrated graphical program in 
the Lumousoft visual programming language. Graphical 
programming language can be layout in two dimensions, 
consequently, it can be connected in all directions with other 
graphical programs in a plane, not like textual language which has 
only two directions, entry and exit. As we know, in the electric 
industry integrated circuits (IC)  are widely implemented to 
represent a complicated circuit that brings in great benefits in our 
daily life. Based on the idea of the integrated circuit, we can use a 
block to represent a complicated graphical program with multiple 
output and input sockets to facilitate software design, 
implementation and maintenance. This kind of block is defined as  
an integrated graphical program (IGP). In this paper the integrated 
graphical program (IGP) is discussed in detail  as well as 
interference sockets. 

Key words - integrated graphical program, layout, Visual 
programming Language, 2 dimensions, socket 

1 Introduction 
Lumousoft visual programming language allows software 

program to be presented in the form of schematics with blocks 
connected in parallel and series, similar  to the electrical 
circuits which represents the electrical current flow in  parallel 
or series circuits. When we look at an electric circuit, a part of 
electric circuits can be subtracted and  replaced with  a block  
named as  integrated circuits. The block represents the 
subtracted part of electric circuits to perform special functions 
or task. The integrated circuit has multiple connectors or pins 
with the other part of circuits, and exchange information with 
the outside world. The integrated circuit  not only enable the 
electronic designer to design more reliable and cost effective 
products, but also play an important role in our modern life. 

In textual programming language a function represents a  
collection of program to perform  special functions, limited by 
one dimension, the function has only one input and one output 
or return to make sequence flow from input to exit. As for 
some visual programming languages like Labview, Simulink, 
the pre-built modular  blocks are  employed to be connected 
together to make a program. Each modular block may have 
multiple input and output terminals like integrated circuit (IC). 
A modular block usually is treated as a parallel process in the 

program, and uses an event-trigger method to handle input  
signals and output responding signals. These modular blocks 
are generally provided by software provider, the user is very 
difficult to build their specific modules. 

Graphical language offers more than one dimension than 
textual language, the graphical element in the graphical 
language should be able to handle all directions in a 2-
dimensional plane, other than one dimension like textual 
language. It is well known that the more dimension it is, the 
more freedom. Lumousoft visual language takes the advantage 
of special compiling technology that allows compiling in 
network other than parse tree. Lumousoft graphical language 
allows the user to draw more complicated layout to meet 
design requirement with less effort. 

Lumousoft visual programming language enables the 
executable block to be executed in sequence in the same way as 
a textual programming language does, but the flowing direction 
of the program depends on how the blocks are connected. Since 
Lumousoft VPL is a 2-dimensional layout language, we can 
subtract  one  part of the graphical program to construct an 
integrated graphical program with multiple input and output 
terminals for special functions just like an electric circuit. The 
integrated graphical program can be used as a function 
repeatedly, and it has multiple inputs and outputs with more 
flexibility and readability. Furthermore, the user can build their 
special IGP as simple as writing a textual function. 

Therefore, in Lumousoft visual language Integrated 
graphical program (IGP) can be one of programming 
approaches that allows the user to have more choice to design 
his or her software program.  

2  Call Graph 

Call Graph is similar to the function in a textual language. 
The function can be broken down into two classes, inline and 
regular functions. When a program calls an Inline function, the 
compiler just duplicates the inline function body and insert 
where it is called. On the other hand, When the program calls a 
regular function, the program jump to the function routine, 
after executing the function, it will return back to where it is 
called. Obviously, a function looks like 2-pin integrated circuit, 
one pin for input, the other for output. Because the Integrated 
Circuit (IC) is independent in the circuit, the inline function is 
more like an integrated circuit. 
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Lumousoft visual programming language has an inline call 
graph which is the same as the textual inline function. When  
an inline call graph  is called in an application program, the 
compiler will duplicate the call graph body and insert it into 
where it is called. Furthermore,  all the variables or parameters 
in the duplicated graph, that declared in the call graph are 
replaced by the variable or arguments that passed by the 
graphical program  who calls this inline graph. Fig.1 illustrate 
this duplication, the fig.1 (c) is the equivalent graphical 
program. Therefor we can consider the inline call graph has 
one entry and one exit, and can be easily inserted into one 
branch or path of program. 

3 Integrated Graph Structure 

A programming element with one entry and one exit can be 
easily put into one way flow path, especially for one dimension 
and parse-tree based programming language. As for 2-d 
graphical programming language, we can extend the inline call 
graph to multiple input and output element that is connected in 
a network. 

Fig.2 is the Lumousoft 
graphical code, we can cut out 
the part which is enclosed by a 
dot-line block and replace it 
with the integrated graphical 
program (IGP). Consequently, 
there are five connection 
terminals, two inputs and three 
outputs for a cutting-off part  or 
integrated graphical 
program(IGP). Since the 
connection line contains 
flowing data, we need to decide 
which variables need to be 
passed to the integrated 
graphical program (IGP) . 
Therefore, we need to make 
socket for each terminal. For 
simplicity, we can use the same 
format as a function. The 
format for the socket is:  

 

 

 socket_name (parameter1, parameter2,…)  

Where socket_name is the name of the socket.  

In Lumousoft language the function name is a variable, so 
is  the name of a  socket, usually the  data type of socket name 
is defined as void; parameter1, parameter2 are the parameters 
that want to be replaced in IGP. In the input socket, the 
parameters can be passed into IGP through arguments or 
variable of application program. While in the output socket, the 
parameter can be passed out to the application program. 

Fig.3 illustrates that the IGP has two input and three output 
terminals. The input terminal is represented by the filled arrow 
symbol, the filled square bar stands for output terminal.  The 
IGP symbol is represented by a block with a bottom left 
triangle, the context of the IGP block shows the name of IGP 
and socket as well as its arguments that are passed to the IGP 
graphical program. On the left hand side of the Fig.3 is the 

Fig. 1  inline call graph and euqivalent graph 

Fig. 2 gaphic  program layout 

Fig. 3 Graphic program with IGP 

Fig. 4  Block manager diaglam 
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pane of IGP property and its image as well as component list 
tree in which the components  are available for application 

To setup socket parameters, just double click the IGP block 
In Lumousoft Visual Programming Language IDE, a block 
manager diagram will pop up as shown in Fig.4, fill the 
corresponding variable in the cell of parameter on the left pane. 
Close the block manager diagram, all the sockets will 
automatically be displayed in the IGP block as shown in Fig.3. 
The connection terminal symbol can be relocated  in position. 
Unlike the regular symbol on the normal block, the terminal 
symbol of IGP cannot be deleted, added or change direction in 
implementing program.  

Integrated Graph Program acts as a black box, how the data 
flow over IGP depends on the inside program path of IGP. If 
the output socket has one  or more paths connected to one input 
socket, the living variable, which is alive after the IGP, will go 
through  this input socket and pass out through this connected 
output socket. The inside local variable in the IGP cannot pass 
out to the application program, except that the local variable is 
socket parameter. 

Input socket is responsible for passing application program 
arguments into IGP. While the output socket gives the door to 
exit IGP,and pass the result of IGP out to the outside program. 

4 Integrated Graphical Program (IGP) 
4.1 Composition  

It would not take more efforts to build an Integrated 
Graphical Program (IGP) than to write a textual function code. 
Lumousoft VPL IDE offers an IGP building tool to accomplish 
IGP component. As we mentioned before, we need input and 
output sockets for interference with the outside program. The 
input socket symbol is a rectangle with a triangle cutting off on 
the left hand side as the symbol with label In0 shown in Fig.5.  
The output socket symbol is a rectangle with an extra triangle 
on the left hand side as the symbol with label Out0 shown in 
Fig.5.   The input or output socket name and parameter can be 
edited through the block manager diagram in Lumousoft Visual 
Programming Language IDE. When setup a new IGP 
component, an IGP block will be automatically displayed on 

the upper right corner of the screen. Whenever place a new 
input or output port socket, a new corresponding connection 
terminal symbol or pin (filled arrow or square bar) will 
automatically be attached to the IGP Block; If one socket port 
is deleted the corresponding pin in IGP block will be deleted 
too. Therefore, the outlook of IGP component can be seen 
simultaneously during building. The body of graphical program 
can be regularly layout for the special task or function.  

 

4.2 Nest 
An IGP component may nest other components to make a 

multiple hierarchy level component. Fig.6 illustrates the nested 
component. Because Lumousft VSL is designed for 
microprocessor, and the microprocessor has limited memory 

resource, therefore, it cannot employ recurse technology. In the 
other words, the deeper nested components cannot contain the 
high level nested component.The Lumousoft VSL compiler can 
find this kind of recurring errors. 

In Lumousoft graphical language, the IGP must be built 
before its implementation. The inside IGP will be replaced by 
the corresponding IGP body after building.  

4.3 Syntax Error Check 
When an IGP component is accomplished, the inside paths 

need to be verified whether it  violates the path rules that allow 
the compiler successfully compile and make graphical program 
correctly and logically. As we know a component which has 
multiple input and output sockets, it cannot run itself. In order  
to verify it, the compiler automatically puts  the new  
component  into a simple graphical routine with a start and end 
blocks  as shown in Fig 7 (a), the Fig 7 (b) is an equivalent 
graphical program. Each input terminal is connected to switch 
block, therefore the inputs are in the select  branches; while all 
the outputs are connected to the end block. With this 
verification main graphical program, the new component can 
be checked whether the inside paths in the new component has 
syntax errors and warnings.  

Fig. 5 Setup IGP component 

Fig. 6 Nest component 
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The component is like a black box, and the compiler does 
not know whether the inputs are designed for parallel, select or 
sequence input. Since select branch has not special rule, it 
cannot cause violation against the rules. On the other hand, if 
we use a parallel branch to plug into each input socket,  it may 
cause errors, for example, if  these parallel branches cannot join 
somewhere or these parallel branch jump out of a loop without 
joining together with other parallel branches. With this test 
program, the new component can be compiled as a regular 
Lumousoft graphical program. If no error is found, the IDE 
will automatically add the new IGP component to the 
component tree as shown in the upper left pane in Fig.3. The 
new built component is ready for user implementation. 

When we want to use these components in the component 
tree for our program, the component can be drag and drop into 
the application program. Lumousoft Visual Programming 
Language allows the user to modify an IGP component after it 
is used in applications. When the IGO component is modified 
and updated, any  component that used in user graphical 
program will be automatically updated to the latest one 
including that one in component tree . 

 

5 Implementation  
The above example IGP component we just built is used for 

comparison of two input terminal x, y. When x is lesser than y 
the program will go through the output terminal Out0; if x is 
equal to y, the output terminal Out1 will be the path for output; 
when x is greater than y, Out2 will be selected for output. 
Currently our example graphical program is designed for 
microprocessor PIC16F74, three port A pins are used to show 
the comparison result of two variables (xx, yy). These  pins  

which are configured as the PIC portA, RA0, RA1 and RA2 
respectively correspond to the result of lesser, equal and greater. 
The Fig.3 demonstrates the graphical program layout for this 
task.  

Before Compiling, the compiler first duplicate the graphical 
program of IGP component and insert this duplicated graphical 
program into where it is implemented, plugging into the 
corresponding socket. Secondly, all the variables in the IGP 
graphical program  that declared in the socket will be replaced 
by the arguments or variables that outside graphical program 
wants to pass through. Finally, delete the connection terminal 
and make direct connections, the equivalent graphical program 
is shown in Fig.2.  After handling all the IGP graphical circuit, 
the compiler will perform the compiling job, including path 
analysis, syntax analysis and generation of assembling 
language and machine code.    

6 Caution 
Inline call graph has only one entry and exit, it is always in 

one graphical branch or path, and it is relatively easy for parse-
tree based language to handle. While, the integrated graphic 
program (IGP) has multiple terminal and in different network 
that make more complicated. When a component is put into the 
application program, it should be beware of its connection and 
understand how the GIP work, just like electric IC, otherwise it 
can cause program crash. 

Usually the select branch like switch or true/false branch 
will not cause a syntax path error, select branch just like  “goto” 
instruction technology that will not cause programming 
running failure. On the other hand, the parallel branch might 
cause syntax failure, there are restrict rules on that, Fig.8 shows 
the illegal parallel layout. Therefore, when we insert a 
component into the application program, we need to combine 
the application program and component program to make sure 
the flow path is not in illegal paths.  

 
6.1 Variable Value  

Because Lumousoft uses variable replacement technology, 
the value of a variable that is passed into the IGP may change 
in this black box. To avoid this change, we can assign the value 
of a variable to a buffer variable, and then use the buffer 
variable to be passed to the IGP.  Fig.9 is the example of how 
to use buffer variable t to keep the original variable unchanged.  

(a) Tset program          (b) equivalent program  

Fig. 7 Test main program and equivalent program 

Fig. 8 Illegal parallel connection 
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6.2 Variable Data Type 
In Lumousoft VPL, the data type of parameter that IGP 

defines in a socket is meaningless, since these variables are 
totally replaced by the outside variable, including data type. 
However, some variable inside the component need to 
cooperate with the socket parameter, the data type of this 
cooperated variable must meet the data accuracy. We can apply 
the data type that requires maximum byte to fulfill  our data 
accuracy, but  this lead to the requirement of more hardware 
resource and more size of the codes that might increase 
hardware cost and slow down program executing.  

In order to fulfill the requirement of data accuracy and 
optimize the program performance, Lumousoft VPL language 
provides some special functions to  dynamically setup data type 
of a variable. For example, the series function 
_static_set(26,x,y) is used to make the data type of x to be the 
same as that of y. The first parameter of digital number 26  is 
the index number of this series function of _static_set. 
Therefore, the data type of  some inside variable of IGP can be 
dynamically changed based on the user requirements. 

These kind of series function will not take action until  the 
main graphical program is  compiled. In this way we can keep 
data type consistency. For example, the data type of a variable 
depends on the a parameter that its parent component will pass 
to. If the data type of this parent argument or variable is 
uncertain, in other words, the data type of this  parent argument 
is still  decided by these series functions or this parent 
argument will be replaced by grandparent variable. Therefore,  
the data type of a variable cannot be decided until final 
compilation  

When building component or inline function, if the 
compiler come across the _static_set series function, the 
compiler will skip. However, when final compiling, the 
compiler will give each variable a definite data type and 
interpret these _static_set  series functions.  

6.3 Same Variable Parameter in Different Socket  
Usually, it needs to avoid defining the same variable in 

different sockets for an IGP component, the compiler will not 
consider it is an error, but it may cause failure. Because the 
different outside variables want to replace the same parameter 
of IGP, after compiling it will be found that only one outside 
variable replaces this parameter, the others not. To avoid this, 
we can use a buffer variable for outside variables to assign their 
value to it, and then use this buffer variable  to pass to IGP. 
Fig.9 demonstrate the buffer variable application for 
component C0. The two input socket has one same parameter x, 
if we directly pass xx to the parameter x in the socket In0 and 
yy to the parameter x in the socket In1. When x is replaced by 
xx first, because all the x is replaced by xx, there is no x to be 
replaced by yy. That might cause bugs. The solution is to use 
buffer variable to avoid this situation. 

7 Debug and Test  
The textual language IDE usually offers debug tool to trace 

program running to ensure software quality. Lumousfot also 
offer this debug tool and be able to trace program flowing. 

Lumousoft Visual Programming Language IDE can be 
offline to simulate microprocessor for debug. Similar to the 
regular textual language IDE, Lumousoft IDE allows the user 
to implement debugging methods like Step into, Step Over, 
Step Out, Run, Stop, Breakpoint, Reset, etc. for offline debug. 
Watch window can be used to observe the value of the variable 
during debugging. Fig.10 shows the graphical program during 
debug and the program stop at the block S2 with a highlight bar, 
which  can follow the program flow and indicate where the 
program run to. Currently, it stops at Block S2 as shown in 
Fig.10, the output terminal OUT0 is the only output when the 
value of xx is lesser than yy. The location that program stop in 

Fig. 9 buffer input for an IGP 

Fig. 10 graphic program during debugging 
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block S2 is what we expected, indicating that the graphical 
program is correct. The filled circle on the left hand side of a 
block,such as in block S2, stands for the breakpoint. The 
program will stop when the program hit this breakpoint.  

 

8 Conclusion 
Lumousoft visual programming language makes a great 

effort to make Integrated Graphical Program (IGP) module 
available to the user in the similar way of the Integrated Circuit 
(IC) in the electronic industry field which revolutionize our 
modern life. The programmers are able to build their Integrated 
Circuit Program(IGP)  modules in the same way of regular 
graphical  programming method and make input  or output port 
socket, in the similar way to construct a function. The 
programmers can use their familiar way to  build an IGP 
component with less effort and easily implement them in their 
application. 

Integrated Graphical Program (IGP) is like a textual inline 
function. When it is implemented, it just duplicated the IGP 
program body and insert where it is employed. By means of 
socket, the data flow can be kept consistent and smooth. 

Lumousoft Visual Programming Language allows the 
programmers have more programming strategies and make 
their graphical program more readable and easier maintenance. 
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Abstract— Golf driving ranges can amass 35,000 golf balls a 
week. This requires cleanup by an employee while the range is 
active. This process requires a lot of time and money due to 
current machines and processes. This paper contains a proof-
of-concept solution which involves the design, construction, 
and demonstration of an autonomous robotic system, the 
purpose of which is to identify and retrieve a predetermined 
object in a cost efficient manner. The process of identifying this
object will be implemented using image processing, and the act 
of retrieving the object will be performed by a one-degree-of-
freedom manipulator arm. This proof-of-concept would also be 
well suited to a military application.

Keywords— Proof-of-concept, autonomous, image processing, 
one-degree-of-freedom

I. Introduction
On any given day, there is a large number of golf balls that

are hit onto an equally large area of land set aside for golfers to
practice their golf swing. These golf balls must be retrieved for
reuse and the process of collecting them can be time-
consuming. In most cases, this task is performed by an
employee of the golf course/country club, sometimes during a
period of high activity on the driving range.

The goal of this paper is to explain the way to automate this
process. Using an automated system for this purpose would
improve the safety of employees and reduce long-term costs for
an employer in terms of man power and resources. A large
scale device that can do this is not achievable at this stage but
one has been created at a smaller scale. In this case, marbles.
Instead of a golf course, portions of a basketball gym are being
used in an organized fashion. The device is programed to use
the processor to search for marbles and send a message to the
drive control function to go after a marble if any are detected.
The intended users of this concept are personnel of golf
courses/country clubs.

Automation continues to play an increasing role in lives of
many people more and more each day. One of the biggest
benefits of automation is that it saves labor and its costs along
with saving energy and materials [2]. Automation is also more
accurate than humans and the quality of production improves
anywhere automation is used, like in mass production.
Automation has been an achievement in many fields such as
electrical, mechanical, and hydraulics. This type of automation
is used in complicated systems such as military equipment,
airplanes, and factories.

Two processors were used in this automation process: a 
Raspberry Pi 2 model B and an Arduino. The Raspberry Pi 2 
consists of 1 GB RAM along with 40 GPIO pins, Camera 
interface (CSI), and a Display interface (DSI) in order to control 
the camera and receive signals from the camera confirming that 
a marble is present [7]. The Arduino is an open-source 
prototyping platform based on easy-to-use hardware and 
software. Arduino boards are able to read inputs - light on a 
sensor, a finger on a button, or a Twitter message - and turn it 
into an output - activating a motor, turning on an LED, 
publishing something online [6]. One can tell the board what 
to do by sending a set of instructions to the microcontroller on 
the board. To do so one uses the Arduino programming 
language (based on wiring), and the Arduino Software (IDE),
based on Processing [3, 4].

The motors used for this device can only handle around 5 
pounds and have to be used for a limited time so that they do 
not burn out whenever the weight limitation is approached. The 
Raspberry Pi does not have processor as high as a computer. 
Therefore, the camera attached to the Pi has a frame rate of 
about 2 fps. The robot cannot move too fast for these reasons. 

The design runs over the full area of the range, as well as 
the distance required for it to return to the base/charging station. 
The drive system and system batteries are rugged enough and 
of high enough capacity to handle this task. As a design of this 
scope is costly and a time-consuming venture, that is, outside 
of the realm of possibility of the design group’s time and budget 
constraints, it was decided to scale down considerably the scope 
of the design to a unit that collects marbles off of a section of a 
gym floor, within a predetermined area.

This design is better than other designs similar to this 
because this robot is completely automated based on commands 
provided by the user into the programming. For example, a user 
can input what color marble he or she desires and the robot will 
detect that colored marble and retrieve it in an efficient manner. 
This can also be used as a proof-of-concept for military 
applications such as mine detection in order to protect the lives 
of those serving in the military. Most devices similar to this 
one either simply follow an object or are manually controlled 
by the user. The rest of the paper is organized as follows.  A 
brief review of the functional block has been discussed in 
section 2.  Section 3 presents an overview of the hardware.  In 
section 4 the formal description of the proposed software and 
its operations has been presented. Section 5 presents the testing 
approach.  The paper ends with concluding remarks in section 
6.
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II. Functional Block Diagram
Below is the functional block diagram with brief 

descriptions of each function in order for the robot to search, 
find, and retrieve marbles in an efficient manner.

Figure 1. Functional Block Diagram

The following are brief descriptions of the desired functions 
for each block in the block diagram:

� The processor block is used for sending, receiving, and 
processing signals. It controls all system functions.

� The power supply block provides power to all system 
components.

� The drive system block contains the motors and 
wheels that are necessary for the mobility of the robot.

� The camera block is used to detect the marbles and 
send the signal to the processor.

� The object retrieval arm is commanded to pick up the 
marble and place in the storage container.

III. Hardware
The hardware for this robot is designed in such a way so 

that the robot can search, find, and retrieve marbles in an 
efficient manner. The functions for each piece of hardware are 
described below.

a. Power Supply
The circuit schematic for the power supply is displayed 
in Figure 2 below while the finished product is shown in 
Figure 3. The power supply receives an 11.1V signal 
from a lithium ion, rechargeable battery and utilizes two 
L7809 voltage regulators producing two 9V signals and 
three L7805 voltage regulators producing three 5V 
signals. The two 9V regulators are connected to the 
Motors and the Arduino with currents at 1.5A each. Two 
5V regulators are used in connection with the Raspberry 
Pi because the Pi requires at least 1.8A in order to power 
up and function properly. The third 5V regulator 
provides power to all of the servos at 1.5A. There is a

manual override by means of a power switch should 
there be issues. Once activated, the power shuts down 
on all of the components. A rechargeable battery is 
connected so that whenever one runs out, another can 
replace it. On the final power supply, the red wires 
represent the positive voltage while the black wires are 
connected to ground. Heat sinks were included in order 
to prevent the voltage regulators from overheating.

Figure 2. Multisim Circuit schematic for the power supply.

Figure 3. The Power Supply.

b. Drive System
The drive system consists of all robotic functions 

involving the movement of the robot itself. This system 
contains the Arduino connected to a dual H-bridge. The 
dual H-bridge separates the signals to each of the two 
motors in order for the robot to change direction. Figure 
4 displays the dual H-bridge with motors attached. The 
flowchart in Figure 6 below contains the functions of the 
signal drive system.
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Figure 4. The H-bridge with motors attached.

c. Processor
The processor consists of the Raspberry Pi. This 

sub-unit is used for the processing and control of all 
system functions throughout the robot. The Pi receives 
wireless control signals and sends wired control signals 
to other system components such as the Arduino and 
camera. The Pi also detects signals for system start and 
stop and receives feedback from the drive system motors
and the camera. The Pi communicates with the Arduino 
by sending signals to activate and to deactivate certain 
robotic functions. The Pi has a manual system override 
by means of ending the program from a wireless 
keyboard. The Pi also powers up the camera in order for 
it to search for marbles. Section g, Processor Pin 
Connections, below goes into greater detail on what pins 
were used for each device and how they are connected.
Figure 10, contains the programming process for the 
image processing functions performed by the camera 
and Raspberry Pi.

d. Camera
The Camera detects marbles in a set area and centers 

itself with the closest marble as shown in Figures 8 and
9. The camera scans left and right in order to find a 
marble while using pattern recognition to find a circle 
and send the signal to the processor. The image 
processing functions are explained in greater detail in the 
section called “Image Processing” below. The camera 
is placed on the front end of the robot and is hardwired 
to the Raspberry Pi. The camera receives power from 
the Raspberry Pi and provides feedback signals to the 
Arduino in order to activate the robotic functions. The 
camera resolution is 800x600 pixels at a rate of 2 frames 
per second. A low resolution is used in order to save 
memory and power consumption from the power supply. 
This lower resolution may seem small but it is just as 
effective as a higher resolution in this specific case. The 
frame rate is at 2 fps due to the programming and is all 
that is necessary for this task.

e. Object Retrieval Arm
The object retrieval arm is used to pick up marbles 

anytime it is command by the Arduino based on signals 
from the camera. This device uses two servos to move 
back towards the storage container and forward towards 
the marble. Only one other servo is used for opening and 

closing the claw that picks up marbles. These servos are 
connected directly to the processor and communicate 
through the Arduino in order to move in the direction 
commanded by the Arduino. The retrieval arm is 
powered by a 5V signal from a voltage regulator instead 
of the Arduino due to the fact that the Arduino does not 
output the proper 1.5A signal in order to simply power 
the servos. Figure 5 below displays the Robotic arm 
before the second servo was included. The second servo 
mirrors the first servo. This figure also displays the 
marble retriever with its own servo attached.

Figure 5. Object Retriever Arm with marble retriever.

f. Robotic Functions Procedure
The procedure for the signal drive functions of the 

flow chart shown in Figure 6 are:
1. The image processing function searches for a marble. 

This process repeats until either a marble is found or the 
camera has searched the entire area.

2. If a marble is found, the camera will send a “Marble 
Found” logic low signal to the Arduino. Otherwise, the 
Arduino will wait for a “Rotate” logic low signal to come 
in. If a “Rotate” signal is received, go to procedure 3. 
Otherwise, go to procedure 4.

3. When a “Rotate” signal is received, the robot will rotate 
60° clock-wise, stop, send a “Rotate Echo” signal to the 
camera, and repeat the whole process. Whenever the 
camera receives a “Rotate Echo” logic low signal, it 
repeats the image processing functions by the Raspberry 
Pi. After the robot rotates, the Arduino will calculate 
whether or not this is the 6th time the robot has rotated or 
not because 6 x 60° = 360°. If so, the robot program 
ends until told otherwise by the user.
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Figure 6. Flowchart of Signal Drive Functions.
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4. Whenever a “Marble Found” logic low is received from 
the camera, the camera will hold still while the robot 
body rotates to face the direction of the marble.  The 
robot knows when it is center based on the pulse width 
modulation of the camera.  It is calculated that the pulse 
width whenever the camera is centered with the robot 
is 1600 ms.  If the pulse width is less than 1600 ms, then 
the robot will rotate to the left until the pulse width is 
equal to 1600 ms.  Otherwise, it will do the same thing 
but to the right.

5. Whenever the robot is centered with camera, the 
camera will check and make sure that the marble is still 
in the center of the image.  If so, the pan function on the 
camera locks.

6. From there, the robot starts moving towards the marble. 
The robot will stop about every 5 to 10 seconds to check 
and make sure the marble is still centered.  If not, the 
motors will rotate the wheels to line the robot back to 
the center based on the vertical limits provided by the 
camera feedback.  At the same time, the camera’s tilt 
function is operating in order to keep the marble 
centered based on the horizontal limits.

7. As long as the marble remains at the center of the
camera’s image, the robot will keep going straight.  As 
this happens, the Arduino with the camera will 
constantly check to see if the robot has reached its 
destination.  This is done through a series of 
calculations where the camera checks how large the 
marble image is.

8. If the marble reaches its destination, the claw will open, 
the arm will move towards the open, the claw will close 
around the marble, the arm will move back, then the 
claw will open and drop the marble in the storage 
container.

9. Whenever this process is done, the robot will wait 10 
seconds then allow the image processing function to 
take over again and search for other marbles.  This 
process will continue until the robot is told to stop by 
the user or whenever the robot has rotated six times 
without finding a marble.  

g. Processor Pin Connections
Figure 7 displays the pin connection diagram for the 

Raspberry Pi and Arduino and how each device is 
connected to each other.

Arduino:
Analog Pins

A0 -- Tilt Feedback from Pan/Tilt Camera Mount
A1 -- Pan Feedback from Pan/Tilt Camera Mount

Digital Pins
2 – I1 (drive function for Motor 1)
3 – ENA (Pulse-Width Modulation for Motor 1)
4 – I2 (drive function for Motor 1)
5 – Doors Servo
6 – Arm 1 Servo
7 – Arm 2 Servo
9 – Marble Detection Feedback from Raspberry Pi
10 – Rotate Feedback from Raspberry Pi
11 – ENB (Pulse-Width Modulation for Motor 2)
12 – I3 (drive function for Motor 2)

13 – I4 (drive function for Motor 2)
19 – Rotate Echo to Raspberry Pi

Raspberry Pi:
Pin 12 – Horizontal Servo Control
Pin 16 – Vertical Servo Control
Pin 18 – Marble Detected signal to Arduino
Pin 22 – Rotate signal to Arduino
Pin 32 – Rotate Echo Signal input signal from Arduino

Figure 7. Connection diagram for each component.

IV. Software

a. Image processing Procedure
The procedure for the image processing functions for 

the flow chart shown in Figure 10 are:
1. The robot is turned on and the user inputs what 

specific color marble he or she seeks to find.
2. The camera activates and sends the images to the 

Raspberry Pi.
3. If the desired object is not in the image move to 

procedure 4. Otherwise, move to procedure 5.
4. Whenever the camera does not immediately see a 

marble, the camera will rotate all the way to its left 
then to the right. Anytime the camera sees a marble 
during the search, it will go immediately to 
procedure 5. If the camera does not detect a marble 
during this process, it will activate the drive signal 
function with a “Rotate” logic low signal, rotate the 
robot 60°, and repeat the search, going back to 
procedure 2.

5. Whenever the camera picks up an image of a 
marble, the camera will pan and tilt in order to 
center the image of the marble in reference to the 
camera. This is done by checking the vertical limits 
first. If the marble is to the left or right of the limits, 
the camera will pan in that direction. After this is 
done, the camera will check the horizontal limits. If
the marble is above or below the limits, the camera 
will tilt in that direction.

6. Once the camera is centered, it will send a “Marble 
Found” logic low signal to the Arduino in order to 
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activate the robotic functions causing the robot body 
to face the same direction as the camera.

7. Whenever the camera receives a “Rotated” signal 
from the Arduino, the camera locks its pan 
functions. When this happens, the motors will move 
the whole robot body left and right in order to keep 
the robot centered on the marble.

8. While the robot is moving, the camera’s tilt function 
continues to operate in order to keep its “eye” on the 
marble and communicate with the Arduino, 
instructing it when to stop.

9. Whenever the robot stops, so does the image 
processing functions. The image processing 
continues only when instructed to do so. 

b. Python for image processing
As shown in Figure 10 below, image processing is 

used to search and detect a marble or marbles. The way 
this is done is by using the programming software 
Python on a Raspberry Pi. As stated above, the camera 
searches for the marble using a camera running based on 
the software functions and provides feedback whenever 
a marble is detected. From there, the camera centers the 
marble image and stays there until the marble is picked 
up. Figure 8 displays the image received by the 
Raspberry Pi from the camera whenever marbles are 
present. The red circle shows the marble that is closest 
to the device. That marble is picked up first. The green 
circles show the other marbles in the area that were 
picked up later. After the camera detects the closest 
marble, the camera uses horizontal and vertical lines to 
help center the marble in the camera image as stated 
above. Figure 9 displays the image received by the 
Raspberry Pi from the camera whenever the image is 
centered.

Figure 8. Marbles detected by the camera.

Figure 9. Marble centered with the camera.

V. Testing Approach
In order to demonstrate that the end-product meets the 

design objectives and specifications, the automatic ball retrieval 
system is brought to the testing area, which is a gymnasium.
Marbles are scattered around the predetermined area of the gym 
floor in a random arrangement. The robot is then placed within 
the vicinity of the test area to perform its functions 
automatically. Several arrangements of marbles and various 
test scenarios such as colors, location, and condition of the 
marbles are introduced to the robot to ensure that it performs
efficiently.

VI. Conclusion
The goal of this work was to design and demonstrate a fully 

automated system that searched, detected, and retrieved a
predetermined object. This device is a proof-of-concept 
prototype that can be used to create an automatic golf ball 
retrieval system or various military devices such as land mine 
diffusers. While this system is not yet fully operational, it does 
provide the opportunity to see more clearly the steps that need 
to be taken in order to achieve the goal of having this device
pick up marbles autonomously.
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Figure 10. Flow chart for the image processing functions.
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Abstract— Reinforcement learning (RL) is a powerful method
for learning policies in environments with delayed feedback. It
is typically used to learn a control policy on systems with an
unknown model. Ideally, it would be desirable to apply RL
to learning controllers for first-order linear systems (FOLS),
which are used to model many processes in Cyber Physical
Systems. However, a challenge in using RL techniques in FOLS
is dealing with the mismatch between the continuous-time
modeling in the linear-systems framework and the discrete-
time perspective of classical RL. In this paper, we show that the
optimal continuous-time value function can be approximated as
a linear combination over a set of quadratic basis functions,
the coefficients of which can be learned in a model-free way
by methods such as Q-learning. In addition, we show that
the performance of the learned controller converges to the
performance of the optimal continuous-time controller as the
step-size approaches zero.

I. INTRODUCTION

The use of reinforcement learning is becoming an increas-

ingly popular choice for learning to control arbitrary systems

by minimizing the error of a given objective function. This

is because near optimal control policies can be obtained

without having to know the underlying system model. If

the model of the system is known, the optimal control

can sometimes be derived analytically or through the use

of dynamic programming and other methods. However, the

analytical solutions, even when they can be obtained, are

often complicated. This is even more true in the case of

higher order dynamical systems. Therefore, this work focuses

only on first-order (FO) linear systems. In addition, it is

possible for the dynamics of linear systems to vary with

time. For example, an airplane’s weight changing as the fuel

it is carrying is burned. Solutions to these types of systems

do exist however they are not the focus of this paper. We

only consider the control of first-order linear time-invariant

(FO LTI) systems.

The analytical control solutions of FO LTI systems are

continuous-time functions that define an optimal trajectory

through state-space. However, in many CPSs, control inputs

cannot be performed in real-time. For instance, the controls

performed by a digital control system are limited by the clock

cycle time of the underlying hardware. We assume in this

paper that for these discrete time systems a control is selected

and is held for a minimum of Δt before another control can

be selected where the time between successive control inputs

is denoted as Δt.

Reinforcement learning (RL) is a method for learning a

policy in a particular environment by exploring the state

and action space and receiving rewards after transitioning

to a new state. Some RL algorithms, such as value iter-

ation, require knowing a-priori the reward functions and

state-transition functions. To remedy this, Q-learning was

proposed to be able to learn without explicit knowledge of

the reward and state-transition functions [1]. In Q-learning,

we attempt to learn a function of both a state and an action

instead of attempting to learn a function that gives a value

only based on state. The Q-learning algorithm was originally

proposed to work on problems with discrete state spaces.

Eventually, methods to adapt Q-learning to continuous state

spaces were developed in which the state space can be

represented by a set of weighted basis functions [2].

In this paper, we show that an optimal controller for a

linear system can be learned through the use of reinforce-

ment learning. In addition, we provide insight into how

the selection of a Δt affects the policies learned by the

reinforcement learner. It seems intuitive that a smaller Δt
will lead to better control policies and reducing the cycle time

of the underlying hardware is possible through engineering

methods. However, this can significantly increase the cost of

the design. The selection of a larger Δt will allow for costs

to be decreased by allowing slower (cheaper) hardware to be

used. Further, we show how the properties of linear systems

can be exploited in order to decompose the description of

the system into a transient response which affects how the

system evolves shortly after a new control input is selected

and a long-term response which specifies where the system

will come to rest. In order to do so, we have to make a

few assumptions. First and as discussed above, we are only

concerned with LTI systems. In addition, we assume once

a control input has been selected we must hold it for the

entire Δt. We show the reinforcement learner can learn a

weighted basis function representation of the value function

that approximates it’s optimal continuous time counterpart.

Finally, we show empirically that control error shrinks with

Δt and approaches optimal continuous time control in the

limit (as Δt → 0).
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II. CONTROL OF LINEAR SYSTEMS

A. State-Space Representation
Modern control theory introduces the idea of the state of

a system. In this representation, a set of state variables are

chosen and the system is described by how these variables

evolve over time. Any FO LTI system with n state variables,

r input variables, and m output variable can be written

in terms of change in state by the following simultaneous

differential equations:

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)

where x is the state, y is the output and u is the control input.

A is an n×n matrix that describes the system dynamics. B
is an n × r matrix that describes how the inputs affect the

change in state. C is an m×m matrix and D is an m× r
matrix.

We can solve the differential equation for x by employing

the Laplace transform.

X(s) = (sI−A)−1x(0) + (sI−A)−1BU(s) (1)

Taking the inverse Laplace transform we get:

x(t) = eAtx(0) +

∫ t

0

eA(t−τ)Bu(τ) dτ (2)

Therefore, we can see that the internal behavior (state space

trajectory) is not, in general, linear and instead the system

evolves exponentially as a function of time. These trajectories

have a transient phase of rapid response before slowing

to a new equilibrium point which we call the long-term

or asymptotic response. If we assume that A is negative

definite then as a control is applied, the exponential terms

will approach zero as time passes. Eventually, the system

will converge to a new equilibrium point as the exponential

terms approach zero.

Fig. 1: State space response of the example system to unit

step input. The state changes rapidly during the initial period

(transient) after a new control input is applied and gradually

converges to a new equilibrium point (long-term).

B. Example
Consider the following first-order linear system:

ẋ(t) =

⎡
⎣−1 2 0
−1 −4 1
0 0 −1

⎤
⎦x(t) +

⎡
⎣1 0
0 1
1 0

⎤
⎦u(t)

The solution can be derived as follows:

(sI−A) =

⎡
⎣s+ 1 −2 0

1 s+ 4 −1
0 0 s+ 1

⎤
⎦

(sI−A)−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2

s + 2
− 1

s + 3

2

s + 2
− 2

s + 3
− 2

s + 2
+

1

s + 3
+

1

s + 1

1

s + 3
− 1

s + 2

2

s + 3
− 1

s + 2

1

s + 2
− 1

s + 3

0 0
1

s + 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

To solve for x(t) with

x(0) =

⎡
⎣10
1

⎤
⎦ and u(t) =

[
U1(t)
U2(t)

]

where u(t) is a step function. We now have the parts to

evaluate Equation 1. Multiplying the matrices out we get:

(sI−A)−1x(0) =

⎡
⎢⎢⎢⎢⎣

1

s+ 1

0

1

s+ 1

⎤
⎥⎥⎥⎥⎦

and

(sI−A)−1BU(s) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1

s + 1

2

s + 2
− 2

s + 3

0
2

s + 3
− 1

s + 2

1

s + 1
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

1

s

1

s

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

− 1

s + 1
− 1

s + 2
+

2

3(s + 3)
+

4

3s

1

2(s + 2)
− 2

3(s + 3)
+

1

6s
1

s
− 1

s + 1

⎤
⎥⎥⎥⎥⎥⎥⎦

Therefore,

X(s) =

⎡
⎢⎢⎢⎢⎣

1

s+ 1

0

1

s+ 1

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎢⎣

− 1

s+ 1
− 1

s+ 2
+

2

3(s+ 3)
+

4

3s
1

2(s+ 2)
− 2

3(s+ 3)
+

1

6s
1

s
− 1

s+ 1

⎤
⎥⎥⎥⎥⎥⎥⎦

so that x(t) =
⎡
⎢⎢⎢⎢⎢⎣

e−t − e−t − e−2t +
2

3
e−3t +

4

3

1

2
e−2t − 2

3
e−3t +

1

6

e−t + 1 − e−t

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

−e−2t +
2

3
e−3t +

4

3

1

2
e−2t − 2

3
e−3t +

1

6

1

⎤
⎥⎥⎥⎥⎥⎦

(3)

We will analyze the transient and long-term behavior of

this system below.

C. Solving for the Optimal Continuous Time Trajectory

Next, we need to find a policy u that optimizes some

objective. The calculus of variations will prove to be useful

in finding such a policy.

Mathematically, we can describe the objective function as:

J =

∫ b

a

f(x, y, y′) dx
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where we want to find the function y that minimizes J
over the range [a, b] and satisfies initial and final boundary

conditions. In this paper, we consider that the goal is to reach

a target state xd, and f(·) is the distance squared as a cost

function, f =| xt − xd |2 or, for generality, f = xTQx in

matrix form, where Q is a matrix of weights. Using Calculus

of Variations, a necessary condition for an extremum function

is that it satisfies the Euler-Lagrange equation:

∂f

∂y
− d

dx

(
∂f

∂y′

)
= 0

The optimal control for a given objective function can be

found in a similar manner. This will correspond to how we

find an optimal policy in the case of continuous state spaces.

For example, take the objective function [3]:

J =

∫ tf

0

x(t)TQx(t) + u(t)Ru(t) dt

First we define the pre-Hamiltonian as:

H(x, u, p, t) = L(x, u, t) + pT (t)f(x, u, t)

ṗ =
∂H
∂x

H = xTQx+ uTRu+ pT (Ax+Bu)

Pontryagin’s minimum principle specifies that the optimal

policy is one that minimizes the Hamiltonian at every time

t [3]. The Hamiltonian for this example is minimized by

setting:
∂H
∂u

= 0 = 2Ru+ pTB

u∗(t) = −1

2
R−1BTp(t)

where p(t) is the co-state vector that can be solved for

through the use of boundary conditions. This gives us the

optimal continuous time policy u∗(t) that minimizes J .

Furthermore, the optimal continuous-time trajectory can be

derived as x(t) = eAtx(0) +
∫ t

0
eA(t−τ)Bu∗(τ) dτ .

D. Solving for the Optimal Continuous Time Value Function

One can solve for the optimal value function by solving the

Hamilton-Jacobi-Bellman (HJB) equation [4]. If we define

the value function as:

V =

∫ ∞

0

x(t)TQx(t) + u(t)TRu(t) dt

where Q and R are positive definite matrices. Then we can

define a differential equivalent [5]:

0 = r(x, u) +∇V T ẋ

The RHS of this equation is the Hamiltonian of the system.

H(x, u,∇V ) = r(x, u) +∇V T ẋ

We can now define the HJB equation as:

0 = min
u

H(x, u,∇V )

If we assume that the value function is a quadratic function

in the Euclidean distance to the goal then we can derive an

analytical solution for the value function based on solving

the Lyapunov equation ATP+PA+Q = 0 [5].

V (x) = xTPx

P =

∫ ∞

0

etA
T

QetA dt

where P is the solution to the Lyapunov equation. Note

that the integral in the definition of P doesn’t need to be

solved directly. Instead, P is the solution of the n(n+ 1)/2
simultaneous equations defined by the Lyapunov equation.

Also, note that these results only hold if the origin is the

goal. Therefore, if the goal is to control the system to a

target equilibrium point, xd, that is not at the origin, then

a change of variables where the new origin is defined as

w = x− xd can be carried out using the chain rule:

dw

dt
= ẇ =

dw

dx

dx

dt
= Ax+B(K+Δu)

ẇ = Aw +Axd +BK+BΔu = 0

ẇ = Aw +BΔu

where K = B−1Axd.

III. REINFORCEMENT LEARNING

Reinforcement learning (RL) is a method of machine

learning in which an agent learns a control policy by at-

tempting to maximize the returned rewards for taking an

action in a given state [6]. It does this by exploring the

state and action spaces and observing the rewards in order

to approximate the value function which is the expectation

of the sum of discounted rewards for starting in state s and

following the policy π. An important assumption made by

the RL framework is that state changes are discrete; when

an action is taken, a transition to a new state occurs, and

the reward is observed, instead of happening continuously in

time. If the value function is known, the optimal policy π∗

can be derived as:

π∗(s) = argmax
s′

V (s′)

A. Markov Decision Processes
Much of the theory of reinforcement learning is based

on what are called Markov Decision Processes (MDPs) [7].

A MDP is defined on a set of states S and actions A
available to an agent. The size of the state and action spaces

are traditionally assumed to be finite. The reward function

R(s, a) defines the feedback given to the agent for being in

state s, taking action a, and ending in state s′. Actions can

either be deterministic or non-deterministic. If the current

state depends only on the previous state and action taken then

the problem is said to satisfy the Markov property. Given this

definition of an MDP, we now define the value function for

a given policy (mapping of states to actions) π as:

V π(s) = Eπ[R(s)] = Eπ[

∞∑
k=0

γkrk+1]
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Where γ is a discount factor that tunes how much the agent

should care about future rewards versus the current reward.

In other words, the value of being in state s is equal to the

expected value of sum of the current reward and all future

rewards for being in state s and following π until termination.

If the reward and transition functions are known, an

MDP can be solved by employing dynamic programming

techniques [8]. Value iteration is one such technique in which

one can iterate on the value function by taking the max

over the actions V (s) = max
a

∑
s′

Pa
ss′ [Ra

ss′ + γV (s′)]. The

iterations continue until the LHS of the equation is equal to

the RHS. The equation above is called the Bellman equation,

which is based on the Bellman Principle of Optimality.

B. Q-learning

Some typical methods of reinforcement learning, such as

the value iteration algorithm, require the learner to know

some model of the underlying system (i.e. the reward func-

tion or state-transition function). However, it is often the

case that one does not know these functions. Q-learning can

be used to learn policies without having to know a-priori

the reward or state-transition functions. Instead of a value

function, we now define a Q-function that represents the

value of being in state s and taking action a:

Qπ(s, a) = Eπ[R(s, a)] = Eπ[

∞∑
k=0

γkrk+1]

The Q-function is typically represented as a table called a

Q-table where the rows and columns are the finite states and

actions. Q-learning can be extended to infinite state spaces

by representing Q-functions as the sum of weighted basis

functions:

Q̂(s, a) =

N∑
i=1

wiφi(s, a)

This representation requires choosing a set of basis functions

that can accurately represent the true value function for a

given problem.

IV. CONNECTING REINFORCEMENT LEARNING

AND CONTROL THEORY

Optimal control theory and reinforcement learning share

the goal of obtaining an optimal control policy for a par-

ticular problem. The difference between the two is the

knowledge of the model and assumptions about time. In the

optimal control theory case, the control policies are derived

exactly with full knowledge of the system and assume

continuous time. In the case of reinforcement learning, the

model of the system might not be fully or even partially

known, and the policies are derived based on interaction

with the environment over discrete periods of time, Δt. In

this section, we describe the control policies obtained from

both fields in order to derive some insight as to how the two

different policies change with respect to Δt. The questions

we address are: 1) Is the value function in the discrete case

VΔt representable as a linear mapping? 2) How closely would

it approximate the continuous time V ∗ for a finite Δt?

A. System Behavior Decomposition

In this section, we prove that a given linear system can be

decomposed into a linear function of the transient and long

term behaviors of the system.

Theorem 1: If A has both real and distinct eigenvalues,

then each entry in the solution to the state equation (Eq. 2)

can be written as the sum of exponentials and constants.

Recall the solution to the state space equations in the

Laplace domain given by Equation 1. Note that x(0) and

B are both constant and U(s) is a step input. Therefore, let

us focus on the (sI−A)−1 term first.

Using |sI−A| = 0, we can obtain the eigenvalues of A,

which we assume by the theorem are both real and distinct.

We can write:

|sI−A| = (s− λ1)(s− λ2)...(s− λn)

which is a polynomial of degree n.

Let Mij be the matrix obtained by eliminating the ith row

and jth column from A. |Mij | is called the minor of aij and

has a degree ≤ (n− 1). Let

Aij = (−1)i+j |Mij |

be called the cofactor of aij . The adjoint of A is the matrix

in which:

adj(A)ij = Aji

In other words, the adjoint of A is the transpose of the matrix

of cofactors. Since

(sI−A)−1 =
adj(sI−A)

|sI−A|
We can use Eqs 1, 2, and 3 to write:

adj(sI−A)ij
(s− λ1)(s− λ2)...(s− λn)

=
(sI−A)ji

(s− λ1)(s− λ2)...(s− λn)

=
(−1)j+i|Mji|

(s− λ1)(s− λ2)...(s− λn)

Because the degree of |Mji| is at most (n − 1) the degree

of the numerator is strictly less than the degree of the

denominator.

Therefore, we can use partial fraction decomposition since

there are no repeated roots in the denominator and the

degree of the numerator is strictly less than the degree of

the denominator to get the form:

k1
(s− λ1)

+
k2

(s− λ2)
+ ...+

kn
(s− λn)

Finally, taking the inverse Laplace transform we get:

k1e
λ1t + k2e

λ2t + ...+ kne
λnt

for each entry in (sI−A)−1 as shown below.
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(sI−A)−1 =

⎡
⎢⎢⎢⎣
k111e

λ11t + ...+ kn1ne
λ1nt

k121e
λ21t + ...+ kn2ne

λ1nt

...

k1n1
eλn1t + ...+ knnn

eλ1nt

⎤
⎥⎥⎥⎦

Since x(0) is a vector of constants for the first half of

equation 1 we get:

=

⎡
⎢⎢⎢⎣
c1k111e

λ11t + ...+ c1kn1n
eλ1nt

c2k111e
λ11t + ...+ c2kn1n

eλ1nt

...

cnk111e
λ11t + ...+ cnkn1ne

λ1nt

⎤
⎥⎥⎥⎦

For the second half of equation 1, we have two parts:

(sI−A)−1B =

⎡
⎢⎢⎢⎣
b1k111e

λ11t + ...+ b1kn1n
eλ1nt

b2k111e
λ11t + ...+ b2kn1n

eλ1nt

...

bnk111e
λ11t + ...+ bnkn1ne

λ1nt

⎤
⎥⎥⎥⎦

For the unit step in each dimension of U(s):

U(s) =
1

s
KT =

[
k1

s
k2

s · · · kn

s

]T
we take the inverse Laplace transform to get:

U(t) = U = KTH(t)

where H(t) is the Heaviside step function. So we can see that

(sI−A)−1BU(s) is equal to the matrix for (sI−A)−1BU.

Therefore,

x(t) = L−1((sI−A)−1x(0) + (sI−A)−1BU(s))

= L−1(sI−A)−1x(0) + L−1(sI−A)−1BU(s)) =⎡
⎢⎢⎢⎣
C1k111e

λ11t + ...+ C1kn1n
eλ1nt

C2k121e
λ21t + ...+ C2kn2n

eλ2nt

...

Cnk1n1e
λn1t + ...+ Cnknnne

λnnt

⎤
⎥⎥⎥⎦

where Ci = ki(bi + ci) and i is equal to the row index.

Therefore, as long as the eigenvalues of the matrix A are

both real and distinct the solution to the state equation can

be written as a sum of exponential functions and constants.

If we group the exponential terms together, they form

what we call the transient response matrix T of the system.

The constants form the long term response matrix N of the

system. The λ terms in the transient response matrix are the

time constants of the system. We can now define:

x(t) = T (t) +N
For the example problem in section II, separating exponen-

tials from constants in equation 3, we have:

T =

⎡
⎢⎢⎢⎢⎣
−e−2t +

2

3
e−3t

1

2
e−2t − 2

3
e−3t

0

⎤
⎥⎥⎥⎥⎦ , N =

⎡
⎢⎢⎢⎢⎣

4

3
1

6

1

⎤
⎥⎥⎥⎥⎦

The smallest time constant is given by τ = 1
3 . Thus, the

system reaches about 37% of the way to the new equilibrium

point
[
4
3

1
6 1

]T
in about 1/3 sec.

B. Response of LTI Systems to Actions

Unlike general applications of RL, we can derive a transi-

tion function from knowledge of a linear system. For any

action held constant for Δt, we can predict the discrete

response xt → xt+1. The previous section allows us to see

that given any step input we can decompose the system into

a set of constants and exponential functions. In this section,

we will show that we can derive the state transition function
of an LTI system given the matrix A and a Δt over which

a constant action u is held. In addition, we show that it is

a linear transformation in the state space of the system. We

start by defining Δx as the difference in state at time t from

the initial state.

Δx = x(t)− x(0)

We then plug in the solution for x(t).

x(t) = eAtx(0) + L−1((sI−A)−1BU(s))

Δx = eAtx(0) + L−1((sI−A)−1BU(s))− x(0)

Δx = (eAt − I)x(0) + L−1((sI−A)−1BU(s))

Since U is a step input we can represent it as a constant U.

Δx = M(Δt)x(0) + L

where

M(Δt) = (eAΔt − I)

and

L = L−1((sI−A)−1BU)

Therefore, for a given Δt the matrix M and the vector L
are constants, meaning we can predict, for a given state, Δt
and control input, our next state discrete xt+1. We can also

see how this transformation is a simple linear transformation

of coordinates in state space (given a fixed Δt) as shown in

Figure 2.

Fig. 2: A depiction of the linear mapping for an input action

for the example problem. Each vector shows the result of

taking the same action from different coordinates in state

space and holding it for Δt = 0.2.

So in theory, since we can extract the transition function

from knowledge of the dynamics, then it should be possible
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learn a control policy (for a given reward function) using

a dynamic programming technique such as value iteration.

However, our goal is to show that a controller can be learned

for a linear system without requiring the model (i.e. using

Reinforcement Learning).

C. Approximating the continuous-time value function

Although reinforcement learning is often presented in

terms of discrete state spaces, it can be extended to con-

tinuous state spaces by representing the value function as a

linear combination over a set of continuous basis functions

[2]. That is, given a basis set φ1(s) to φn(s).

V =

n∑
i=1

wφi(s)

where wi is a weight for each φi. Two important ques-

tions in applying discrete-time RL to learning control of a

continuous-time LS are: 1) can the continuous-time value

function be approximated as a linear combination?, and 2)

over what basis set? Since the Lyapunov equation (above)

shows that if the reward is quadratic (r = xTQx, then the

optimal continuous-time value function can also be expressed

as a quadratic function V ∗ = xTPx. Expanding this

matrix expression out as a polynomial, V ∗ = ΣiΣiPijxixj .

Therefore, a natural set of basis functions is the n(n+1)/2
combinations of products of the state space variables (up to

second-order). For the example in the previous section, we

would choose: [φ1...φ6] = [x2
1, x1x2, x1x3, x2

2, x2x3, x2
3]

Theorem 2 (Representation Theorem): The optimal

continuous-time value function V ∗ is representable

as linear combination over a quadratic basis set,

V ∗ =
∑n(n+1)/2

i=1 wiφi(s) where [φ1...φn(n+1)/2] =
[x2

1, x1x2..., xixj , ...x
2
n].

We show below that the optimal discrete-time value

function VΔt can be made to approximate V ∗. Thus the

Representation Theorem shows that V ∗ can be learned as

a target by using discrete-time methods (e.g. Reinforcement

Learning) by learning weights over a quadratic basis set.

However, as shown in the next section, the accuracy of

approximation will depend on the size of the time step, Δt.

D. Effect of Δt

If we assume continuous control inputs that are bounded

by some constant μ (i.e. |U | ≤ μ) then a reachable region

from the current state is defined given a Δt. This is illustrated

in Figure 3 as the light gray region. A state x2 is said to be

reachable from x1 if there exists a control input u(t) such

that |u(t)| < μ that can transfer the system from x1 to x2 in

finite amount of time. It should be noted that the shape of

the region is dependent on the dynamics of the system and

is not necessarily circular. The optimal trajectory, x∗(t), is

represented as the solid black line in the figure and a constant

input trajectory for a given action is shown as a dotted line.

The dotted line represents choosing an action and holding

it for Δt. It is curved because of the non-linear, transient

response of the system.

Theorem 3: Assuming bounded, continuous control in-

puts, there exists an action that intersects with either the

optimal trajectory along the boundary of the reachable region

or the goal if it is inside the reachable region and this action

belongs to the optimal policy.

This can be proven by contradiction. The policy we learn,

once converged, has the property that the action chosen for

a given state maximizes the value function. That is

π∗(s) = argmax
s′

V (s′)

which means that V (s′) ≥ V (s) ∀s ∈ S where S is

the full state space. In addition, the optimal trajectory has

the property that it maximizes the optimal value function

for every point along optimal trajectory. That is: V ∗(s) ≥
V (s′) s′ �= s. Therefore, if we choose an action that leads

to a state not at the intersection of the optimal trajectory

and the reachable region’s boundary then its value is less

than the optimal value. This violates our assumption that

V (s′) ≥ V (s) ∀s ∈ S because we could choose an action

with a higher value by choosing the action at leads to the

intersection point.

Next, we show that as Δt → 0, we get better control

policies. For a smaller Δt, the reachable region is smaller

which implies the maximum distance away from the optimal

trajectory is also smaller. The error of the policy for a given

Δt is defined by the difference of the integral of the distance

to the goal for the trajectories produced by both policies.

An important goal is to show that the value function

learned by reinforcement learning will converge in the limit

(as Δt → 0) to the optimal value function for continuous

time control,

V ∗ =

∫ ∞

0

(x(t)− xd)
2
dt

Although the discrete-time value function is conventionally

defined V = Σγirt, in order to get it to converge to V ∗, we

modify by setting γ = 1 and multiply by Δt:

VΔt = Δt Σ∞
t=0 rt = Δt Σ∞

t=0 (x(t)− xd)
2

Since for any time step Δt, there is always a constant

action that can move the system to the same point on the

continuous time trajectory, as argued above, then the rewards

rt = (x(t)− xd)
2 will match at these discrete points. Thus,

the discrete-time value function is simply the numerical

approximation of the continuous-time value function, V ∗.

V ∗ =

∫ ∞

0

(x(t)− xd)
2
dt ≈ Σ∞

t=0 Δt(x(t)− xd)
2

lim
Δt→0

VΔt → V ∗

Furthermore, we can we put a bound on the error in the

value function. The error is a function of the time step size

(as with any numerical quadrature), as well as the maximum

deviation between the optimal continuous-time trajectory and

the constant-input trajectory between the discrete time points,

where the coordinates coincide. This is bounded because the
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amount the constant-input trajectory can diverge from the

continuous time path within Δt is limited by the dynamics

of the system, which will force them to follow similar paths.

The response to a given input, and therefore the error, is

dependent on the underlying system dynamics and it is also

dependent on how quickly a system responds to a new input.

The smallest system time constant, τ , defines how rapidly

the system responds to a new control input. Therefore, we

propose that a requirement for the selection of a Δt is that

it be less than τ in order to ensure that these rapid responses

can be controlled. At Δt = dt the optimal trajectory will

equal the approximate trajectory through state space.

(a) (b)

Fig. 3: Differences between the optimal continuous-time

trajectory and the trajectory produced by a sequence of

discrete inputs. Solid line shows continuous-time trajectory.

Shaded region shows the reachable space within Δt. Dashed

line shows trajectory by a sequence of constant inputs.

V. EXPERIMENTS

We analyzed and tested a stable, 2-dimensional sys-

tem with the dynamics defined by the matrices A =
[[−1 2], [−1 − 4]] and B = [1 1]T , and evaluated the

effect of Δt on policies learned by Q-learning. This system

is stable because A is negative definite. The time constants

of the system are: τ1 = 1
3 and τ2 = 1

2 . The system was

implemented in MATLAB using fourth order Runge-Kutta

methods to simulate the system dynamics with a time step

of Δt = 0.001 seconds. The goal is to show that the accuracy

of the learned controller increases as Δt → 0.

We used the Q-learning algorithm to learn the weights of

the quadratic functions of the state variables. The system

is set in a random initial location for an episode and uses

an ε-greedy action selection mechanism [9] to explore the

state space. The actions available to the learner were those

between -10 and 10 with steps of 0.1 and the goal was to

reach (0,0).

As shown in Figure 4, as Δt → 0 the value estimate

increases which represents a better control policy. This figure

was generated by, first, learning for each Δt until the

Q-function converged which we defined as 10000 weight

updates with maximum weight changes of less than 10−12

or 5000 episodes completed. Second, we tested each policy

by setting x0 = (2,2) and running the system until the goal is

reached. The squared distance to the goal accumulated along

the trajectory is the value presented in the graph. Note that

VΔt plateaus below the lowest time constant of the system.

This suggests that there are diminishing returns to reducing

Δt further than the start of the plateau and that a Δt of 0.01

would be adequate to learn a near-optimal controller given

the dynamics of the system.

Fig. 4: The value estimates from the learned policies as a

function of Δt.

VI. DISCUSSION

In this paper, we have discussed how it is possible to

decompose a system into a transient response and a long

term response. The decomposition provides some insight as

to the selection of a control time for a given learner and

enables one to use methods such as value iteration to find

an optimal value function VΔt. We have shown that for a

quadratic cost (or reward) function the optimal value function

is also quadratic and it is representable by a weighted linear

combination of a quadratic basis set. Finally, we have shown

that as Δt → 0 the approximation to the optimal value

function is more accurate and therefore we get better control

policies. This idea was corroborated by the tests on an

example dyanmical system where we see that the Δt should

be less than the smallest time constant of the system in order

to generate a near-optimal policy.
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Abstract — Cyber-Physical Systems (CPSs) often integrate 
existing components to solve well-known problems such as 
networking, coordination, or planning. Unlike pure software 
systems, when these components are integrated there are often 
physical concerns which cannot be ignored. Addressing these 
concerns requires mapping the CPS semantics to the 
component semantics. Semantic misalignments can render a 
system prohibitively complex, costly, or dangerous. This work 
demonstrates this problem using planning semantics and 
provides an extensible alternative which enables bringing the 
CPS model to the component intact. 

I. Introduction 
Cyber-Physical Systems (CPSs) by definition contain a cyber 
and physical component. These systems not only exist in the 
physical world but affect the world as part of their core 
functionality by means of actuation. The world in turn affects 
the computation of the cyber domain via sensing. Between this 
sensing and actuation the cyber component of the CPS makes 
sense of the world and via some algorithmic process decides 
on a course of action which fulfills the system’s purpose as 
shown in Fig 1. This general approach has been used by 
cognitive architectures since their foundation [1-3]. 

The purpose and nature of the problem each cyber-physical 
system attempts to solve will be different, resulting in 
different solutions. However, many of the solution subtasks 
are already established in different fields. Many CPSs include 
foundational components such as statistical libraries, planning 
libraries, and model checking tools [4-7]. These components 
are used because they are well-established and CPS owners 
hope to lower development costs. 

For these components to be useful, a predictive model of the 
physical world must be provided to the system. The system 
relies on an accurate understanding of the semantics of the 
components used. An accurate predictive model can be 
extremely complex. A single pure simulation can take entire 
data centers long hours to compute to check a single solution; 
a luxury most cyber-physical systems don’t have even before 
considering prohibitively large solution spaces. A working 
CPS relies on abstractions to make the modeling cost 
manageable. These abstractions are specific to each domain 
and are best known by the experts of that domain. These 
experts are the owners of the CPS but are merely users of the 

framework or component. Domain experts bring with them a 
ubiquitous language specific to the domain with a distinct set 
of concepts, structures, relationships, intuitions about how the 
domain behaves, and an efficient means of modeling that 
domain. In order to use the borrowed component the domain 
expert has to map the domain semantics to the component 
semantics as shown in Fig 2. 

While domain semantics are typically rich and mature in the 
domain language, the component semantics are often quite 
restrictive, relying on limited semantics. 

For example, planners are specialized tools that are useful 
in finding plans to achieve goals. CPSs with domains where 
the systems response to input is a sequence of behavior rather 
than reflexive can find planners useful for deriving this 
sequence and managing a problem which is inherently NP-
complete. The semantics planners use are based on state 
transition systems [5, 8, 9]. Each state-transition system is a 3-
tuple Σ = (S, A, γ), where S = {s0, s1, …} is a set of states, A = 
{a0, a1, …} is a set of actions which cause transitions between 
states and γ : S × A → 2S is a state-transition function. Plainly, 
the number of possible states even for simple systems 
necessitates specialized algorithms. In classical planning, 
these algorithms rely on numerous assumptions which are 
problematic and untrue for many physical models used by 
CPSs. 

 
� Assumption A1 (Finite Σ). The system Σ has a finite set 

of states. 
� Assumption A2 (Static Σ). The system Σ is static and 

has no internal dynamics; it stays in the same state until 
an action is applied. 

� Assumption A3 (Attainment Goals). Goals are defined 
as reaching one of a collection of states. Planning is the 
process of finding a sequence of state transitions that 
ends at one of the goal states. This definition excludes 
states to be avoided, constraints on state trajectories, 
and utility functions. 

� Assumption A4 (Sequential Plans). A solution to a 
planning problem is a linearly-ordered finite sequence 
of actions.  

� Assumption A5 (Implicit Time). Actions are 
instantaneous state transitions with no explicit 
definition of time in the action or state. 
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While the planning community has improved on many of 
these assumptions since the original planning competition in 
1998 these assumptions still exist in spirit in many ways 
today. 

Components are valuable because of the algorithms they 
provide. However, all algorithms must address an agreed upon 
structure to act on them. For example in strongly typed 
languages the type must be defined before an algorithm can do 
very much with a reference. These type definitions are a 
necessary constraint of both the component that defines them 
and the user of the component which must map domain 
semantics to the component semantics before an algorithm can 
function. 

Semantic misalignments are possible when this mapping 
occurs. An algorithm which uses a structure while having an 
incorrect or incomplete understanding of it can result in 
incorrect behavior leading to system failure. On the other hand 
if the purpose of the algorithm requires information which the 
structure is insufficient to express the algorithm cannot fulfill 
its purpose. For example, consider a tic-tac-toe solver being 
provided a 3-d variant of the game. The types used by a 2-d 
solver are probably incompatible with the new problem and 
the component is useless until its structures are updated. 

These structures are not merely convention. They organize 
information for the algorithm and define with precision the 
forms that information can take. The meaning of this 
information is encoded by an author into an algorithm by 
logically consistent usage with respect to a purpose. 

When domain experts wish to use a component they must 
map the domain semantics to the component semantics. In 
doing so, the assumptions of the component can become 
problematic in two different ways. 
� If these assumptions cause a resolution loss, whatever 

problem is solved by the component is rooted in a 
cyber model inconsistent with the physical world. This 
can render a system unsafe. 

� If the assumptions generalize some relationship, this 
can cause an explosion in the problems difficulty. 

We demonstrate both possibilities in the example domain 
which follows. 

This work provides two significant contributions. First, we 
introduce a new planning domain derived from a real cyber-
physical domain which, while being mathematically concise, 
is problematic for state-of-the-art planning semantics. We 
shed light on the reasons for this difficulty and argue that the 
constraints of planning semantics are the root cause rather than 

the inherent difficulty in the problem. Second, we provide 
semantics for a state-search structure and model independent 
algorithm which enables CPS domain authors to bring their 
models to the planning process intact. 

II. Example Domain 
This section will demonstrate the problems caused by 
semantic misalignment using an example domain. We use a 
simplified data center domain, first without cyber-physical 
interactions, then with them to demonstrate the problems that 
arise when mapping domain semantics to planning semantics. 

Without cyber-physical considerations the domain is a 
simple task scheduling problem. There is a set of jobs which a 
data center must run within their deadline Service Level 
Agreement (SLA). Task scheduling is a well-established 
computer science problem which requires little elaboration. 
The model for this requires the following: 
� A list of jobs which need completing, the time they 

take to complete, and the resources they require. 
� A constraint which states that each job must be 

completed before a deadline time. 
� A list of chassis with resources. 
� An action which schedules a job to a chassis and 

consumes resources until the job is completed. 
Many scheduling algorithms have been developed for 

similar problems but they mostly only consider the cyber 
aspects of the problem. The focus of this paper is on a 
combined cyber-physical solution. We incorporate a physical 
thermal model which introduces new complex dependencies. 
Accounting for this physical model significantly changes the 
characteristics of a good solution. Thermally ignorant task 
scheduling algorithms tend to pack the job schedule as early as 
possible in time. This is optimal when the physical 
consequences of doing so are unconsidered and schedule slack 
is the only concern. However, when the physical aspect of 

 

Fig. 2. Domain experts must map or translate domain semantics to a 
component’s semantics and back to use a component. 
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Fig. 1.  A high-level overview of a cyber-physical system and its interactions 
with the physical world. 
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energy is considered such a system is demonstrably wasteful. 
This has led to a body of work on energy-aware scheduling. 

For this example we will use a simplified version of our 
previous work on thermal modeling [10]. The only physical 
aspects to consider are the air conditioner (AC) efficiency vs. 
temperature, the maximum temperature of the equipment, and 
the time delay between air leaving the AC and arriving at a 
chassis.  

AC efficiency is defined in terms of coefficient of 
performance (COP).The COP of the AC is the amount of heat 
removed per energy consumed by the AC. 
 

                       COP = . 
 

With a COP of 1, fifty percent of the energy expended by 
the data center will be the cost of cooling. Simply note that the 
lower the return temperature and the bigger the delta, the more 
energy is spent per Joule to remove it. In our data center 
example if the set of jobs produce an invariant total Joules of 
energy the cost of removing that energy from the system is 
higher if the air is being cooled more. 

When scheduling algorithms like Earliest Deadline First 
(EDF) frontload all of the jobs this super-heats the air during 
that time. The air must then be cooled at a lower COP in order 
to keep equipment below its maximum temperature. What was 
previously optimal from a performance perspective is instead 
pessimal with respect to energy efficiency. This is a problem 
that can only be addressed if the physical aspects of the 
problem are considered during scheduling. Hence, energy-
aware scheduling requires a physical model in addition to the 
cyber model already presented. An energy-aware system 
allows data center owners to improve energy efficiency and 
save money. 

For this simplified model we assume all air arriving at a 
chassis comes from the air conditioner (AC). We model the 
temperature of a chassis at a given time, Ti(t), as the average 
temperature of the air from the AC, TAC(t), over some span of 
time t-tis to t-tie where tis and tie are the start and end time 
offsets for the integral bound plus an amount of heat added by 
load from jobs, Li(t). 
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Each chassis has a maximum temperature it must stay 

below. The AC temperature can be adjusted to an arbitrary 
function, TAC(t), to lower the chassis temperature to keep it 
below this threshold but lower temperatures increase costs 
super-linearly. The planner therefore seeks to schedule jobs 
such that all job deadlines are met and AC cost is minimized. 

In devising a solution for this problem we first attempt to 
map this physical model to planning semantics. This requires 
the following additions to the previous cyber model. 
� TAC(t) must be set by a new action. 
� Ti(t) must be calculated using Equation 1. 
� A heat load value, Li(t), must be associated with each 

job. 
� A maximum temperature, TMAX(i), is associated with 

each chassis. 
� A constraint is added which states that each chassis 

temperature must be below its maximum temperature at 
all times. 

� The job scheduling action updates Li(t) when the job 
begins and ends. 

� A goal metric is added to minimize total energy. 

On trying to implement this model in any planning 
language the first problem encountered is that the calculus 
required for the temperature calculation of Equation 1 is not 
supported in a continuous manner. 

Some languages like PDDL+ allow a description of 
continuous change of the form ∂V/ ∂t = f. An example in 
PDDL+ is shown below [12]. 
 
(:process charging 

:parameters (?r - rover) 
:precondition (and (<= (charge ?r) (capacity ?r)) 
                   (in-sun ?r) 
                   (charging ?r)) 
:effect (increase (charge ?r) 
                  (* #t (charge-rate ?r)))) 
 
This process is modeling battery charging in the rover 

domain. This is a standard domain used in the international 
planning competition (IPC) based on the challenges of the 
Mars rover. The Mars rover CPS uses a planner component as 

 

  
Fig. 4. a. A cooling function TAC and its discretization with a ∆=1 
discretization period. b. The resulting Ti curve using Equation 1 assuming no 
load. 
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Fig. 3. Coefficient of performance (CoP) of a typical AC unit [11]. 
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part of its solution which needs to account for the charge of its 
batteries. The process above states that while the rover, ?r, 
has remaining capacity that could be charged, is in the sun, 
and is charging, the amount of charge is continuously 
increased by the charge rate. 

This looks promising but the formula for f cannot refer to 
values at any time other than the present and the operators it 
can include are limited to the arithmetic set ( ). 
Two approximations are necessary because of this. 
� The current state must contain all values necessary for 

the calculation. This discretizes TAC by sampling its 
value at distinct time points rather than modeling it 
continuously. 

� The calculation of Ti must be approximated using a 
summation shown in Equation 2. 

                         
1
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�

�
��
�
�

n

T
LT

n

i
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These approximations require some complex mechanics 

shown in Figure 5. An ordered set of sample variables, 
)( iACT � , are created to hold historical AC temperature values 

that are sampled at a regular discretization period,� , by an 
artificial modeling action. To maintain semantic consistency, 
past temperature values are pushed from one variable to the 
next,  , resulting in  

variable modifications per ∆ as time progresses. These sample 
variables can then be used to calculate Ti using Equation 2. 
These approximations come with several unwanted 
consequences. 

First, since no optimal solutions exist for which TAC is 
discretized, no optimal solutions can be found with these 
planning semantics. The optimal solution cannot even be 
expressed as a plan using state of the art semantics congruent 
with assumption A4 for basically the same reason a 
polynomial function can only be approximated by line 
segments. 

Further, as shown in Figure 5, discretizing TAC leads to 
modeling precision loss which carries over into Ti. The Ti 
calculation from Equation 2 compounds this problem. 
Underestimating Ti can cause overheating which can cause 
equipment damage and SLA violations from equipment 
shutdowns if the inaccurate model is acted upon. Even if an 
acceptable level of precision loss can be found, this is an 
undesirable outcome of nothing more than semantic mapping. 
It is impossible to represent this domain accurately or produce 
an optimal solution using state-of-the-art planning semantics. 

Second, the net result of the process shown in Figure 5 is an 
explosion in the number of variables which model TAC from 1 
to n +1. Since the correlation between these variables is lost in 
translation, they seem independent to proof-based heuristics 
and such approaches become quickly overrun. Planners which 
consider combinations of AC temperatures independently are 
effectively faced with a more complex version of the NP-
Complete knapsack problem. 

This observation reveals two opposing forces. First, if the 
discretization period is too large unacceptable precision loss 
renders the system dangerous or unusable. If the discretization 
period is too small the variable count explosion renders the 
system unusable. 

For a sense of scale consider several real values from our 
measured data center. If the heat exceeds the maximum 
temperature for more than about a second the hardware safety 
will kick in and the equipment will shut down. When this 
happens, data integrity can be compromised. At best, 
restarting the machine and recovering the work takes several 
minutes during which the performance of the system has 
suffered. This can cause punitively expensive SLA violations 
if there was insufficient slack in the schedule to recover from 
the sudden loss of a machine. This implies the system requires 
a�  of less than 1 second. 

The number of discretization windows, , is on the order of 
minutes. In the measured data center air could take about 10 
minutes to cycle which yields n≈600. Solving a problem of 
this scale is already difficult. The full problem is even worse 
though. In the full domain model the calculation for Ti 
considers air recirculation between chassis as well as the AC 
which would increase this value to  where j is the 
number of thermal points of interest. Large data centers can 
have tens of thousands of chassis, yielding millions of 
independent variables. Polynomial time solutions are quickly 
overrun. 

 Fig. 5. Synchronization and discretization mechanism enabling Non-
Markovian description of Equation 2.  
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III. Alternative Approach 
After this treatment this domain may seem quite difficult to 

model, but most of the difficulty arose as artifacts of semantic 
mapping and algorithms limited to a rigid set of semantics. 
There are simple, intuitive solutions we could consider if the 
planning semantics were more extensible and the planning 
process facilitated dependency injection for control to benefit 
from our intuition.  

Intuitively, a good solution to this domain is one that keeps 
the load among chassis roughly equal so that when one chassis 
is cooled all chassis benefit without overcooling. Furthermore, 
due to the super-linear cost of cooling it is more efficient to 
spread jobs out over time, cooling just as much as is needed to 
meet the thermal constraint of the chassis. 

Declarative planning semantics could be formulated to 
address the semantic mapping problems demonstrated in 
section II. However, that would only serve as an incremental 
nudge to the limitations experienced by cyber-physical system 
owners and any polynomial time solution will become non-
performant as the domain scales. 

We observe that domain semantics are complex in a myriad 
of ways that exceed component semantics. If semantic 
misalignment is the cause of problems then models need to be 
used by components intact. This requires extensible 
components. We provide a model-independent planning 
algorithm below which exemplifies this point. 

This requires important divergences from the typical 
approach: 
� Where possible, the component should be model-

independent. 
� Where not possible, allow knowledge injection to 

augment a limited set of semantics. 
� Where knowledge injection within the function is not 

possible, allow bypassing the function if the component 
consists of multiple functions. 

The modeling semantics of the JPDL framework serve as 
our baseline [13]. An API implementing these semantics can 
create classes for States, State Variables, Effects, Constraints, 
and Goals with reserved semantics for a state-space planning 
algorithm defined below. Domain authors create subclasses to 
define their model. The methods reserved by these classes can 
implement arbitrarily complex behavior while interfaces can 
be used enable an extensible algorithm.  

In this case we link the modeling methods to a Mathematica 
library. The contribution function of a scheduled job, s, is just 
an indicator function of the job’s heat over a range. Li(t) is a 
sum of these contribution functions. TAC(t) is an arbitrary 
function which the planner can set as an Effect. Ti implements 
Equation 1. The definitions below were used to generate the 
continuous graphs in Figure 4 and 5. 
 

LBase[s_] = Piecewise[ 
{{0, 0 ≤ t < s[StartTime]}, 

 {s[Job][Heat], s[StartTime] ≤ t < s[StartTime] + s[Job][Runtime]}, 
 {0, s[StartTime] + s[Job][Runtime] ≤ t }}] 
 

L[t_] = Plus[Map[LBase, S]] 
 

TAC[t_] = Piecewise[{{0, t < 0}, {t, 0 ≤ t < 2}, 
{-2t + 6, 2 ≤ t < 3}, {0, 3 ≤ t}}] 

 
T[x_] = L[x] + Integrate[TAC[t], {t, x-ts, x-te}]/(ts-te) 

 
The system has two constraints. First, all jobs exist in the 

schedule sufficiently before their deadline. Second Ti(t) < 
TiMax(t) . The goal of the system is to schedule all jobs 
without violating constraints. This concludes the modeling 
portion. 

Next we define the semantics for a state-space planning 
algorithm we call the Planning Branch algorithm which uses 
the above definitions. 
 A World Model W is a tuple {Pv, S, EL, CL, GL} consisting 
of a paired Identity and Primitive set Pv, a State S, an ordered 
pending Effect set EL, a Constraint set CL, and a Goal set GL. 
It contains all information required for backtracking and 
exploring planning branches. 
 A Decision Epoch Pattern P is a tuple {Pv, V, f(Pv, V, W)}  
that uses a paired Identity and Primitive set Pv, a set of State 
Variables V, and Boolean function f(W) that takes a World 
Model W and to evaluates whether a pattern contained within f 
with parameters Pv and V is matched by W. When this pattern 
is matched a decision epoch occurs as described in the 
Planning Branch algorithm below. 

A Checkpoint C is a tuple {W, P} consisting of a World 
Model W and a Decision Epoch Pattern P which triggered it. 
An initial decision epoch occurs after the problem is 
instantiated during which P is a reserved type. Otherwise, 
Checkpoints are created when P is matched by W. 

A Checkpoint Link L is a tuple {EL, PL} consisting of a set 
of Effects EL containing planned actions and a set of Decision 
Epoch Patterns PL which are used to trigger the next decision 
epoch. Checkpoint Links are created by Planning Heuristics 
during decision epochs. 

A Link Tree T is a tuple {C, TC, LP, TP} of a Checkpoint 
value C, a set of children Link Tree nodes TC each associated 
with a Checkpoint Link {L, TC}, a parent Checkpoint Link 
node, LP, and a parent Link Tree node, TP, which provides an 
easily traversable structure for planning heuristics. 

The Link Tree is a public structure which tracks search 
history both for the planning heuristic and for any surrounding 
code to analyze. 

A Planning Branch B is a tuple {T, L} consisting of the 
Link Tree node T to branch from and the Checkpoint Link L to 
branch with. 

A Planning Heuristic H is a set of functions fC(C, W, P) 
and fB(B, W, C) that return a Planning Branch to explore next. 
The Checkpoint function, fC, responds to a Decision Epoch 
Pattern being matched by World Model. The Backtrack 
function, fB, responds to Constraint violations. 

The Planning Branch algorithm is detailed in Figure 6. In 
our API, the domain author creates subclass implementations 
for most of these symbols. The base classes are semantically 
important for the implementation of the Planning Branch 
algorithm but whatever functionality they provide can be 
extended using object-oriented paradigms to support models 
of arbitrary complexity. The algorithm is model-independent. 
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The World Model W contains the invariant portion of the 
problem. This includes the Mathematica definition for the 
chassis and jobs. Conversely, the State contains the variable 
portion of the problem including the current schedule, TAC, and 
Ti. 

For this domain, it is sufficient to trigger a decision epoch 
each time the Effects of the last planning step have 
successfully been applied. 

Because Checkpoints are constructed by the planning 
algorithm a Checkpoint Factory is required to enable 
dependency injection for domain-specific Checkpoint 
creation. The Checkpoint contains job slack times with respect 
to the existing schedule and an iterator which creates the next 
schedule for the heuristic. 

The majority of the planning logic occurs in the Planning 
Heuristic. This is where most of the ambiguity of how to solve 
the problem resides and where this work differs significantly 
from domain-configurable planners. The Planning Branch 
algorithm makes no attempts to guarantee completeness or 
optimality except for what the domain experts guarantee 
within their implementation. However, there is nothing 
preventing a generalized heuristic from working within this 
algorithm which solves general planning problems for 
constrained models exactly the same way academic planning 
solutions do today. The problem could even be defined in an 
existing planning language. Hence, this work is compatible 
with other existing research techniques in planning. 

The planning heuristic encodes many pieces of domain-
specific knowledge which it uses to solve this domain 
efficiently. This includes: 
� A basic thermal-ignorant earliest deadline first (EDF) 

scheduler. 
� A slack evaluator which determines time ranges for 

each chassis a job could be migrated to. 
� An overcooling evaluator which determines how much 

heat could be added to each chassis at each point in 
time without modifying the current TAC function. 

� A solver for a TAC function which does not violate the 
thermal constraints. Our implementation uses simple 
piecewise-linear segments such as those shown in 
Figure 4. 

� A job migration function which migrates jobs from 
areas of overcooling to more optimal areas. 

� A job migration function which migrates sets of jobs 
from thermal peaks to thermal valleys while improving 
overall energy. 

The result of all of this is a greedy, but sub-polynomial, 
solution which finds a sort of local optimum of a job schedule 
and TAC function. As the schedule slack diminishes the 
thermal-aware schedule approaches that of a thermal-ignorant 
schedule. As the schedule slack increases jobs will be spread 
out in time and across chassis such that waste cooling and 
thermal peaks are minimized. This capitalizes directly on our 
intuition about the domain and all parts of this can be refined 
until a solution is reached which provides an acceptable 
tradeoff of runtime vs energy efficiency. 

IV. Related Work 
The semantic mapping issues identified by our example 

domain were caused by non-Markovian actions and 
discretizing continuous variables. 

Work has been done on the former using discretized 
temporal logic and on non-Markovian rewards but no work we 
are aware of solves non-Markovian models in a continuous 
space. [14-16] 

Some work has also been done identifying the problems 
caused by discretizing continuous representations in spatial 
domains and countering these challenges using domain 
predictive control methods. [17] 

Older work exists on PDDL+ on hybrid domains with a 
combination of discrete and continuous signals. [18] A AAAI 
workshop is scheduled to address the challenges of these 
hybrid domains in August which should greatly expand the 
existing work on this topic. 
 Facilitating domain author control within the planning 
process is something that has fallen out of fashion despite its 
early successes. [5] Over a decade ago, work which 
capitalized on domain-specific knowledge was more common. 
In the 2000 and 2002 International Planning Competitions 
domain-configurable planners dominated the performance 
with planners like TLPlan, TALPlanner, and SHOP2. [19-21] 
Authors of this early work believed that this direction was not 
only beneficial but indispensable. 

 

1. B:=H.fC(C, W, InitialP). 
2. Initialize W to explore B. 

if B = null then fail end if 
T := B.T 
W := clone(T.C.W) 
W.EL := B.L.EL  W.EL 

3. Explore B. 
for all e  EN do W:=e.f(W) endfor 
for all c W.CL do 
  if c.f(W) = false then 
   B=H.fB(B, W, C) 
  endif 
endfor 
for all p  L.PL do 
  if p.f(W) then 

T.TC := T.TC  new T{ new C{W, P}, {}, B.L, T} 
goto 2. 

endif 
endfor 
if En ≠ {} goto 3. Endif 
if g.f(W) g W.GL return plan endif 

4. Stalling has occurred. B:=H.fB(T, W, StallC) goto 2. 

Fig. 6. The Planning Branch algorithm performs a state-space search
incorporating domain-dependent knowledge. 
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“… can often convert an intractable planning problem to a 
tractable one; i.e., it can often be the only way in which 
automatic planning is possible.” [19] 
 
“The approach appears to be the key to the next order of 
magnitude scaling of state-space planning algorithms. 
Problems that could not be solved in days could be solved 
in seconds with additional axiomatic knowledge.” [22] 

 
Since then no domain-configurable heuristic languages have 

been officially developed. Rather, domain-configurable 
planners exist with no unifying representation. The lack of 
progress and apparent regression of domain-configurable work 
gives the general appearance of a cultural bias in planning 
against domain-configurable work. 

As further evidence, most recent work in this direction has 
appeared immediately outside the planning community in 
areas like logical programming and answer set programming. 
[23-24] All examples of domain-configurable work we are 
aware of impose modeling limitations. This is an unfortunate 
state of affairs for CPS owners and leads many applications to 
use simpler, less efficient technologies. 

 
“Given the hardness of generating domain models for 
planning, many users are not exploiting automated planning 
but use easier approaches, even if they are less efficient 
[25].”  
 
Despite this, work on cyber-physical systems continues to 

grow. Even within the narrow context of planning there have 
already been many notable scientific achievements. Some 
high-profile examples include satellites and the ISS, the Mars 
rovers, and the DARPA grand challenge winner. [26-28] 

However, for the foreseeable future, physical models will 
exist on or beyond the frontier of expressiveness. As long as 
this remains the case we recommend that more thought be 
given not only to the components as they stand but also how 
they can be extended to models of arbitrary complexity. 

V. Conclusions 
Accurate models are important because they are necessary to 
ensure the safety of the system and improve efficiency by 
cutting slack from the margin of error. Extensible components 
are important because they enable accurate models to be used 
in practice. This can improve performance and allow 
refinement when a component isn’t sufficient for the task. 
Both of these empower CPS developers to produce more 
refined and impactful systems. We as a community should 
develop extensible components because ultimately they have a 
greater impact on the bottom line. 
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Abstract – Cyber-Physical Systems (CPS) are seen as true 
technology enablers for new complex industrial applications 
from the perspective of the Industry 4.0. In this context, the 
challenges of advanced laser material processing applications 
present an interesting research area where CPS could be used 
for the real-time control and monitoring of such complex 
processes. In this article we present a method to monitor the 
correctness of the commanded position of galvanometer 
scanners using real time spectral analysis. We also provide a 
reference design based on FPGA that tests the proposed 
method. We also present a case study that has proven to be 
effective in the detection of high frequency components and 
target laser pattern degradation.    

Keywords: CPS, Laser Manufacturing, Galvanometer 
scanner, FFT, FPGA

1 Introduction 
In the last couple of years, initiatives such as Industry 4.0 

in Europe or industrial internet and the advanced 
manufacturing in the USA are experiencing an important 
momentum [1]. The idea of integrating ICT technologies in 
the industrial value chain has been an important research topic 
for years, but it is now when the concept of a new industrial 
revolution based on smart transducer, the power of the cloud 
and Industrial Internet of Things (IIoT) devices and their 
integration with manufacturing management systems is 
getting the support from governments, policy makers and 
companies [2].  

On the other hand, data privacy and cybersecurity issues 
have been some of the most important factors that have 
slowed down the introduction of ICT in industrial 
environments. There has also been a discussion in the research 
community whether these new concepts are real and have 
come to stay or if they just are empty concepts that have been 
boosted by the hype [3].  

Nevertheless, due to the Moore’s law, the computational 
power of new generation integrated circuits has improved in 
such a way that it is now possible to implement complex 
cryptographic algorithms and real time control and 
communication applications in embedded systems. 
Companies like Xilinx are making a huge effort developing 
new FPGA architectures such as the new Ultrascale MPSoC 
to solve the computational and connectivity needs of these 

new generation industrial embedded devices [4].  In addition, 
communication security algorithms have reached a point of 
maturity in a way that important industrial stakeholders can 
rely on the technology. 

In this regard, Cyber Physical Systems (CPS) play an 
important role in this upcoming industrial revolution. CPS 
systems are connected computational nodes that interact with 
their surrounding physical world and processes enabling data 
access and data processing services through the internet with a 
special focus on data integrity, data reliability, privacy and 
communication security [5]. 

The introduction of CPS elements in industrial 
environments has coined the term Cyber-Physical Production 
System (CPPS). Such devices will potentially allow the 
migration from the traditional automation pyramid towards a 
more distributed architecture, which will blur the boundaries 
between process control, plant management and enterprise 
and resource management levels.     

In order to secure the adoption of the concepts embraced 
by the Industry 4.0, CPPS systems will have to address 
several R&D challenges: 

• Predictability and Adaptability: using reconfigurable 
manufacturing systems (RMS) [6]. 

• Interoperability: with the introduction of high level 
communication protocols such as OPC-UA[7].

• Communication security: with the help of standards 
such as ISA/IEC-62443 for industrial automation and 
control communication security [8].

• Robustness and scalability: through the usage of 
cloud computing and resource virtualization. [9] 

• Autonomy and cooperation: with the implementation 
of holonic architectures [10].

CPPS can thus be seen as technology enablers for 
complex industrial processes. In this regards, advanced laser 
material processing applications present an interesting topic 
where the capabilities of CPPS systems could be used in the 
monitoring and control of the laser process [11]. In this work 
we focus on laser applications where laser galvanometer 
scanners are used to deflect the laser beam and generate laser 
patterns in a way that a controlled energy deposition on the 
material is achieved.  

The paper is organized as follows: section 2 is dedicated 
to describe the motivation of this work and makes a brief 
overview of laser beam deflection systems. In section 3, we 
present our proposed solution for the real-time monitoring 
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system of the galvanometer scanner positioning commands 
based on frequency analysis. Section 4, describes the 
implementation of the proposed solution in a Xilinx SoC. In 
section 5 a case study is analyzed focusing on the generation 
of a simple laser beam pattern. Sections 6 presents a brief 
discussion on the obtained results and future work and finally 
in section 7 we present our conclusions summarizing the work 
that has been carried out. 

2 Motivation and state of the art 
The main element of a laser beam deflection system is a 

2D galvanometer scanner. A 2D galvanometer scanner is 
composed of two mirrors coupled into their respective 
galvanometers which are precisely positioned to deflect the 
incident laser beam in the X and Y direction. Each 
galvanometer is a mechatronic system with three main 
components: an actuator, typically a permanent moving 
magnet DC motor, a detector for the position of the mirror, 
and an electronic drive that produces control signals to 
position the mirror in the desired angle [13][14]. 

 The deflected laser beam is then focused into the image 
plane using an f-theta lens. In ordinary lenses the laser beam 
position depends on the tangent of the scan angle whereas f-
theta lenses present a linear relationship between position on 
the image plane and the scan angle. In addition to this the 
typical scanning angles are small enough so that the 
relationship θ≈tan(θ) can be considered to be true [15]. This 
yields to the following relationship between the scan angle 
and the position in the image plane: 

� � �� � ���	 
� � �� � �
�
 � �� �� ��	 
� � �� ��
�

(1) 

where f is the focal length of the f-theta lens and �
� and 
�
the scan angle for x and y axis respectively. Figure 1 shows 
the diagram of a 2D galvanometer scanner. 

Figure 1. Laser beam deflection process using X-Y 
galvanometer system [15]. 

Most commercial galvanometer scanner systems use a 
common communication protocol called XY2-100. The 
protocol provides a serial communication for each laser beam 
deflection axis and common clock and synchronization signals 
for the serial communication streams generated by the master. 

The maximum clock speed is usually limited by the 
capabilities of the deflection system and the galvanometer 
position controller electronics, but it is typical to find a 2 MHz 
clock signal in most of the systems. The sync signal asserts a 
logical cero at the last bit of each data frame otherwise it 
remains at logical one, and it is used to notify the end of frame 
to the slave. Each data frame consists of 20 bits of length 
which yields to a 10 μs frame duration with a 2 MHz clock 
signal. Each data frame is composed of three fields: Control, 
data and parity. The three most significant bits are dedicated 
to the control command, the following 16 bits compose the 
data field and the least significant bit is a parity bit with even 
parity. Figure 2 shows the XY2-100 communication protocol 
diagram. 

Figure 2. XY2-100 galvanometer scanner position control 
protocol. 

  It is out of the scope of this paper to present a complete 
description of the protocol and just the basic control command 
is going to be analyzed; the set position offset command. The 
set position offset command is used to position the 
galvanometer within its value range (control command: 0x03 
hex). The position set point value is specified using the 2 Byte 
data field providing a 216 step resolution.  

The spatial resolution in the image field directly depends 
on the distance between the image plane and the f-theta lens 
and the maximum deflection angle achievable by the 
galvanometer scanner. In some applications where the spatial 
resolution is not important a greater distance can be used 
between the deflection unit and the image plane, obtaining 
higher speeds as the same pattern can be drawn with lower 
angles. 
  The frequency response of a galvanometer scanner 
system dramatically decays for frequencies above 1kHz and it 
is not able to respond to frequencies above 5kHz [14]. As a 
consequence, when a galvanometer scanner is exposed to 
these frequency ranges the servo actuator works in an 
overloaded working zone, experiencing high mechanical 
stresses that will cause the actuator wearing and eventually 
yielding to a system failure. This rises the need of a protection 
system against high frequency position commands. In addition 
to this, there are several advanced material processing 
applications in which both the energy addition kinematics and 
patterning of the laser beam are a key factor of the process 
[16][17].  
  Most galvanometer scanner controller cards run under 
non-deterministic operating systems which can introduce 
errors to the commanded position. In addition to this, the 
commands sent to a galvanometer controller could be wrong 
due to a software bug or an operating system crush. This and 
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other reasons raise the need of a monitoring system to activate 
alarms and protect the laser beam deflection unit from high 
frequency position modifications and monitor the correctness 
of the commanded patterns. 

3 Proposed solution 
In this work we propose a real time monitoring method 

for 2D galvanometer scanner position control commands 
based on the spectral analysis of the commanded patterns 
using short time Fourier transforms. 

Every band limited signal can be reconstructed from its 
frequency transform when the sampling rate is greater than 
two times the maximum frequency of the signal [18]. In this 
regard, the frequency spectrum of a band limited signal could 
be used to characterize it. 

The XY2-100 protocol provides 100k samples per second 
at at typical clock rate of 2 MHz, and the commanded patterns 
will rarely be grater than 1 kHz due to the physical limitations 
of a galvanometer. The commanded position signal can be 
modeled as an oversampled discrete signal of the figure to be 
generated. As the maximum frequency to be monitored is 5 
kHz, the signal must be decimated by a factor of 10 to obtain 
an equivalent sampling frequency of 10 kS/s. In order to avoid 
aliasing, an antialiasing filter must be applied before 
decimation [18].  

����� � ������ (2) 

where ����� is the pattern signal sampled at 100 kS/s and 
filtered by the antialiasing filter with �� � ���� and ����� is 
the decimated signal. The samples are then stored in a buffer 
to feed the Discrete Fourier Transform (DFT). 
  Before applying the DFT, a windowing function is 
multiplied to the buffered samples to minimize the effects of 
discontinuities that occur when there is not a coherent 
sampling [19][7]. The resulting signal is then fed to the DFT 
computing the Short Time Fourier Transform (STFT) with an 
overlap of O and L samples between adjacent blocks.

Figure 3. STFT: sample overlapping scheme between 
consecutive FFT computations. 

  The short time Fourier transform of the decimated signal 
is mathematically defined as: 

���� ��� � �� ! ����� " ��� # $����
������ �% ���� " ��� # $��� # &'()*

+
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(3) 

were DTFT is the Discrete Time Fourier Transform. In order 
to have a discrete STFT, the continuous STFT is sampled in 
the frequency domain from ω=0 to ω=2π.  

0�1� 2 3 1� 3 4!! " 5 6 ��7 � �
8�

4!! 1�

The discrete STFT is then expressed as: 
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The DFT is calculated using a Fast Fourier Transform 

(FFT), and the result compared to the pattern FFT. The 
difference signal is finally evaluated to detect any perturbation 
with respect to the pattern figure. 

Figure 4 shows the diagram of the proposed galvanometer 
scanner position command monitoring system for one 
channel. 

Figure 4. Galvanometer scanner position monitoring system. 

The evaluator is able to detect malfunctioning situations 
by analyzing the energy in each frequency bin and comparing 
it to the pattern frequency domain signal.  

4 Implementation 
In order to test the proposed method, we have used a 

RAIO laser embedded control platform. The RAIO platform is 
based on a Xilinx Zynq System on Chip (SoC) which 
incorporates a dual core ARM Cortex-A9 based processing 
system (PS) and a Xilinx programmable logic (PL) in a single 
device and multiple XY2-100 and laser control interfaces. The 
PL allows to program the XY2-100 and the signal processing 
algorithms in hardware, so that a real time monitoring system 
can be implemented.  

For the FFT a comparative study has been done 
evaluating different radix-4 and radix-2 implementations in 
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hardware and software for several FFT sizes as shown in 
Figure 5. The hardware implementations of the FFT have 
been tested using Xilinx’s FFT IP-core running at 200 MHz. 
The multiply and accumulate operations have been performed 
in the DSPs of the FPGA and the core has been configured to 
be a dual channel FFT so that X and Y channels can be 
computed in parallel. The input data are complex values 
expressed in 32 bit floating point format and as the input 
samples are real values the imaginary parts are zero valued. 

Figure 5. FFT computation latency comparison. 

As the sampling frequency is 10 kS/s the maximum 
frequency to be monitored is 5 kHz, which is more than 
enough for the galvanometer scanner position signal. In order 
to obtain a frequency resolution of at least 0.5 Hz an FFT of 
32768 points must be used, obtaining an effective frequency 
resolution of 0.3 Hz. Using the radix-4 algorithm in HW takes 
2 ms for both X and Y channels. The time to fill each FFT 
buffer at the specified sample rate is 3.27 seconds and in order 
to have a sub-second time resolution sample overlapping must 
be applied. Table 1 shows different achievable time 
resolutions for the STFT for different overlapping values. 

Table 1. Time shift between FFT computations depending on 
the overlapping amount. 

Overlap 
50% 75% 90% 95% 

Time (s) 1,6384 0,8192 0,3277 0,1638 
  
Taking all this information into account the final design 

has been done with a 32768-point radix-4 algorithm 
implemented in hardware using an overlap of 90% between 
simultaneous FFTs.  

For the synchronization and communication with external 
components the HSR/PRP switch and IEEE1588 IP-cores 
from SoC-e have been used. The HSR/PRP IP-core provides 
high availability and communication redundancy using two 
networks and duplicating the frames. The duplicated frames 
must then be analyzed and discarded but the IP-core makes all 
this processing transparently. HSR works similarly but using a 

single LAN being the basic topology a ring [20]. The 
HSR/PRP switch is used in the design to communicate with 
the other elements in the network which also use HSR/PRP. It 
is also important to synchronize all the elements in the 
network and the PTP protocol has been selected for that 
purpose. The PTP protocol as defined in IEEE1588-2008 
standard provides synchronization accuracies in the 
nanosecond range [21]. PTP has also been used to provide the 
time stamping of the alarms using a common time base. 

  
Figure 6 shows the diagram of the SoC design. The 

XY2-100 protocol signals are received through the XY2-100 
IN interface and are redirected to the XY2-100 OUT interface 
allowing analyzing the XY2-100 protocol without interfering 
the process.  The received points are then transmitted to the 
evaluator using an AXI4 stream channel to feed the FFT core 
in the evaluator. This allows performing an on-the-fly data 
analysis exclusively using programmable logic components to 
raise alarms through a General Purpose Input Output (GPIO) 
interface. The evaluator IP-core can be configured and 
monitored using an AXI4 interface to communicate it with the 
processor system (PS). Finally, the IEEE 1588 and HSR/PRP 
cores are connected to the PS to provide precise timing and 
high availability and redundancy capabilities to the system. 

Figure 6. Implementation of the design in a Xilinx Zynq 
SoC. 

5 Case study: Elliptic pattern 
To test the presented design a simple elliptic pattern has 

been chosen as a reference. The normalized X and Y axes 
signals are presented bellow: 

� � 2@A B 2@5 CDE�8� # A22 # F�
 � 2@A B 2@8 EG	�8� # A22 # F� (5) 

Figure 7 shows the received signal after decimation 
resulting in a discrete signal sampled at 10 kS/s. The X and Y 
signals commanded to the galvanometer scanner generate the 
elliptic pattern. 
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Figure 7. 5 periods of normalized X and Y position 
command sampled signals (10 kS/s). 

The frequency domain representation of this signals can 
be used to monitor the received pattern. Figure 8 shows the 
FFT of X and Y signals module and phase. The signals have 
been windowed using a Kaiser window and fed to the 32768 
point FFT.  

Figure 8. Frequency domain characterization of the elliptic 
laser beam pattern (NFFT: 32768, Sampling frequency: 10  

kS/s and Kaiser window). 

To test the system, fault injection has been carried out in 
channel X. For the X signal after 2 seconds a frequency shift 
has been introduced for 2 seconds, which simulates a 
deformation in the pattern. In a real situation, this would be 
equivalent to a wrong laser energy addition to the material 
that could result in a wrong material processing. Then after 6 
seconds from the beginning of the test high frequency 
components are added to the signal. High frequencies put the 
galvanometer scanner under high mechanical stresses that can 
lead to mechanical degradation and eventually to a system 
failure. Both of this situations must be detected in order to 
prevent galvanometer degradation and process degradation. 
Figure 9 shows the spectrogram of the pattern signal, the 
commanded signal and the difference of the spectrograms. 
The spectrogram shows how the frequency spectrum of the 
signal changes over time. Comparing the measured signals 
frequency to the pattern it is possible to detect undesirable 
frequency components that can signal malfunctioning 
situations.  

Figure 9. (a) Pattern signal spectrogram, (b) Measured signal 
spectrogram with fault injection, (c) Difference signal 

spectrogram fed to the evaluator. 

The evaluator is able to detect undesired high frequencies 
and pattern degradation situations by analyzing the energy in 
each frequency bin. As the frequency resolution is 0.3 Hz and 
time resolution is 32 ms, the system is able to accurately 
detect and signal the external components (laser power 
generator and laser scan command generator) protecting both 
the galvanometers and the processed material. 

6 Discussion 
The presented solution has shown to be strong detecting 

errors in the laser scanner position commands. It is especially 
efficient at detecting high frequencies that can deteriorate the 
mechanical parts of the galvanometer scanner. In the case of 
simple patterns, the detection of signal degradation has also 
shown to be efficient, being able to raise an alarm and stop the 
laser process in 32.7 ms. 

In the case of complex patterns, the detection of changes 
in the frequency spectrum of the signal results to be more 
challenging. Even though, changes in the signal spectrum are 
easily detectable, it is more difficult to relate spectrum 
changes to a specific cause. This complicates the control 
strategy to be followed by the laser power and scanning 
controller. 

For complex patterns it can be interesting to use machine 
learning techniques and classifier algorithms to help relating 
frequency modifications to specific causes so that a proper 
laser control strategy can be carried out. 

Some commercial galvanometer scanners also provide 
position feedback for each channel. In this regard, future work 
will be focused on studying the cross-correlation of the 
commanded and feedback signal that can help to accurately 
detect the galvanometer scanner angular drift so that a real-
time corrected position can be commanded to each 
galvanometer. 

A lower frequency resolution could also be used for the 
same application making it possible to implement the FFT in 
SW. Nevertheless, it has to be taken into account that the FFT 
implementation in hardware allows to compute the X and Y 
transforms in parallel. Moreover, when computed in hardware 
the CPU remains idle and the processor time can be used for 
other purposes or go to a CPU sleep mode obtaining a very 
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energy efficient implementation. In addition to this, the 
configurable nature of the FPGA can allow to monitor 
different laser scan heads in parallel which in software would 
have been impossible to achieve with a dual core ARM 
Cortex-A9. 

7 Conclusions 
CPPS systems are emerging as the distributed cooperative 

entities that will enable the next industrial revolution bringing 
a more efficient industrial environment with a higher level of 
automation improving the robustness, adaptability and 
predictability of industrial manufacturing processes with a 
significant increase in productivity. 

 In this context, we have presented a solution to 
automatize the monitoring of pattern based laser beam 
deflection systems treating the laser position command signals 
as periodic discrete signals that can be characterized and 
evaluated in the frequency domain. 

We have then presented a reference design that 
implements the proposed method in a Xilinx based System on 
Chip, implementing the signal processing directly in the 
FPGA part of the device. In order to have robustness and 
redundancy in the communications we have introduced an 
HSR/PRP IP-core in the design and a PTP IP-core for the 
synchronization of the elements of the network and sub-
microsecond time stamping for the alarm events. 

With the presented solution it is possible to automatically 
detect high frequency components in the galvanometer 
commanded position and deviations in the commanded 
patterns with a resolution in frequency of 0.3 Hz and a 
resolution in time of 32 ms. A better time resolution could be 
achieved by using a higher overlapping value between FFT 
iterations but this would introduce unwanted effects in the 
frequency domain. Another solution would be to decrease the 
amount of decimation in a way that a higher effective sample 
rate would be achieved, allowing to fill faster the input sample 
buffer. This solution would need an FFT of more samples in 
order to get an equivalent frequency resolution. 

The detection of high frequency components results to be 
very effective allowing to signal the scan controller so that the 
damage to the scan head can be minimized. The detection of 
the degradation of simple patterns can also be very effective 
monitoring pattern frequency shifts and pattern degradations.  

The proposed method can also be used to make an 
estimation of the galvanometer scanner angle drift in time by 
comparing the commanded and actual position when special 
galvanometer scanners with position feedback are used. 
Future work will be focused on the study of the correlation of 
the commanded and actual galvanometer scanner position, 
allowing to infer galvanometer scanner angle drifts in real 
time allowing to adjust the commanded position taking into 
account the instantaneous angle drift. Future work will also 
cover a more robust method to monitor complex laser 
patterns. 
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Abstract – User Interface (UI) is one of the primary 
components of any operating system. In many cases, efficiency 
or ease in using a feature provided by the operating system 
depends on the UI. Advent of touchscreen technology makes 
this issue more prevalent in mobile devices like smartphones 
and tablet computers. In this paper we investigate four user 
interfaces in their vanilla state, including both mobile and 
desktop platforms, and identify the limitations the UI imposes 
on interaction with the system. We suggest that increasing 
user’s field-of-view (FOV) can mitigate several such 
limitations. In particular, we explore the use of head mounted 
display (HMD) over traditional two-dimensional screen to 
increase user’s FOV. Finally, we use mathematical analysis to 
substantiate our claim. This paper is our attempt to propose a 
direction in the future of user interfaces of operating systems. 

Keywords: User Interface, Head Mounted Display, Field-of-
View, Operating Systems 

 

1 Introduction 
  The manyfold increase in popularity of personal 
computers has forced the computer manufacturers to ensure 
that the demands of the user base are met. One of the primary 
demands of the users is usability of the computing system. 
Especially, the users demand systems to be easier to interact 
with, that is, more intuitive and easy to handle user interface 
(UI). Therefore, developing new user interface or supporting 
newer interaction mechanisms in existing operating systems 
is a constant challenge for system designers. In the past, the 
design of the operating system was limited by the existing 
hardware. Consequently, users of a computing system had to 
interface directly with hardware as the concept of operating 
system was at primitive stage. With the introduction of video 
display terminals (VDT), operating systems evolved to add 
more features and increase usability of the systems. This 
evolution led to advent of command-line interfaces (CLI) that 
became one of the primary mechanisms used for UI. 
However, it was not until the first personal computer with 
actual graphical interface supporting colors that the usability 
of computers increased. Since then UI designs have come a 
long way but still primarily focused on supporting system 
features in a two-dimensional way. With increasing size of 
monitors and support for multiple monitors users now can 
utilize the UI more efficiently, but are limited to restricted 

field-of-view supported by two-dimensional screens. Mobile 
devices and touchscreen technologies have added extra 
dimension to the UI design challenges. Some standard 
functionality, like navigating the file system, provided by an 
operating system largely depends on the UI support. Also, 
modern users are keen to move toward intuitive ways (like 
voice control, or gesture control) to interact with a system. 
This trend is clearly evident from growing use of devices 
(e.g., head mounted displays) supporting virtual reality.  
 In this paper we suggest use of such devices to address 
the limitations that current UIs are facing. In particular we 
propose use of HMDs, rather than a typical 2D monitor, to 
increase a user’s filed-of-view. To justify our suggestion we 
examine four major operating systems and highlight their 
limitations to provide some features (we have selected file 
system navigation) due to current state of the UIs. Though 
there are many modifications available to each of these 
operating systems, for consistency we refer to the vanilla 
state of the UI after a fresh install. We show mathematically 
how the FOV can be enhanced using an HMD and thereby 
mitigates the current UI limitations. This is our attempt to 
provide a futuristic solution to UI limitation.  

 The rest of the article is organized as follows: A 
discussion on portrayal of OS feature through UI in four 
major operating systems has been presented in Section 2 
followed by a discussion on the issues with UI in Section 3. 
Section 4 demonstrates effectiveness of HMD as the futuristic 
UI. In particular, a mathematical analysis for improvement of 
FOV using HMD is presented in Section 4.1. In Section 5, we 
present some of the works that motivated us. Finally, we 
conclude the paper in Section 6. 

2 OS Functionality through UI 
 As mentioned in the previous section, modern operating 
systems might need to portray essential functionalities of the 
system to the users through UI. In this section we explore one 
such essential functionality, namely, file system navigation. 
We have selected four popular (and major) OSs, among 
which two are for desktop systems and two are for mobile 
devices. These operating systems are Windows, Linux, 
Android, and iOS. In particular, we have selected Windows 
10, Ubuntu 14.04 LTS, Android 6.0 Marshmallow, and iOS9. 
Following is a brief discussion on how directories, files, and 
related information are portrayed through UI by the OSs. 
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2.1 Windows 10 
Windows has been the most preferred OS among naïve and 

some of the advanced users, but this success can arguably be 
attributed to successful marketing strategy rather than an 
intuitive user interface. The file system is navigated through 
Windows Explorer that hasn't change much over time. It is 
presented as a window with a scroll box of directories on the 
left. This box has categories such as “Favorites” which are 
infinitely customizable. Just right of the scroll box there is an 
area where icons are displayed and represent files or 
directories. Files might have different icons depending on the 
extension and directories are visible by a simple click. 

As the name implies, in Windows, processes are 
portrayed within a window and the operation of this process 
is contained within a frame so that it is easy for users to 
differentiate between a process and the operating system. 
When developing a windows application, there are many 
tools available that help the developers portray the experience 
they desire. Tabs, charts, and drop-down-boxes are 
commonplace in Windows Forms Applications and they are 
relatively easy to understand. The execution and resources of 
each running process is displayed within the “Task Manager” 
where users can view the status of a process or can even kill 
it. Pressing “SUPER + TAB” can switch between processes 
and all running interactive applications are displayed in an 
assortment of windows. Alternatively, “ALT + TAB” can be 
pressed to display an icon-based list of virtual desktops. 
These features are useful even with a small screen as users 
can switch between different tasks quickly. 

 

Figure 1. Example of Windows 10 Task View [7] 

2.2 Ubuntu 14.04 LTS 
Ubuntu 14.04 LTS comes with Unity interface that is 

surprisingly intuitive yet innovative. In many ways Unity is 
similar to the Windows desktop experience. There is a 
launcher bar that is persistently displayed showing all open 
applications and there are some icons to launch more 
applications. Windows are used to portray a running process 
that users can interact with. There is an application called 
“System Monitor” that allows users to view the resources 
being used by each process and they can kill processes from 
here. Ubuntu's application switching environment known as 

“Workspaces” is also very useful; it allows users to bring up 
different assortments of windows and save their states. Each 
assortment is switchable by a grid and by default there are 
multiple tiles as shown in Figure 2. 

 

Figure 2. “Workspace” implemented in Ubuntu 

2.3 Android 6.0 Marshmallow 
 Android 6.0 Marshmallow is the latest iteration of 
mobile operating systems from Google. File explorer designs 
for mobile operating systems need to be much different than 
desktop operating systems. The reason is twofold: (a) the 
devices with mobile operating systems have limited screen 
size, and (b) the use of touch-screen technology as a way to 
interact with the device. The file explorer in Android 6.0 is 
definitely not intended to be a commonly used feature. It is 
hidden in the Options menu and offers a simple interface 
where directories are listed as a vertical list (shown in Figure 
3). Upon entering a directory, files are displayed as tiles with 
small previews of what each file contains. Interactive 
processes are not in “windows” but usually exist as non-
scalable tiles that occupy the whole screen. It is possible to 
split the screen and display multiple applications at once, but 
this is highly limited by screen space. Application switching 
is extremely simple with this operating system. The swipe up 
and down action is bound to bring up a screen where running 
applications are displayed horizontally across the screen. The 
status of each application is displayed in small squares and 
has a visual representation of its UI included in the frame. 

 

Figure 3. Android 6.0 Marshmallow file manager [8]
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2.4 iOS9 
 iOS9 offers no intuitive way to browse the integral file 
structure of the system, rather Apple encourages cloud file 
hosting. Nonetheless, there are individual applications to 
browse type of structures. By not offering a way for the users 
to browse the file system of iOS9 device, Apple has 
simplified the user experience but sacrificed a key component 
of the UI of an operating system. Apple introduced a new 
way to switch applications on the release of iOS9, after 
double tapping the home button, open applications are 
displayed as three dimensional skewed frames with 
representative screens of the open UI. This presentation of 
switching is similar to the “WINDOWS + TAB” method 
introduced in Windows 7. There is no vanilla way to access 
the CPU usage or running processes of an iOS9 device. This 
is possibly to simplify the user experience but again limits the 
purpose of the operating system as a medium between the 
user and hardware.  

2.5 Reflections 
 From the above discussion we conclude that modern 
operating systems rely heavily on the hardware (screen size) 
for providing functionalities to the user through UI. There are 
arguably many applications that can change the functionality 
of each of these operating systems, but as mentioned before, 
we are exploring the UI of each OS in a vanilla state. 

3 Issues with UI of Modern OSs 
        In this section we intend to highlight the issue of limiting 
factors due to the UI of an operating system where the 
software and hardware is capable of performing a task, but 
the UI makes it difficult or impossible for a user to execute it. 
For example, as mentioned in Section 2.4, there is no easy 
way for a user to explore the file system of an iOS9 device. 
Perhaps this is to justify the “ease of use” benefit, but this 
implies that exploring a file system is difficult in the first 
place. This is an example of the sort of problems that can be 
solved with an innovative and easy to understand UI. 
 When there is a useful or innovative way to portray the 
UI of an operating system, it seems many companies are 
quick to release similar variations of the same design idea in 
order to maintain market presence. When the first iPhone was 
released along with iPhone OS 1.0, there was a shift in the 
market from traditional number pad controlled mobile 
operating systems to interactive touchscreen operating 
systems [1]. While this innovation might often be attributed 
to the software, the operating system of previous mobile 
devices was truly limited by the hardware. By making a large 
touch screen that engulfs the entire front of the device, Apple 
found boundless flexibility in what could be displayed and 
therefore could produce a simple and easy to use operating 
system that became immensely popular. The main point that 
should be deduced from this is that the introduction of a new 
hardware can enable huge innovations in software and thus 
solve some of the limiting factors of user interface of the past. 

    Amongst the operating systems examined in this paper, 
there are trends of limiting factors that are prevalent. File 
exploration is an integral function of an operating system, 
however, it has not changed much since the first window 
based user interfaces. There are indications that the modern 
implementations of this feature are difficult for new users to 
understand. For example, Android 6.0 has this feature hidden 
in the options menu and Apple has decided to completely omit 
it from iOS9. When we analyze the way file systems are 
portrayed to the user we see that it is done on a directory 
dependent basis where only the files and sub-directories 
contained within the current directory are displayed. This can 
be confusing to a new user because it is barely representative 
of the actual file structure of a system. More advanced users 
recognize that a file structure is like a tree where directories 
organize related and sub-related content. If the user interface 
of a file explorer more closely mimicked the actual structure 
of a file system, it would be easier for a user to understand the 
content being portrayed to them. 
 Part of an operating system is its ability to manage and 
run processes both for the user and itself. Many of the user 
processes are presented on a screen with a graphical user 
interface. This has been the trend especially for desktop 
operating systems and is a relatively intuitive way of 
interacting with an application. However, due to each 
application’s share of screen, it is nearly impossible to 
manage more than a few applications at once on screen 
without having some way to switch between them. We have 
analyzed the way Windows 10 and Ubuntu 14.04 attempt to 
solve this problem by offering virtual desktops or arrays of 
open windows that are switchable. While it is true that our 
eyes might only be able to view a single window at once, the 
movement of our eyes to view another application is faster 
and much more intuitive than task switching on a single 
display. This is why many users choose to operate with 
multiple monitors on a desktop. While multiple monitors 
enhance the scope of UI in terms of coverage of field-of-view 
(FOV) of the user (provide better visibility), it is not space-
effective, as the user needs to find place to set up multiple 
monitors on the his/her desktop. Therefore, just as Apple's 
innovation in mobile computing, solving this problem will 
require the introduction of a new hardware. 
 
4 Future of User Interface with HMDs 
 The main purpose of an UI is to allow the users easier use 
of the computer system through abstraction. This abstraction 
started with text form (command line), evolved to GUI 
(including colors and icons), and now evolving to “hands-
free” technologies like voice or gesture controls. Along this 
line, in the past few years head mounted displays (or HMDs) 
have caught the attention of many consumers and developers 
as a new way to view or display contents. HMDs like 
HoloLens [2], Google Glass [3], PlayStation VR [4], and 
Oculus Rift [5] use virtual augmentation of the surroundings 
through a headset. These HMDs have stereoscopic displays 
enabling each eye of the user to see a different image from the 
other, thereby enabling three-dimensional objects to be 
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represented to the user by a computer. Additionally, most 
HMDs offer tracking in both translation and orientation. This 
allows a computer to track the movement and position of a 
user's head when wearing the display.  
 

 
 

Figure 4. Oculus Rift VR [9] 
 
The operating systems and user interface supporting such 
devices can be categorized to provide “virtual reality” (hence 
VR). In this type of UIs, elements can be put anywhere within 
the 3D space and allows users to interact with UI elements in 
an intuitive way. Thus, users and designers get more freedom 
and can treat UI elements as physical objects. This offers an 
improvement on our current two-dimensional desk-mounted 
displays by adding the third axis (z-axis) using a high field-of-
view depth sensor that tracks the user’s 3D space. From this 
we can conclude that increasing the field-of-view would 
mitigate the challenges encountered by traditional 2D user 
interfaces. 
 In the next section, we calculate the amount of 
improvement an HMD could bring over a traditional two-
dimensional monitor. In particular, we compare the FOV 
provided by both to measure the improvement. 

4.1 Enhancing FOV using HMD 

4.1.1 Field of View 
 

 
 

Figure 5. Field-of-View of human eye 

Field-of-view is defined as the extent to which an optical 
sensor (like eyes) can see the observable environment. For 
human eyes the typical limit is 200° horizontally. This 
angular range includes both head and eye movement. Figure 5 
shows the filed of view of human eyes in different conditions. 

4.1.2 Enhancing FOV 
 Assuming the typical distance of a desktop monitor from 
a user sitting at a desk be 1 meter, we imagine an 1 meter 
circle drawn around a user’s head. Calculating the distance 
around such a circle (circumference), say cir, is 

cir = 2π×1 meter = 2π meter                       (1) 

Next, we calculate the representation of the possible field of 
view by the user. The average human field of view is around 
200° horizontally [6]. To calculate amount of the circle 
viewable by the user, we divide the normal filed of view by 
360°. Thereby we get the amount of circle visible Vm as 
 

Vm = 200° / 360° = 5/9                                    (2) 
 
Hence, the fraction of the circle viewable (FOVn) by the user 
without movement of eye or head is calculated as  
 

FOVn = Vm × cir                                             (3) 
 
which is, (5/9) × 2π = 3.490658504... ≈ 3.5 meter 
 
Equation 3 shows that the amount of 1 meter circle viewable 
around head of the user at a sitting position in front of a 
traditional two dimensional monitor. The purpose of this 
calculation is to estimate the amount of improvement by an 
HMD over a monitor. Both an HMD and traditional monitor 
do not use the entire field of view of human eyes and 
therefore the efficiency of each must be calculated against the 
complete field of view of the user.  

    We assume that an arbitrary monitor size, commonly 
shipped with modern desktops, is that of 27 inches or about 68 
centimeters. The percentage of the user's FOV that is being 
utilized by a 68cm or 0.68 meter monitor placed a meter away 
from the user’s eyes is given as  

 
0.68/FOVn = 0.19481948056503... ≈ 20%       (4) 

 
Now we calculate the percentage of FOV utilized by an HMD. 
One modern HMD that offers impressive specifications is the 
Oculus Rift [5]. With the Rift, a user can experience up to 110 
degrees field-of-view horizontally [6]. Following the same 
logic as used in establishing Equation 2, the correct result for 
the amount of circle visible inside the HMD, say VHMD is 
 

VHMD = 110° / 360° = 11/36                            (5) 
 

Hence, the FOV for HMD is obtained as  
 

FOVHMD = (11/36) × 2π = 1.92 meter             (6) 
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Therefore, percentage of user’s FOV that is being utilized by 
an HMD-based UI is 

FOVHMD/FOVn   = 1.92/3.5 = 0.54857142857 ≈ 55%    (7) 

Comparing the result to that of the amount of FOV utilized by 
the monitor, in this particular case, the HMD is more than 
twice as efficient as the monitor. The advantage of an HMD 
is illustrated by mapping the FOV as seen in Figure 6. 

 

Figure 6. FOV of hardware vs. User 

4.2 Adding third dimension using HMD 
In addition to giving the user an increase in FOV, one 

must also consider that a head mounted display presents 
stereoscopic images. Most of the current user interfaces are 
two dimensional, however, when granted with a third axis 
user interfaces could be much more efficient at displaying 
information. In the earlier example of a file explorer, it was 
proposed that a more natural way of portraying file structure 
would benefit the users.  

 

Figure 7. Suggested 3D depiction of file system 

With an HMD, file structure can be presented as a three 
dimensional tree where directories and files are nodes in the 
tree. The alternate directories and structures are also visible 
but not the focal point of the structure. This 3D tree structure 
of the file systems is suggested in Figure 7. 

5 Related Works 
    User interface design in an operating system is not a new 
area of research but the focus on innovative user interface 
design, especially three dimension UI design, is shifted 
relatively later. In one of the earlier papers, Hand [10] 
examined correspondence between improvement in the 
interaction techniques and the performance of 3D graphics 
hardware. [11] is another early work in literature that 
suggested a 3D UI design. The paper discussed effect of 
virtual environment hardware on user interactions. [12] is one 
of the earlier surveys that has been done on success and 
failures of traditional UI designs. It also suggested the need 
for 3D design of UI, customization capability by end users, 
and emphasized on speech or camera-based interaction 
systems. More recently interaction techniques in 3D 
environments have been reviewed in [13]. 
         Effect of head mounted displays on filed of view has 
been investigated for a while. In [14] the author investigated 
performance of FOV with HMD on locating a target by 
turning head and moving through a maze-like environment. 
The experiments were conducted on wide FOV HMDs. 
Comparison of distance judgment in real world and virtual 
world viewed with HMD has been experimentally 
investigated in [15]. Enhancing horizontal FOV by using 
“catadioptrical HMD” and “omnidirectional image sensor” 
has been proposed in [16]. The FOV enhancement is achieved 
by placing ellipsoidal and hyperboloidal curved mirrors within 
the HMD. Not only the effect of HMD, the effect of cognitive 
load and age on field of view has also been investigated in the 
field of psychology [17]. 

  Though these works provided new directions in UI 
designs, they did not focus on operating system 
functionalities, especially the file system navigation. The 
ideas presented in these works motivated us to start thinking 
about futuristic UI for operating systems that would 
incorporate some of the ideas and hardware mentioned above 
and would improve functionalities of an OS.   
 
6 Conclusions
 The importance of UI in an operating system cannot be 
overstated. User interfaces can solve or create problems 
depending on the implementation and the presentation of the 
workings of an operating system to a user. Increasing user’s 
filed-of-view is one solution to current limitations. 
Introducing a third dimension into a user interface is another 
obvious place for improvement. Virtual reality devices like 
head mounted displays can provide both solutions: it 
enhances the user’s field-of-view, and can provide a 3D 
interface to operating system features. The authors 
acknowledge that perhaps HMDs are not the solution to all UI 
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issues, but certainly can provide a direction to the 
advancement of I/O hardware to support significant 
improvement. Modern computing power would easily support 
a three dimensional operating system but it would be difficult 
to portray it on a two dimensional display.  HMDs can 
mitigate this challenge. That way, these devices can find 
efficient usability outside gaming world and can provide UI 
support in more generic sense. It may also lead to a paradigm 
shift in computing. 
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