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A. Hansen, M. C. Lewis
Department of Computer Science, Trinity University, San Antonio, Texas, United States

Abstract— In this paper we explain the various features of
Rust in the context of an n-body simulation, with the purpose
of making a strong case for the usage of Rust in numerical
simulation programming. Our n-body simulation involved
calculating gravitational forces among many bodies. We
implemented a large simulation and observed how these
features can benefit or harm the programmer. Covering
topics such as the type system, slice types, the Borrow
Checker, mutability, and the potential for parallelism, we
show that Rust’s guarantees about safety are useful and
practical in simulation programming, and can save time in
the development process.

Keywords: Rust, kD-tree, n-body, simulations, memory safety

1. Introduction

The field of programming and application development

has shifted dramatically in the last two decades with the

rise of the web and the web application. New projects are

often done using dynamically typed scripting languages that

are far removed from the hardware they run on. This is

not only a result of the rise of the web, but also due to

the separation between available computer power and the

tasks that most people perform. There are still some areas,

like systems programming and numerical simulation, where

people actually need to get the full performance of their

machine without the language doing things that get in the

way. For the most part, that means that these applications

are written in C, C++, or even Fortran. Of these, only C++

has really kept up with advances in modern programming

languages. While many new languages have been developed

in the last 30 years, almost none of them, with the exception

of D, have been aimed at system level programming. Rust

aims to bring many of the advances of modern languages to

this space.

In C/C++, maintenance issues can arise in long-term

projects stemming from memory leaks or bugs related to

a lack of "safety" of code. This issue as been addressed in

many ways, but is often not entirely avoidable. Rust prevents

these conditions as a feature of the design, therefore they can

not be a problem. This allows the programmer to focus on

designing and improving the code.

2. What is Rust?
Rust is a relatively new programming language with

guarantees about safety1 and statically guaranteed memory

safety[6]. The compiler for Rust checks for potential errors

and insecurities through the usage of something called the

"Borrow Checker"[1]. The design of the language, that being

the blocks it is defined upon (to be defined later), is also

integral to these guarantees. Since all of the guarantees

come from the compiler and design, and not runtime checks,

Rust claims to have performance comparable to C/C++, the

current standards in fast simulation coding. It aims to be a

safer alternative to these languages.

The Borrow Checker supplements the design of the lan-

guage by ensuring that there is never more than one binding

to a resource on the heap. As soon as the binding, which

is on the stack, to that resource, on the heap, goes out of

scope, both the binding and the resource are deallocated. The

Borrow Checker enforces the rule that only one binding to

a resource is permissible at a time, so this deallocation will

never result in "null pointers". Consider the following code.

let first_binding = vec![’a’, ’b’, ’c’];
let second_binding = first_binding;
let a = first_binding[0];

This code will not compile, stating that the value held

by first_binding was moved to second_binding.

Using first_binding at all after this relocation is a

safety violation and is therefore non-permissible. Either the

data itself must be cloned manually, or the programmer must

make a design change using borrowing. By borrowing, I

mean using references to treat data in an immutable manner.

The "building blocks" of this language are devised from

some core principles. In order to guarantee that no memory

can become unreachable without deallocation and that non-

allocated memory values can never be read, Rust asserts

that all memory must have a unique binding responsible

for it. When this binding goes out of scope, so does the

memory. A binding can be transferred from one variable to

another, but there can never be more than one. Rust then

asserts that memory can never be in a mutable state and

aliased via multiple pointers. Safe aliasing is done using

borrowing, the idea of temporarily lending a value through

references. While these building blocks are formally safe,

1While this has not been formally proven, the “building blocks” of the
language are formally safe and the language is specifically designed to be
safe as well [5]
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the combination of them has yet to be proven equivalently

safe, although that is the design idea of the language[6].

3. Our Project
Our project was to test the speed claims made by Rust by

re-implementing a numerical simulation previously written

in C++ and determine how it impacts the design process.

As the second part of the goal is inherently non-objective,

we will present observations without interpretation of them

being good or bad. We also were learning more about

Rust while we were programming the simulation. Since

this is a situation most Rust programmers are in right now

(very few people program Rust professionally), we feel

that it is fair to present our observations of learning and

implementing large scale, efficient Rust code. Currently, our

Rust implementation is slower than our C++ implementation,

but we believe it is premature to say this is because of Rust’s

inherent speed, rather we haven’t fully optimized it. We hope

to follow this paper up with a more formal paper on the

speed capabilities of Rust, once we feel we have sufficiently

optimized the program that we can conclude the achived

speed is reflective of the language capabilities.

3.1 Our Simulation
The simulation is an n-body simulation that calculates

gravitational forces and applied them. We used a kD-tree to

store the particles. This structure allows major optimizations

when calculating gravitational forces among the bodies. The

kD-tree is a binary tree at its core, where each node splits

upon a single axis in k-dimensions. In our case, as this

was a three-dimensional particle space, we used a three-

dimensional tree. Each node splits an axis at its median, x,

y, or z, (whichever has the greatest range) and then stores

the particles with a lesser value on the split axis to the

left and a greater value on the split axis to the right. This

pattern continues until each node contains fewer than some

specified number of particles. For most of our work, each

node contained three particles. This means that all of the

particle data is actually stored in the leaves of the tree, and

all internal nodes serve only for organizational purposes,

optimizing certain calculations.

Gravity calculations are done by a few functions.

The first function, particle_gravity takes two

particles, a and b, and returns the gravitational

force they exert on each other. The second function,

get_gravitational_acceleration takes a

particle and calls particle_gravity on (almost)

all other particles in the tree. Finally, a function

called tree_gravity takes a kD-tree of particles

and calculates all of the accelerations by calling

get_gravitational_acceleration on every

particle. This is the overall flow of our implementation.

Gravitational calculations require that each particle feel

the force of all other particles. By default, this is an O(n2)

operation, which makes it intractable for large systems.

One of the most common ways of improving on this is to

use a spatial tree [2]. These methods calculate interactions

over longer distances between single particles and mass

distributions of groups of particles. The original work by

[2] used an octree with the monopole moment of the mass

distribution. More recent implementations use other trees,

like the kD-tree, and go up to hexadecapole moments [7].

As was mentioned above, this work uses a kD-tree, but

considers only monopole moments to keep the code simpler.

These codes use a constant value θ that represents the

opening angle between the particle and a node that is

used to determine if an interaction can be done with the

collective mass distribution or if the recursion needs to

descend to the children. This effectively sets the accuracy

we are willing to sacrifice to gain efficiency. The following

inequality determines whether or not we treat a node as a

mass distribution, which one can view as one giant particle

given the limit to a monopole expansion. If it evaluates to

true, then we treat the node as a large particle, a process to

be explained later, and if it is false, then we recurse to its

child nodes, if it is not a leaf, and do the same calculation. If

it is a leaf, then we go ahead and calculate the gravitational

forces from every particle it contains.

Let dist be the distance from particle part to the center

of mass of node node. Let max_di be the maximum range

of particle coordinates along any dimension for particles in

the leaves that are descendants of the node.

dist ∗ θ2 > max_di2

In order to convert a node into a "giant particle", we treat

the center of mass coordinates as the position value and the

mass as the total mass of all particles that node represents.

This is all we need for gravity calculations.

4. Why Rust?
Rust is often spoken of as the answer to unsafe code. For

this reason, it seems like it would be a very good candidate

for projects that could very quickly become large in terms of

length of code. Tracking down issues such as memory leaks

and segmentation faults can take weeks of development time,

if a situation is particularly bad, and if one uses standard

Rust style, this will not be an issue.

4.1 Advantages of Rust in Simulation Pro-
gramming

The most imperative requirement in large-scale simulation

programming is that of speed. A language’s performance on

certain benchmarks can be vital to its usability in large-scale

simulations. As Rust performs as well or better than C++ in

many benchmarks[3], this seems like it would lend itself to

simulations rather well.

A language that is practical for simulation programming

should also allow the user to focus on the mathematics and
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logic of the simulation over the computer’s most safe and

efficient methods of operating. Rust’s guarantees of safety

should allow this to be attained, preventing the programmer

from having to concern himself with issues like null pointers.

We will investigate how difficult it is to actually access this

speed.

The next requirement would be ease-of-use. This is where

many people complain about the status quo and seek to

move to "better" languages. As Rust provides entirely dif-

ferent paradigms for data usage2, the design process could

be impacted greatly. Rust boasts higher-level syntax than

most low-level languages, which could make mathematical

programming more readable, also providing a motivation for

simulation use.

Often, C++ is hard to maintain as memory leaks and type

bugs infiltrate a project as it ages. This is something that is,

by design, not an issue in Rust. In areas where Rust loses in

speed compared to C++, it often makes up for in guaranteed

safety where C++ does not[9]. This also is a major benefit

to using Rust in large numerical situations. If you program

something in Rust, and avoid the use of the unsafe keyword,3

you can be very confident that your simulation will be safe

and have integrity.

Using the "unsafe" word in Rust can be appropriate, but

is often avoided. It is used in Foreign Function Interface

(FFI), the process of linking functions from other languages

into Rust, as any function written in a language other than

Rust cannot have the same guarantees. Unsafe can be used

either in a function declaration, a trait declaration, a block

of code, or a trait implementation. It allows you to have a

global static mut variable, call other unsafe functions,

or dereference a raw pointer[4]. If a programmer can avoid

using these three features, then he/she can be confident in

the safety of his/her code.

One instance of an error that was caught at compile in

Rust that could have potentially taken weeks of time to find

otherwise arose from a situation similar to the code below.

fn main() {
let mut x = vec![’a’, ’b’, ’c’];
for _ in 0..10 { take_ownership(x); }

}
fn take_ownership(v: Vec<char>) {

}

This causes an error, stating that the value previ-

ously at x was moved to the first calling of the

take_ownership()function, and once the loop iterates

again, that value no longer belongs to the variable x. After

take_ownership() takes ownership of x, reassigning it

to the variable v, v goes out of scope, causing the vector data

2These being the "safe blocks" that Rust is built upon
3This turns off some of Rust’s safety guarantees to let you do things that

would otherwise not be allowed by the compiler.

on the heap to become deallocated, as a part of Rust’s design.

In the simulation code, this would have caused undesirable

results as the vector should have been declared inside of the

for loop, eliminating the ownership issues.

We hope to show the design differences in Rust and how

they behave in real programming situations.

4.2 Disadvantages of Using Rust in Simulation
Programming

In simulation programming, it is important to be able to

dictate efficiency. That is, the ability to clearly make a more

efficient choice against a less efficient choice. While this is

inherently dependent upon the programmer’s mastery of the

language he/she is using, we found that it can sometimes

be unintuitive as to which method will be more efficient in

Rust, when faced with options. This can sometimes lead to

confusion, until someone else points out a more "idiomatic",

although sometimes unintuitive in relation to established

programming languages, approach and then efficiency is

achieved again.

Rust’s radically different data schemes behave differently

than most programmers are used to, and this can further

muddle the line between efficient and not efficient. In the

beginning phases of becoming a Rust programmer, strug-

gling to understand the borrow checker is often common.

The error messages are helpful, but the guarantees of Rust

come with a penalty of restricting what is commonplace in

other languages. This can be viewed as a disadvantage if the

objective is to get a project written and running in a short

period of time.

In Rust, a structure cannot be defined in terms of itself.

In order to achieve a recursive structure, one must have a

pointer, or in Rust terms, a "box", to another instance of the

structure. This creates a pointer to memory on the heap, on

the stack. instead of directly creating the structure definition

on the stack. This can lead to some unsightly handling of

structures. The following structure would not compile, as the

structure cannot have itself as a member.

struct Node {
left: Node,
right: Node,

}

However, the following code would compile, as a the child

nodes are "boxed".

struct Node {
left:Box<Node>,
right:Box<Node>,

}

Occasionally, a programmer might come across a data type

where, in order to maintain safety, he/she must chain to-

gether a lot of functions to access members via borrowing.

An example of this is below.
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let left_mass = root_node.left
.as_ref()
.expect("")
.total_mass;

let right_mass = root_node.right
.as_ref()
.expect("")
.total_mass;

The combination of as_ref() being required to access

a field, requirement that data structures must be defined

non-recursively, and that expect() takes ownership of

a value, causes some occasional unsightly requirements to

access fields of a structure without taking ownership of them.

This was later minimized by enumerating the node type, but

examples similar to this are still easy to find.

5. Implementation
This section will cover the observations we gathered from

the development process of the Rust implementation.

5.1 Rust’s Appeal to Specifically Numerical
Simulations

Rust boasts several convenient performance claims. One

is that it is a non-garbage collected language, and yet

it does not require manual memory management. While

programming in Rust, the programmer will often be aware

of the memory he/she is using due to the nature of the Bor-

row Checker preventing moves and Rust’s lack of implicit

cloning.

Rust’s design was also heavily influenced by the func-

tional programming paradigm. This means that the program-

mer can take advantage of some high level syntax, including

option types that do not hurt performance, a strong type

system (that supports type inferencing), and the ability to

program with a frame of reference closer to the mathematical

problems as opposed to the computational problems. This

does not sacrifice the low-level properties of Rust, however,

as these constructs can be applied to very low-level types

and functions.

The Borrow Checker is very beneficial to numerical

simulations. This is because it guarantees that your values

will not be mutated while other computations are happening,

and it will never be deallocated when you do not expect

it. At compile time, anything that could result accessing

null/deallocated values will be prevented.

Code that has been written in Rust also provides for

an easy transition from a single-threaded simulation into a

parallel simulation, as data races and other problems are

avoided. In Rust, data safety across threads is achieved via

the type system. The type system only allows values to be

shared across threads if they implement two traits, send
and sync. These two traits are essentially promises that the

data will not mutate while being accessed. The send trait

means that the type can be sent across threads without issue

(immutably), and the synctrait means that the type will

not mutate internally while being accessed from different

threads[8]. This, combined with the concept of ownership

applied to threads, prevents data races at compile time. As

only one thread can own a variable at a time, and they can

only be transferred across threads safely, this combination of

the type system and ownership guarantees safe concurrency.

This is a great thing to have when writing large simulations.

Lastly, the community of Rust is great and helpful. This

was another aspect of Rust that was actually part of the de-

sign, as it is stated on Rust’s website[4]. The language even

has a moderation team and anti-harassment policies, plus

beginner-friendly areas. It is not difficult to go online and

get code reviews, helpful tips and explanations, or general

support and feedback from many sources like Internet Relay

Chat, the Rust forums, and other online communities.

5.2 Implementation Details
In Rust, something that is "safe" is something that does

not use the "unsafe" keyword.4 Often, programmers rely

on unsafe code to speed up their data structures, thus

eliminating the guarantees for minimal gain. We opted to

write an entirely safe data structure within the confines of

the borrow checker, as recommended, so we could rely on

the guarantees of Rust.

Rust’s borrow-checking and no-null-pointers guarantees

saved the simulation on multiple occasions, as references

would go out of scope and the lifetime of the variable would

not be long enough. Once aware of this aspect, it was not

an issue, however.

5.3 Using Vector Slices
In the C++ implementation, the memory-objective was

held by storing indexes of the global particle vector that

the tree was based off of to refer to particles. In this

way, the vector was never cloned. Originally, the Rust

implementation allocated vectors to store almost all of

its data. This included in calculations such as those that

occur in get_gravitational_acceleration.As it

turns out, vector allocation was a major bottleneck and

still continues to the largest consumer of time in our Rust

implementation. In order to get around this issue, the C++

implementation used indexes to refer to particles and never

actually populated vectors. If a range of particles was needed

from index value 10 to index value 200, it would just

store these index values. This saved the C++ implementation

from a fair amount of vector allocations as well as memory

consumption. In Rust, however, the tree was not based off of

an array in the first place. It was based off of a recursively

defined node structure. This meant that no global particle

index values were available. However, each leaf node had a

4This is not always true. Some library functions require inherently unsafe
things like manually managing pointers for vector allocation. These things
use "unsafe" Rust but are presented as safe, so they do not count.
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vector of particles. Rust has a type called a vector slice, the

type signature for which is &[T]. ’T’ in this case stands for

a type, so for us, the signature was &[Particle]. When we

compared the speed of the program when it used excessive

vector allocations to when we implemented slice usage, we

saw great performance increases. By switching to slices, we

were able to get the runtime down by a third.5 The top

consumer of time is still memory allocations, however.6

5.4 Ending Time
We still have not managed to get the Rust implementation

to a point at which we feel it is as fast as possible. Currently,

it is slower than the C++ implementation by almost a factor

of five. We hope to change this in the near future and include

optimized time comparisons in a follow up paper.

Below is a table with time comparisons of our current

Rust implementation and C++ implementation. The value

n denotes the number of bodies. The times were taken

by advancing the simulation five time-steps (a time step

constitutes calculating all of the acceleration values and

rebuilding the tree once). For both implementations,

θ = 0.2. Times were taken as an average of multiple runs.

C++ Rust

n
10000 0.768s 9.198s

20000 1.671s 49.273s

50000 4.696s 259.116s

As you can see, our current situation is that the Rust code

is much slower. However, with the performance of Rust on

common benchmarks[3], we should be able to optimize the

implementation much more.

6. Conclusion
The simulation is currently in a state where it could be par-

allelized without much trouble, thanks to Rust’s guarantees.

It is currently in a state of optimization, however, which is

proving difficult as we have not developed a mastery over the

language yet. Once adopting the mentality that the borrow

checker provides, however, it becomes easy to write safe and

efficient programs. Programming in Rust has a different sort

of flow, however. Most of the time programming is spent

sorting out compiler errors as opposed to runtime errors and

debugging. There are many aspects of Rust not discussed

in this paper, such as lifetimes, that did not appear as very

relevant in this implementation. Overall, the design of Rust

lends itself to extremely effective and safe code, but at the

cost of a learning curve. Our development process allowed

us to observe how the features of Rust can be used to

implement safer code than in competing languages, namely

5Or, more precisely, a 31.63% average reduction in runtime.
6It is very convenient that Rust supports profilers to view its annotated

source code. We used Valgrind for this statistic.

C++, in large numerical simulations. We hope that this

paper will serve as an exposition to a follow-up where the

runtime of the Rust implementation is comparable to that of

the C++ implementation (something that should be possible

according to the benchmarks at [3]). We also hope that this

paper will foster interest in writing numerical simulations in

Rust.
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ABSTRACT

The Kawasaki diffusion model model provides a foundation for

understanding phase separation in various physical and model

systems including alloys. We use a graph component labelling

technique to identify and analyse the clusters formed in Monte

Carlo simulations of the Kawasaki model in three dimensions

after long simulation times. We provide some visually rendered

snapshots of the system over its phase diagram. We find that

the giant component cluster dominates the behaviour through

formation of percolating string-like spinodal structures over a

remarkably wide range of concentrations and quench tempera-

tures. We discuss the emergence of this complex spatial struc-

ture and its variations in thickness, density and energy over this

range.

KEY WORDS
computational modelling; Monte Carlo simulation; computa-

tional physics; complex systems; visualisation.

1 Introduction
Understanding complex systems and spatially emergent be-

haviour remains an important general use for computer simu-

lation models. Materials such as alloys and other mixtures can

be studied using the behaviour of models such as the Kawasaki

diffusion model [27–29] as a baseline. Some properties of the

Kawasaki system such as the nucleation of particles in it follow-

ing a quench and its phase separation behaviour [30] have been

studied extensively, but a systematic study of connected compo-

nents in large scale realisations of this model have been difficult

due to limits on computational memory and speed performance

of the simulation model itself [40, 41] and also the component

analysis techniques [21], until recently.

We have simulated large scale Kawasaki systems over long sim-

ulation times to obtain model configurations that are represen-

tative of the long time-scale behaviour of this model. We have

used graph connected-component labelling to identify and mea-

sure various properties of the system to explore whether a sin-

gle giant component is always formed and what effect it has

on the overall behaviour of the system. We have found that

Figure 1: Largest Cluster - showing fully spinodal structure - of

2 State Kawasaki model run for 32,768 steps at 50% concentra-

tion and quench temperature of 3.0.

over a remarkably wide range of temperatures and concentra-

tions, a single giant cluster does form and completely dominates

the bulk behaviour of the systems properties such as the en-

ergy. This spinodal decomposition mechanism [1, 15] has been

widely studied using simulations and real experiments using mi-

croscopy and neutron scattering on real alloys. We are not aware

of any extensive work studying simulation microscopic details

using graph component labelling before however.

In addition to its use as model for binary alloys [24] and mate-

rials science mixtures, the Kawasaki base line model has been

used to study a diverse range of applied systems including:

coastal erosion [17]; non-Newtonian fluid layering [22]; pair

annihilation and multi species screening [16]; photobioreactors

[18]; and art systems such as falling sand pictures [35]. It forms

the basis for transport [26] and diffusional behaviour in more

generalised agent-based models [13]. Its general properties can

be analysed theoretically [32], but much of its complex spa-

tial behaviour is still difficult to analyse and indeed characterise

without recourse to computer simulation and visualisation.
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Gaining insights into simulation model such as the Kawasaki

system are quite difficult in dimensions higher than two [38].

Looking inside three dimensional systems is difficult and only

to some limited extent do graphical renderings help this endeav-

our [20]. We present some renderings of the three dimensional

model over a range of concentrations and temperatures, giving a

visual representation of phenomena over a large part of its phase

diagram.

Figure 1 shows the largest fully connected cluster in a Kawasaki

model, aged for 32,768 Metropolis steps at temperature of 3.0

and concentration of 50%. The structure is a full spinodal or in-

terconnected single component, percolating the periodic lattice

of 1283 sites completely.

There are a number of features of the Kawasaki model that we

do not explore including the many variations of simulation dy-

namics using various dynamical schemes [36] and these have

been well studied before [23]. For this present work we focus on

use of the simplest Metropolis Monte Carlo dynamical mecha-

nism [2, 3] for our studies here.

Graph component labelling [7] is a computationally demand-

ing for the large system sizes [39] we report on here. Recent

work with Graphical processing Units (GPUs) has allowed ar-

ray parallelism to speed up some of these calculations consider-

ably [19]. We outline our generally approach in this present arti-

cle but defer details of component labelling optimisation to [19].

Our article is structured as follows: In Section 2 we outline the

Kawasaki model and its formulation for simulation purposes.

In Section 3 we outline our method for identifying spatial con-

nected components in model configurations. We present a range

of visual and quantitative results in Section 4 and a discussion

of our observations of the giant component cluster behaviour in

Section 5. We offer some conclusions and areas for further work

in Section 6.

2 Kawasaki Exchange Model
In formulating the Kawasaki model we first consider a two

component substitutional alloy consisting of a single crystal or

lattice of material. We restrict the model to just two atomic

species.There are only two chemical species occupying the sites

of a regular lattice. While they will oscillate about some mean

positions, the bulk material retains its structure and the average

positions do not change, and so there are no interstitial atoms

permitted. We take there to be N atoms on the lattice and sub-

divided by chemical species into NA of species A and NB of

species B so that N = NA + NB . Focusing our attention on

species A the number of possible arrangements W of the NA

atoms of species A is simply given by:

W =
N !

NA!(N −NA)!
=

N !

NA!(NB)!
(1)

given that the A-species atoms are individually indistinguish-

able. The micro-structure produced by the set of atomic arrange-

ments constitutes a microstate of the model alloy and to make the

model able to simulate the dynamics of an alloy, it is necessary

to impose a dynamical scheme whereby the system can explore

all its microstates.

We need a model for the interactions between the species and

the simplest model Hamiltonian (H) consists of an assignment

of pair-wise bonds or interactions between neighbouring atoms.

We formulate this in terms of a local concentration variable ci
for each lattice site which has the value 1 for A-sites and value

0 for B-sites. The Hamiltonian can then be written in terms of

coupling constants V
ci−cj
ij between sites i and j.

The Kawasaki model Hamiltonian or the energy functional for a

binary alloy of the two species “A” and “B” is thus written:

HAlloy = H0+
∑

i�=j V A−A
ij cicj +

V A−B
ij ci(1− cj) +

V B−A
ij (1− ci)cj +

V B−B
ij (1− ci)(1− cj) (2)

in terms of the potential terms V . All these parameters used

in the Hamiltonian can be specified explicitly, or we can limit

the model to nearest neighbour uniformly isotropic interactions,

so that only one parameter V A−A is retained. For simulation

purposes we can focus on a V between like-like species. By so

expressing this one parameter in Boltzmann units of kbT , we are

implicitly specifying the temperature T of the system which can

be used in a quench experiment.

This Hamiltonian does not have an explicit dynamical scheme,

and so one must be imposed artificially using standard Monte

Carlo techniques to make the model system evolve between dif-

ferent microstate configurations “X” along a trajectory in state

space that is physically realistic and which will reflect useful

growth properties.

This form of Hamiltonian can in fact be shown to be isomor-

phic to that of the Ising model for a spin- 12 magnet in a mag-

netic field [31] and was first employed by Bragg and Williams

to study order-disorder processes in alloys [4], and by Cernuschi

and Eyring as a model for lattice gases [6].The Hamiltonian can

then be written in the form:

HIsing = −
∑
i�=j

Jijsisj +H
∑
i

si (3)

where the Ising spins si take the values si = ±1 and are given

by the transformation:

si = 2ci − 1 (4)

ci =
si + 1

2
(5)

In our present work we use the simplest case of this, where the

interactions are short range nearest neighbour in fact The Ising

coupling parameter Jij can be written as J and taken outside of

the summation. This allows the Ising coupling J and magnetic

field strength H to be written as:

Jij =
1

4
{(V A−A + V B−B)− (V A−B + V B−A)} (6)

H = −1

2
�μA−B (7)
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This only leaves two free parameters, and the alloy Hamiltonian

is thus expressed in terms of only V A−A and �μA−B. The

binary alloy can be thought of as just the A-species in a back-

ground of B. The lattice gas picture merely involves treating the

B sites as “vacancies”. It is possible to reduce the parameters

involved to one, by operating with zero chemical potential, as

described in the dynamical scheme below.

Both the alloy and Ising Hamiltonians as expressed above do

not give rise to their own dynamical equation so it is necessary

to introduce a stochastic mechanism for the system to explore its

microstates. Focusing attention on the A-particles we require a

mechanism for the particles to change position and explore the

lattice but keeping the number of particles present (NA) con-

stant. We need to operate with a constant chemical potential

μA−B without increasing or decreasing the particle population.

This is know as ‘spin-exchange’ or Kawasaki dynamics [27] and

is used for a canonical thermodynamical simulation of the alloy

model whereupon neighbouring site variables ci and ci±1 are

exchanged. The exchanges must be performed with a carefully

specified probability if our system is to have valid thermody-

namic properties.

Recognizing that for a Boltzmann statistical weighting of the

microstates, the probabilities P (X can be expressed in terms of

the Hamiltonians H(X).

P (X) = Ae
−H(X)

kbT (8)

Where A is a normalising constant, kb is Boltzmann’s constant

and T the temperature. This gives:

WX′→X

WX→X′
= e

− {H(X)−H(X′)}
kbT (9)

This does not have a unique solution but the two most commonly

used are [10, 33] and for the purposes of the work reported here

we use the conventional Metropolis solution:

WX→X′ = 1
τ e

−�H
kbT , �H > 0

1
τ , �H ≤ 0 (10)

The simulation time can then be defined in units of ‘an average

of one Metropolis update attempt per site’. It is obviously im-

portant to include every site in this definition of the time-step.

Without such a universal definition, it becomes impossible to

compare other works in the literature and on other different mod-

els, in terms of their dynamical properties. The problem remains

that this is an artificially constructed time. It is also noticeable

that for deep quench experiments, there is little thermal activity

below the phase transition temperature and the system evolves

very slowly. This effect is generally known as hydro-dynamic

slowing down.

The subject of whether the stochastic time variable in a Monte-

Carlo simulation bears any resemblance to a real time remains

controversial [3, 34]. In general it does not, but it is thought

that for certain models it can be scaled to a real time, at least

in the long-time limit. There is strong evidence that the Monte-

Carlo time is scalable to real aging time. We do not address this

controversy in our present work and simply use the Metropolis

update scheme.

3 Cluster Component Labelling
In the context of general graphs and graph theory [11] graph

labelling is a well known problem with relatively easy to under-

stand serial algorithms [8]. More generally, graph component

labelling is a subset problem of the wider graph colouring prob-

lems [5] with a number of known algorithmic variations [9].

A useful perspective on the problem is in terms of equivalence

classes and the popular formulation in Numerical Recipes books

[37] shows how a predicate function that specifies equivalence

or “connected-ness” can be used to iteratively sweep across all

pairs of graph nodes to identify clusters or equivalence classes.

In the case of simulations or applications involving fixed graphs

or meshes, we often know the adjacency lists in advance and it

is not necessary to conduct sweeps over all-pairs of nodes. In

our work, we assume this is the case, and that the lattice nearest

neighbour data structure specifies the subset of nodes that are

considered adjacent to a particular node.

Algorithm 1 Simple Component Labelling of Lattice sites

for all sites k,∈ [0..N − 1] do
initialise site labels lk ← k

end for
repeat

for all sites k do
for all sites j neighbouring k do

if species sk = sj and label lj < lk then
lk ← lj
note changes still occurring

end if
end for

end for
until no further changes

Algorithm 1 shows an elementary way of doing a breadth-first-

search sweep through the sites of the lattice, propagating compo-

nent labels according to connected species of the same site. Var-

ious optimisations and conditions can be added to this simple

outline algorithm, such as a predicate to count only connected

component clusters of a particular species. Doing bi-directional

assignment of the minimum label so that all connected neigh-

bours of site k take on the minimum label at once or adding

global check operations when a particular label is overwritten

can also speed up what is otherwise an O(N∈) complexity al-

gorithm.

The component labelling problem for a d-dimensional rectilin-

ear image is relatively straightforward to formulate. It is re-

quired that each vertex be coloured or labelled with each compo-

nent having a unique integer label. Arbitrary graph vertices can

be indexed explicitly by some integer k but even in the case of

a hyper-cubic mesh, image or lattice, these indices can usefully

encode the spatial dimensions (x1, x2, ..., xd) in some order of

significance [14].

An initial labelling of individual vertices is often the slowest al-

gorithmic component as it may involve sweeping through the

adjacency information iteratively. To make use of the correctly
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Figure 2: 2 State Kawasaki model Phase Diagram, showing

Concentrations horizontally (10%, 20%, 30%, 40%, 50%), and

Temperatures (5,4, 3, 2, 1) vertically downwards.

labelled component information however, an application may

subsequently need to carry out some “book-keeping” operations

to tidy up the label information into another structure - such as a

mapping - whereby subsequent iterations over each component

cluster can be made - for example to compute cluster moments

or average properties such as the energy we compute for clusters

in this present article.

Sequential algorithms for component labelling will typically be

implemented as a sweep through all the graph nodes, adjusting

their component “colours” according to adjacency information

until each component has a single and unique colour - usually in

the form of an integer label. The sweep is usually organised as

a breadth first tree search, with various accelerating heuristics,

depending upon properties of the data. Some formats lend them-

selves particularly well to various heuristics and also to parallel

algorithms. Data-parallel GPUs are well-suited to carrying out

the operations of component labelling and the hosting CPU can

usefully be employed fairly easily to carry out the book-keeping

support operations serially, and usually with more ordinary or

global memory available than the dedicated memory available

on the GPU card [19].

4 Simulation Results
We carried out a range of computer simulations of the Kawasaki

model and measured the bulk system and component cluster

properties. Figure 2 shows a tableaux of renderings of the 2-

species Kawasaki exchange model simulated on a three dimen-

sional cubic lattice of size 1283 for 32, 768 = 215 Metropolis

time steps. The concentration parameter is shown horizontally

and the temperature vertically with “hot” at the top.

The critical temperature for this model is known to be around 4.5

for a 50% system and we observe structures on all length scales

available at C = 50, T = 4 (right column, second from top)

and with coarser “cleaner” structures at temperatures colder and

noisier structures at higher temperatures. Lower concentrations

still allow a percolating spinodal structure to form albeit requir-

ing quite long simulation times as we have applied, to allow it to

properly form at lower concentrations.

As can be seen the size and shape of the structures formed varies

considerably. It is difficult to “see inside” the structures and

interestingly when we study the size and shape of the largest

cluster formed we find that it percolates or fully spans the whole

lattice even across the range of concentrations and temperatures

shown.

Figure 3: Whole system energy plotted against simulation times

with curves showing different temperatures for a fixed concen-

tration of 50%. There is a cross over in the T curves.

Figure 3 shows the time evolution of the energy function of the

whole bulk system as it evolves over time. We are primarily

interested only in the long term behaviour of the system. Inher-

ently the system starts after a random initialisation representing

an effectively infinite temperature and is quenched to a finite

temperature as characterised by our parameter T . The system

is inherently far from equilibrium, but does gradually converge

towards a representative state in the long term and in fact slows

down with the changes in behaviour becoming effectively on a

logarithmic scale. The figure suggests that there is a cross over

in temperature.

It is interesting to vary T and C and observe various metrics,

including the energy. We summarise these behaviours in the sur-

face plots below.

Figure 4 shows how the whole Kawasaki system energy (in

terms of like-like species bonds) varies with both concentration

C and temperature T . A saddle point structure is observed in

the surface plot showing how the system remains stuck at low

temperatures.

We are interested in how the component clusters formed in the

model affect its bulk behaviour and in Figure 5 we plot the size

of the largest component cluster formed in the system at var-

ious concentrations and temperatures. The plot varies almost

linearly with concentration as one =might expect, but with two

anomalies. The first is a crease in the surface around the critical
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Figure 4: Energy of 1283 Kawasaki system after 215 Metropolis

steps, as a function of percentage Concentration C ∈ [0, 100]
and Temperature T ∈ [0, 5].

Figure 5: Number of Cells Nmax in largest cluster in 1283

Kawasaki system after 215 Metropolis steps, as a function of per-

centage Concentration C ∈ [0, 100] and Temperature T ∈ [0, 5].

temperature of T ≈ 4 and another at very low concentrations

where the fully connected spinodal structure is not fully formed.

Figure 6: Number of Component Clusters Nc in 1283 Kawasaki

system after 215 Metropolis steps, as a function of percentage

Concentration C ∈ [0, 100] and Temperature T ∈ [0, 5].

Figure 6 shows the number of independent component clusters

in the model and illustrates a relatively smooth surface variation

with both concentration and temperature. Large number of com-

ponents form at high temperatures when the system is noisy and

at low concentrations when it is unable to fully join up into one

giant component.

It is interesting to look beyond just the number of components

and to focus on the number of monomers in the system. Since

Figure 7: Number of Monomers Nmono in 1283 Kawasaki sys-

tem after 215 Metropolis steps, as a function of percentage Con-

centration C ∈ [0, 100] and Temperature T ∈ [0, 5].

the Kawasaki dynamics is manifested through the exchange/d-

iffusion of single particle monomers, we expect them to have a

dominant effect. In fact as Figure 7 shows, the monomer vari-

ation is very similar in structural form to that of the number of

other components, although the scale is significantly different.

There is a variation at high temperature and low concentration,

but otherwise the monomer count surface is similar.

5 Discussion
Close examination of the energy plots from Figure 3 on a log-

log scale suggests that there are likely two regimes (early [12]

and late stage [25]) as shown in Figure 8 where we fit straight

lines to the early and late stages of the curves.

Figure 8: Energy-vs-time on log-log scale for 50% system.

The log-log plot implies that: E ≈ tα where the power can

be determined from the slope of the straight lines that are least-

squares fitted to the early and late stages of the log-log curves

shown in Figure 8.

Figure 9 shows plots of αearly as they vary with temperature

for various key values of the concentration. We observe that

the curves have a peak that occurs at around half the critical

temperature for the 50% system, with corresponding diminution

as critical temperature lowers with C.

Figure 10 shows plots of αlate as they vary over the same range

of C and T . The behaviour is more complicated displaying a

flattish plateau region that stars near the critical temperature and

extends down to temperatures of around 1 with a ringing peak
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Figure 9: Early-stage E-slopes

Figure 10: Late-stage E-slopes

near the critical temperature itself that is more pronounced at the

extreme concentrations of 10 and 90 percent. The system has a

symmetry of course, so that we would expect that 10 and 90 per-

cent systems would be essentially mirror images of one another,

and similarly 20/80 and 80/20 and so forth. We might hypothe-

size that at low temperatures the system has not had enough time

to reach a representative state of its long term behaviour.

Figure 11: Energy (like-like links) of the largest component

cluster.

Examination of the energy of the biggest cluster as seen in Fig-

ure 11 indicates that it varies remarkably little with temperature,

but varies smoothly and systemically with concentration. This

suggests that even at relatively low concentrations, the system

is still dominated by the spinodal behaviour of the largest com-

ponent cluster, and that at high temperature, although there are

more monomers and other clusters of various sizes present, the

spinodal giant cluster still dominates.

We have focused on the 2-species Kawasaki system but it would

be feasible to investigate intermingling effects of more sepa-

rate species in a variation of the Q-State Potts model, but using

Kawasaki dynamics. We might anticipate tangling of separate

spinodal structures might give rise to interesting and complex

inter-facial energy effects.

In this work, we have restricted our work here to three dimen-

sional systems. Two dimensional system have been studied else-

where, but the model would extend in principle to higher dimen-

sions such as 4 or 5. While these would no longer be “physical”

systems, for some models, examining higher, non-physical di-

mensional systems can give insights into whether there are crit-

ical dimensions in the fundamental model itself.

We have used the simple periodic boundary case model nd have

kept each length in each dimension the same length. There

is scope to examine whether finite size effects or non-periodic

boundaries would result in different ways for the material to

form structures and whether this would affect the symmetry of

the spinodal structures significantly.

6 Conclusion
We have simulated the 2-state Kawasaki diffusion model on a

relatively large model lattice size and for long annealing simu-

lation times. We have studied the energy and component cluster

behaviours and have found that the largest component cluster

dominates the long term behaviour of the model system even

at relatively low concentrations as low as 10%, and for all the

temperatures below the critical temperature.

The spinodal structures form and eventually percolate and dom-

inate the system, although they vary in their ability to thicken

and coarsen at different rates depending upon the concentration.

Generally at higher temperatures, spinodals still form and vary

their thickness rate of formation according to concentration but

can continue to exist with more noise - bubble incursions and so

forth into both species’ territory.

It is surprising and interesting to find just how dominant the giant

component cluster is in a model like the Kawasaki system over

such a wide range of concentrations and temperatures. There

is scope to extend the model and analysis for systems of more

than two species present, which may give further insights into

internal structures of more complex alloys.
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Abstract – This research intends to improve the performance 
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factors. A design of experiments and response surface 
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factors on the yield response as well as the output 
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1 Introduction 
 Solar energy is now estimated for one-third of the 
United States new generating capacity in 2014, surpassing 
both wind energy and coal for the second year in a row [1 and 
2]. However the current Photovoltaic (PV) panels are not 
highly efficient. The sources of inefficiency in solar panels 
are related to built in material deficiency (i.e., manufacturer 
spec.), power conversion (DC to AC), environment effects 
(e.g., high temperature), and Status of the solar panel (e.g., 
Orientation and tilting and Cleanness) [3-9]. This research 
intends to improve the performance of the solar panels by 
identifying and optimizing the affecting controllable factors.  

2 Response Surface Methodology  

2.1 Background 
The experiment was designed using Response Surface 

Methodology (RSM). The selection of the method was based 
on both the objective of the experiment and the number of 
factors and levels. RSM can be defined as a combination of 
mathematical and statistical techniques effective for 
establishing, refining, and optimizing processes. It can be also 
used for the design and creation of new products as well as 
improving current ones [10]. The RSM inputs are the 
identified independent variables and the output will be the 
yield response which represents the performance measure of 
the process. The unknown response can be approximated to a 
first, second or third order model. The most used model is the 
second order model (Quadratic) especially if curvature in the 
response is suspected. In this model main effects and 
interaction between factors can be identified. In general, the 
second-order model is: 
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Where:  

jx : Variable j 

jjj ��� ,,0 : Parameters of second-order model 

� : Model response 

Variables ( jx ) usually are coded variables transformed from 

natural variables. The independent variables are called natural 
variables when they are expressed with natural units. 
“…Natural Variables can be transformed to coded variables 
who are dimensionless with mean zero and the same spread or 
standard deviation” (Myers & Montgomery, 2002, p.3). 

An experiment, as described by Montgomery (1997), is a 
test or sequence of tests where deliberate adjustments are 
made to the input variables of a system so that we may detect 
and distinguish the causes for the changes in the output 
response. Designed experiments are used in many disciplines 
and their impacts can be seen in almost every aspect of our 
lives. They help to build our knowledge about certain 
processes and systems which give us insight to enhance and 
improve performance. Engineering fields are one of the 
biggest venues where design of experiment is used. Lower 
costs, new ideas, new processes, new products, and new 
systems are invented due to the practice of design of 
experiments.  

2.2 Factors Identification 
The first stage of the Response Surface Methodology is to 

identify the important factors and their levels. They should 
have significant impact on the yield response. In this 
experiment independent variables with multi levels are 
identified with a goal to study their effect on the response 
yield and to find the optimum setting of the factors’ levels. A 
model of typical process is applied with input, independent 
variables, uncontrollable factors, and output. The photovoltaic 
effect is considered as the process. Two PV panels are used as 
the input materials. The irradiance is considered another input 
to the process. The Date, time, and location were also 
considered as inputs to the process. The temperature of the PV 
panels and the ambient temperature, though measured, were 
considered as uncontrollable factors. General weather 
conditions were considered as uncontrollable factors including 
the clouds and humidity. Tilt angle, Azimuth angle, Wind 
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intensity, and Solar panel cleanness were considered as the 
controllable factors.  

2.3 Factors Levels in Feasible Ranges 
  For four independent variables three levels in the feasible 
ranges were identified: A-tilt angle with three levels of 0º, 30º, 
and 60º from the horizon; B- azimuth angle with three levels 
of 0º, 45º, and -45º from the south; C- the wind with three 
levels of 0, 5.5, and 10 Km/h. The wind factor has been 
achieved through the use of a fan with multiple speeds. The 
speed of the fan was measured through the use of a wind 
sensor. The fan placed in front of the panel with two feet 
distance from the center of the PV panel. The fan was set to 
oscillate to make the air waves cover the entire PV panel. 
Finally, D- the cleanness of the PV panels with three levels. 
Talc was used to emulate the cleanness of the PV panels. 
Three levels of cleanness were determined based on the 
amount of the talc scattered randomly on the surface of the PV 
panel. The levels were absent of talc as 0 gram, ten shakes of 
talc which equal 20 grams as second level. The third level of 
cleanness was twenty shakes of talc which is equal to 40 
grams.  
The two PV panels used in the experiment were identical. One 
panel was placed on the dual axis mechanical system while 
the other was flat on the ground. The rheostats loads that were 
used in the electrical system were identical. To overcome the 
minor discrepancy of the initial output power of the two PV 
panels, a small calibration was applied to them with R1=7.1Ω 
and R2= 7.4Ω. The irradiance of the flat PV panel was 
determined as the input of the process and it was measured 
through the use of an irradiance sensor placed flat beside the 
flat PV panel. Another irradiance sensor was attached to the 
mechanical system and it was subjected to only two factors 
which were tilt and azimuth angles (orientation of the PV 
panel), and their three levels. The second sensor was 
recording the irradiance changes due to the changes in the tilt 
angles and the azimuth angels. The yield response of the 
process was determined to be the recorded power differences 
between the two PV panels. The Selection of the power 
difference as an output was to minimize the effect of the 
variation of the irradiance during the experiment on the 
process. The four factors were selected with high, mid, and 
low levels.   
 
TABLE I. The four uncoded factors with their three levels.                                             
level A=Tilt  

angle 
B=Azimuth 

angle 
C=wind D=Panel 

Cleanness  
Low 0 -45 0 0 

Mid 30 0 5.5 20 

High 60 45 10 40 

 

2.4 Design of Experiments 
Experimental design has been implemented to characterize 

the process in terms of how input parameters affect the power 
output. The main two kinds of designs of Response Surface 

are Central Composite designs and Box-Behnken designs. The 
selection of the type of Response Surface design is the second 
stage. In this experiment Box- Behnken was used. The 
advantages of using Box-Behnken designs are to have less 
design points than Central Composite designs which will 
make it less costly. High efficiency to estimate the first and 
second order model coefficients. The disadvantages are the 
incapability to use runs from a factorial experiments, the 
limitation of three levels per factor while the Central 
Composite can have up to five, and finally they cannot to have 
runs with the extreme value of the factors. 

The software used for the design of experiment and to 
analyze the result is Minitab. The setting included the 
selection of three replications and randomization to reduce the 
bias. The software generated the following 81 uncoded runs. 

2.5 Conducting the Experiment 
The experiment was conducted on 17th and the 18th of 

December 2015. The readings were collected from the data 
aquization system and were inputed to the runs’ charts.These 
runs were later  compared to the data saved in the system to 
guarentee the accuracy.  

 

 
Figure 1.  The PV panel with levels of treatments. The tilt at 
60º, the panel toward the south, the wind at 0, and low level of 
cleanness. 

2.6 Data Analysis 
 The next stage of the RSM is to analyze the data and find 
the RSM coefficients. Minitab is used to perform the 
aforementioned tasks. The confidence level used during the 
analsysis was 95%, and it was two sided.  

The normal probabiltity plot  on the top left of figure 
2 shows normal distrbution of the residuals. The histogram 
plot in the same fgure shows the frequency of the residual. 
The highest residual frequency is around zero. Unusual high 
residuals (-60) can be seen with low frequency.  The residuals 
versus fits plot shows no pattern which support the regression 
model. The residual versus observation order shows 
randamizaton which support the independence assumption.   
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Table II. The analysis of the data using Minitab. 
Response Surface Regression: Power Difference 
versus A, B, C, D  

Analysis of Variance 

Source               DF  Adj SS   Adj MS  F-Value  P-Value 
Model                14  117742   8410.2    16.19    0.000 
  Linear              4  102326  25581.4    49.24    0.000 
    A                 1   45412  45411.6    87.42    0.000 
    B                 1    2604   2604.4     5.01    0.029 
    C                 1      91     90.6     0.17    0.678 
    D                 1   54219  54219.1   104.37    0.000 
  Square              4    9361   2340.2     4.50    0.003 
    A*A               1    2188   2188.2     4.21    0.044 
    B*B               1    2071   2071.3     3.99    0.050 
    C*C               1     254    253.7     0.49    0.487 
    D*D               1    2327   2327.0     4.48    0.038 
  2-Way Interaction   6    6056   1009.3     1.94    0.087 
    A*B               1    2033   2033.2     3.91    0.052 
    A*C               1     377    377.4     0.73    0.397 
    A*D               1     161    160.6     0.31    0.580 
    B*C               1    2617   2616.7     5.04    0.028 
   B*D               1       4      4.1     0.01    0.930 

    C*D               1     864    863.6     1.66    0.202 
Error                66   34286    519.5 
  Lack-of-Fit        10    7254    725.4     1.50    0.163 
  Pure Error         56   27032    482.7 
Total                80  152028 

 
Figure 2. Four-in-one residual plot generated by Minitab. 

 
The calculated P-values through the ANOVA indicate the 

significance of the factors and their interactions on the yield 
response. Some of the factors have a high P-value and they 
were removed from the edited equation (higher than 0.05). 
These factors or their interactions are: C, C², AC, AD, BD, 
and CD. Some of the second order parameters have a critical 
P-value and are kept in the final equation. These include BB 
and AB with a P-value equal to 0.05 and 0.052 respectively. 
The wind factor and its interactions showed insignificant 
impact on the response except the interaction with the azimuth 
angle (orientation) of the PV panel. This might be due to 
uncontrollable natural wind occurred during the experiment.  
The final equations are  

Regression Equation in Uncoded Units 

 

2.7 Optimization 
 The opimization of the response was determined through 
the use of Mintab. The software generated the optimum 
settings of the factors to maximize the yield response. 

The following setting and figure show the Minitab generated 
optimum results. 
 
Multiple Response Prediction 
 
Variable  Setting 
A         60 
B         45 
C         0 
D         0 
 

 
Figure 3. The optimization graph generated by Minitab. The 
four factors and their optimum setting is shown in red. 

The Minitab calculations shows the optimum settings to 
maximize the power difference are achieved when the tilt of 
the PV panel is 60º and the PV panel is oriented toward the 
west and there is no wind and dirt on the surface of the panel.  

2.8 Validation 
  The PV panel was subjected the founded optimum levels of 
treatments on the 26th of February. A sample of the data was 
collected from 27th record and result were close to the 
predicted value in the model (119 W). 

Table III. Validation sample of data. A sample of data from 
the 27th of February 2016 with the optimum settings of 60º, 45 
º from the south, 0 wind and 0 talc. 

Date 
and 
time 

Power1 Power2 Power 
difference 

Irrediance1 Irrediance2 

Feb 27  169.8W 
 

60.5W 
 

109.31W 
 

1000.8W 
 

394.25W 
 

  

3 Discussion and Conclusion 
�  The research used design of experiments and 

response surface methodology to plan, analyze, and 
optimize the experiments.  

� The three out of four factors investigated in this 
research to optimize the performance of the PV 
panels have significant impacts on the power output.  
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� In addition to these factors, other variables such as 
the date/time and the location of the PV panels affect 
the performance of the PV panels as well.  
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Abstract - In this paper, a powerful optimization algorithm is 
used for optimal tuning of different types of PSS to stabilize a 
synchronous machine connected to an infinite bus. The 
robustness of each controller has been evaluated via four 
different types of error criteria and the coefficients optimized 
by the Jaya algorithm which provides reasonable solution. By 
analyzing the results based on the solutions given by Jaya 
algorithm, the excellency of this algorithm in solving such 
problem are obvious. The capability of each controller for 
damping, when acting alone, may be matter of concern, too. 
Finally results obtained for each controller due to different 
criteria, have been compared to show the operational results of 
each controller. 

Keywords: Fractional Order PID (FOPID), Jaya Algorithm, 
PID, Power System Stabilizer 

1 Introduction 
 Service continuity is one of the most important features of a 
power system. This means that the power system must remain 
a reliable power source even after being subjected to a 
disturbance or occurrence of a fault [1]. The main reasons 
which cause instability in a power system are local oscillations 
between generators exist in the same power plant, oscillations 
caused by neighboring power plants and global oscillations of 
unstable generators connected to the same grid. It’s obvious 
that these oscillations (even at low frequency) have negative 
effects on power transferred in transmission lines. 
Disturbances such as sudden load changes or faults lead to an 
imbalance between electrical power delivered by the generator 
and the mechanical power being produced by the turbine. The 
imbalance results in a shaft torque with an accelerating or 
decelerating effect on the shaft line. So considering the 
problem of transient stability which concerns maintaining 
synchronism between generators in the case of a severe 
disturbance, is necessary [2]. 

 The basic role of a Power System Stabilizer (PSS) is 
damping of such power oscillations, by producing electrical 
torque using the excitation system. Lead-Lag, PID and 
Fractional Order PID (FOPID), are different types of PSSs, to 
name a few.  

*Corresponding Author, H. Shayeghi, hshayeghi@gmail.com  

One of the commonly used PSS is lead-lag compensator. 
Although new types may operate better in real-world, i.e. 
industrial applications, but they show robust performances for 
various operating conditions and are easy to implement [3]. 
Beyond choosing one type of PSS, tuning its parameters can be 
considered as a problem, too. From this point of view there has 
been so many works provided in the literature about tuning PSS 
parameters. Approaches differ from modern control theory 
[2,4-6], to random heuristic methods, such as Tabu search, 
genetic algorithms, chaotic optimization algorithm, rule based 
bacteria foraging and particle swarm optimization, teaching 
and learning based optimization and bat optimization for 
achieving the optimal PSS parameters which give us the 
optimal recovery condition of a power system after a 
disturbance [7-11]. 

 Despite the significant number of recently proposed 
algorithms that have been used for optimizing the PSS 
parameters, there might be a fundamental question about using 
and testing different algorithms. For answering to this question 
we refer to the so-called No Free Lunch (NFL) theorem [12]. 
This theorem challenges the ability of a single algorithm for 
solving the optimization problem. So, success of an algorithm 
in solving a specific set of problems does not guarantee solving 
all optimization problems with different type and nature. In this 
regard, we have used Jaya algorithm to optimize the parameters 
of the applied PPS in the system. Jaya is a simple and powerful 
optimization algorithm which have the ability to solve whether 
constrained or unconstrained optimization problems. The 
fundamental concept of algorithm is that the solution obtained 
for a problem should move towards the best solution and 
should avoid the worst solution. This does not need any 
algorithm-specific control parameters except common control 
parameters [13]. Furthermore, we have used three types of 
PSS, Lead-Lag, PID and FOPID for our system and after 
optimization the results have been compared regarding 
different error criteria, including Integral Absolute Error 
(IAE), Integral Squared Error (ISE), Integral of the Time-
Weighted Absolute Error (ITAE) and Integral of Time 
multiplied by the Squared Error (ITSE). 
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2  Power system modelling and PSS design 
In the next two sections presented below, we have provided the 
model of the power system and its complete block diagram 
which can be used for simulations. 
 

2.1 Power system model 
 For the stability analysis a Single Machine connected to an 
Infinite Bus (SMIB) through transmission line has been 
adopted. The system includes synchronous generator which is 
connected to a power grid (infinite bus) via a transmission line. 
Exciter Automatic Voltage Regulator (AVR) is one of the 
equipment used in generator [14]. Figure 1 shows a schematic 
diagram for the test system. System data are given in Ref. [15]. 

 

 
Fig. 1. Single line diagram of SMIB 

 

2.2 Block diagram of Simulink model 
 We have considered synchronous generator by model 1.1, 
i.e. containing field circuit and one equivalent damper winding 
on the q axis (4th - order model). Due to linearizing the 
nonlinear model for an operating condition, a linear dynamic 
model can be obtianed. Block diagram of the linearized 
dynamic model of the SMIB power system with PSS is shown 
in Fig. 2. K1, K2,… K6, are Heffron-Phillips constants that can 
be easily obtained by data presented in Ref. [15]. 

 
Fig. 2. Block diagram of the linearized dynamic model of the 

SMIB 

 The linearized equations can be rewritten in the state space 
form as follows: 

   (1) 
 

 (2) 

Where, A, B and C are the system, input and measurement 
matrices, respectively. The overall linearized state-space 
model of the power system (SMIB including PSS) has been 

developed using the state-space equations and is provided in 
[15]. Note that, as D is a zero matrix, it has not been mentioned 
in the above equation. 

3  Proposed stabilizers 
Here, three kind of power system stabilizers which have been 
used in this investigation, are discussed. 
 

3.1 Lead-Lag power system stabilizer 

The transfer function of commonly used structure of the PSS 
that implemented in this study is given by the relationship 
below. It comprises of a block of KPSS gain followed by a high-
pass filter (so called washout filter) of time constant Tw and 
lead-lag structured phase compensation blocks with time 
constants T1 and T2. It is to be noted that the reduction of the 
power system oscillations after a wide perturbation in order to 
enhance the stability of power system is one of the reasons for 
suggesting stabilizers designation. The output of stabilizer is a 
voltage signal that adds supplementary control loops to the 
generator AVR, i.e. input voltage signal of the exciter system. 
The input signal of such a structure is usually the deviation of 
the synchronous speed Δω [16-18]. 

 (3) 

 It is worth noting that in this study, the time constant Tw is 
considered as 10.0 s. 

3.2 PID type power system stabilizer 

The main application of a PID type power system stabilizer is 
to create a proper torque on the rotor of the generator in order 
to compensate the phase lag between the machine electrical 
torque and the exciter input. The transfer function of the PID-
PSS is given by: 

 (4) 

3.3  FOPID type power system stabilizer 

To improve the robustness and performance of PID control 
systems, Podlubny has proposed an extension to the PID 
controllers, which can be called PIλDμ (FOPID) controller 
because of involving a differentiator of order μ and integrator 
of order λ. Many applications have been provided for this 
controller and detailed information about it is presented in the 
literature [19]. The commonly used concept for the fractional 
differintegral, is the Riemann-Liouville (RL) definition. The 
transfer function of FOPID can be written as follows: 

 (5) 

 In this work, a comparison based on the different types of 
PSS and either PIλDμ controller is considered in order to see 
which one can prove greater damping of power system. To 
assess the robustness of each controller we have not combined 
them together and same signal washout filter is used for all of 
them.  
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The transfer function of the FOPID-PSS to modulate the 
excitation voltage is given by: 

 (6) 

Below you can see Simulink implementation of FOPID, in 
which coefficient “a” and “b” represent “λ” and “μ”, 
respectively. 

 

Fig. 3. Simulink implementation of FOPID 

4  Objective function 
In this article, we used performance indices including Integral 
Absolute Error (IAE), Integral Squared Error (ISE), Integral of 
the Time-weighted Absolute Error (ITAE), Integral of Time 
multiplied by the Squared Error (ITSE), to minimize the error 
signal; in other terms minimize the overshoots and settling time 
in power system oscillations, and compare them to find the best 
suitable one, where, Jaya algorithm has been applied to  
minimize the values provided by the objective functions of the 
system that is given by: 

 (7) 

 (8) 

 (9) 

 (10) 

Where, ts is total simulation time.  

5  Proposed algorithm 
Regarding to success of the TLBO algorithm, another 
algorithm-specific parameter-less algorithm is proposed in this 
paper [14]. As we remember from TLBO algorithm, there are 
two phases, one is teacher phase and the other is learner phase. 
But, Jaya algorithm has only one phase and it is very easy to 
use, whether the problem is constrained or unconstrained. 
Thus, the working of the proposed algorithm is much different 
from that of the TLBO algorithm.  

Imagine f(x) as the objective function to be minimized, with 
four error criteria (i.e. IAE, ITAE, ISE, ITSE). At any iteration 
i, ‘m’ indicates the number of design variables (i.e. j=1,2,…,m) 

and ‘n’ indicates the number of candidate solutions (i.e. 
population size, k=1,2,…,n). Amongst the entire candidate 
solutions, best candidate best obtains the best value of f(x) (i.e. 
f(x)best) and the worst candidate worst obtains the worst value 
of f(x) (i.e. f(x)worst). If Xj,k,i is the value of the jth variable for 
the kth candidate during the ith iteration, then the modification 
of its value will be done by Eq. (11).  

X'j,k,i= Xj,k,i + r1,j,i (Xj,best,i -│Xj,k,i│) - r2,j,i (Xj,worst,i -│Xj,k,i) (11) 

where, Xj,best,i and Xj,worst,i show the value of the variable j for 
the best and worst candidate, respectively. X'j,k,i is the updated 
value of Xj,k,i while r1,j,i and r2,j,i are the two random numbers 
for the jth variable during the ith iteration in the range [0, 1]. 
The term “r1,j,i ( (Xj,best,i - │Xj,k,i│)” indicates the willing of the 
solution to move closer to the best solution and the term “-r2,j,i 
(Xj,worst,i-│Xj,k,i│)” indicates the willing of the solution to avoid 
the worst solution. X'j,k,i is accepted if it gives better function 
value. All the accepted function values at the end of iteration 
are maintained and these values become the input to the next 
iteration. The flowchart of the proposed algorithm can be seen 
in Fig. 4. The main idea behind the name of Jaya algorithm is 
the fact that, the algorithm has the willing get closer to success 
(i.e. obtaining the best solution) and tries to move away from 
failure (i.e. avoiding the worst solution). Reaching the best 
solution somehow considered as achiving victory and hence it 
is named as Jaya (a Sanskrit word meaning victory). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

6  Results and discussions 
By simulating system using the data provided here, it can be 
seen that the system is in a stable condition. In another word, 
system will regain its stability after being subjected to a change 
in Tm. Results are obtained after 0.01 p.u. change in Tm and by 
using different kinds of controllers and objective functions. 
Robustness of each controller is compared due to different 
objective functions. It is to be noted that each criterion has its 

Identify best and worst solutions in 
the population 

Modify via 
X'j,k,i = Xj,k,i + r1,j,i (Xj,best,i -│Xj,k,i│) 

- r2,j,i (Xj,worst,i -│Xj,k,i│) 

Is the new solution better than that 
corresponding to Xj,k,i ? 

Keep the previous 
solution 

Is the termination criterion satisfied? 

Print out optimum solution 

Accept and replace the 
previous solution 

YES 

Initialize parameters needed for the algorithm 
such as size, number of variables 

NO 

YES NO 

Fig.  4. The Flowchart of the proposed algorithm 
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own feature (lower or higher overshoot and settling time). 
Therefore, choosing a controller depends on the needs we want 
to meet, i.e. we should try to reach to an equilibrium point 
regarding so called cost and benefit of our system. As there are 
many works available in the area of these controllers in the 
literature, for the sake of brevity, we just provided a 
comparison of this controller due to different scenarios. 

 Figure 5 shows rotor speed deviation of lead-lag power 
system stabilizer simulation results which compare 4 types of 
objective function for this kind of PSS. In Table 1 the 
coefficients obtained via the algorithm for lead-lag PSS and the 
result of objective function (cost) using these coefficients is 
provided. Consider that the lower and upper limits of 
coefficient which specified in the algorithm are as follows: 

0.001 < KPSS < 15 
0.001 < T1 < 10 
0.001 < T2 < 10 

 
Fig. 5. Comparison of lead-lag PSS evaluated by different 

criteria 

  As it can be seen from Fig. 5 the lowest overshoot and 
settling time belongs to ISE and ITAE criterion, respectively. 

Table 1. Coefficients obtained via the algorithm and cost for 
lead-lag PSS 

 

         Coef. 
Criteria KPSS T1 T2 Cost 

IAE 15 0.4017 0.0147 3.47E-05 

ITAE 15 0.3669 0.0189 8.24E-06 

ISE 15 4.7905 0.001 1.76E-09 

ITSE 15 0.5411 0.001 4.80E-10 

 
 Figure 6 shows PID type power system stabilizer rotor speed 
deviation simulation results, comparing 4 types of objective 

function for this kind of PSS. In Table 2 the coefficients 
obtained via the algorithm for PID PSS and the result of 
objective function (cost) using these coefficients is provided. 
Consider that the lower and upper limits of coefficient which 
specified in the algorithm are as follows: 

0.001 < KP < 15 
0.001 < KI < 15 
0.001 < KD < 15 

 
Fig. 6. Comparison of PID PSS evaluated by different criteria 

  Figure 6 shows that the lowest overshoot and settling time 
belongs to ISE and ITAE criterion, respectively. 
 

Table 2. Coefficients obtained via the algorithm and cost for 
PID PSS 

 

           Coef. 
 Criteria KP KI KD Cost 

IAE 15 1.4409 5.8991 3.50E-05 

ITAE 15 1.4475 5.2364 8.55E-06 

ISE 15 15 15 2.23E-09 

ITSE 15 15 8.6846 4.46E-10 

 
 Figure 7 shows FOPID power system stabilizer simulation 
results, comparing 4 type of objective function for this kind of 
PSS. In Table 3 the coefficients obtained via the algorithm for 
FOPID PSS and the result of objective function (cost) using 
these coefficients is provided. Consider that the lower and 
upper limits of coefficient which specified in the algorithm are 
as follows: 

1 < KP < 15 
1 < KI < 15 
1 < KD < 15 
0.1 < λ < 1 
0.1 < μ < 1 
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Fig. 7. Comparison of FOPID PSS evaluated by different 

criteria 

Table 3. Coefficients obtained via the algorithm and cost for 
FOPID PSS 

       Criteria 
Coef. IAE ITAE ISE ITSE 

KP 1 15 11.19941 1 

KI 5.9468 1.4608 11.11323 1 

KD 6.3655 3.9173 14.1983 14.6111 

λ 0.4042 1 0.4311 0.3033 

μ 0.3326 1 0.4343 0.4495 

 
 To completely consider different aspects of our controllers, 
Figures 8-11 compares different controllers due to different 
performance indices. 

 
Fig. 8. Considering IAE criterion 

 From Fig. 8 it can be seen that PID and lead-lag controllers 
perform in the same manner. But, the FOPID shows a different 
manner that we see a decrease in overshoot by a factor of about 
8 while the settling time increases in contrast. 

 

 
Fig. 9. Considering ITAE criterion 

 
  It’s clearly obvious from Fig. 9 that the three applied 
controller have same overshoot but FOPID damps the power 
oscillations faster than other two controllers.  

 

 
Fig. 10. Considering ISE criterion 

 
  As Fig. 10 shows, PID controller has the highest overshoot 
and the lowest settling time belongs to this controller, too. 
Lead-Lag controller lowers the overshoot by a factor of 3 but 
its settling time increases. Although the FOPID controller has 
the least overshoot but it has the most settling time among 
others. Finally in Fig. 11, while PID and lead-lag controllers 
have the same overshoot, FOPID decreases the overshoot by a 
factor of 7. In contrast lower overshoot and its settling time is 
increased.  
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Fig. 11. Considering ITSE criterion 

7  Conclusion 
 In this article, we have applied a newly presented 
optimization algorithm named Jaya, to determine and compare 
robustness of commonly used and newly presented power 
system stabilizers using performance indices (PI) including 
IAE, ISE, ITAE and ITSE. The coefficients and the results of 
objective functions which obtained using algorithm are 
presented in Tables 1-3 and the deviation of rotor speed 
regarding 0.01 p.u. change in Tm with the given system data are 
shown in Figs. 5-11. It is clearly obvious that the algorithm 
works well in solving our stability problem by providing 
reasonable coefficients. Thus, regarding to the needed criteria 
(i.e. lower rise time, smaller over shoot and etc.), one can 
choose the appropriate controller. In addition, the newly 
proposed FOPID controller shows high capability in damping. 
Further study can be made on practical implementation of these 
controllers and comparing simulational results with real-world. 

 

References 
[1] P. Anderson and A. Fouad, Power system control and 

stability. Piscataway, N.J.: IEEE Press, 2003. 
[2] P. Kundur, N. Balu and M. Lauby, Power system stability 

and control. New York: McGraw-Hill, 1994. 
[3] H. Shayeghi and B. Esmaeilnezhad, “PID controller design 

for power system stabilization”, Proc. Of the 7th 
International Conference on Technical and Physical 
Problems of Engineering, Lefkosa, TR Northern Cyprus, 
pp. 252-256, July 2011.  

[4] Y. Hsu and C. Hsu, "Design of a proportional-integral 
power system stabilizer", IEEE Trans. Power Syst., vol. 1, 
no. 2, pp. 46-52, 1986. 

[5] P. Kundur, M. Klein, G. Rogers and M. Zywno, 
"Application of power system stabilizers for enhancement 
of overall system stability", IEEE Trans. Power Syst., vol. 
4, no. 2, pp. 614-626, 1989. 

[6] M. Gibbard, "Robust design of fixed-parameter power 
system stabilisers over a wide range of operating 

conditions", IEEE Trans. Power Syst., vol. 6, no. 2, pp. 
794-800, 1991.  

[7] E. Bayat and H. Delavari, "Performance evaluation of 
power system stabilizers using teaching learning based 
optimization of a multi-machine system", Cumhuriyet 
Science Journal, vol.36, no. 3, pp. 2405-2411, 2015. 

[8] Abdelghani, Choucha, Chaib Lakhdar, Arif Salem, 
Bougrine Med Djameleddine, and Mokrani Lakhdar. 
"Robust design of fractional order PID sliding mode based 
power system stabilizer in a power system via a new 
metaheuristic Bat algorithm." In Recent Advances in 
Sliding Modes (RASM), 2015 International Workshop on, 
pp. 1-5. IEEE, 2015.  

[9] Y. Abdel-Magid and M. Abido, "Optimal multiobjective 
design of robust power system stabilizers using genetic 
algorithms", IEEE Trans. Power Syst., vol. 18, no. 3, pp. 
1125-1132, 2003. 

[10] H. Shayeghi, H.A. Shayanfar, S. Jalilzadeh and A. Safari, 
"Multi-machine power system stabilizers design using 
chaotic optimization algorithm", Energy Conversion and 
Management, vol. 51, no. 7, pp. 1572-1580, 2010. 

[11] S. Mishra, M. Tripathy and J. Nanda, "Multi-machine 
power system stabilizer design by rule based bacteria 
foraging", Electric Power Systems Research, vol. 77, no. 
12, pp. 1595-1607, 2007.  

[12] S. Mirjalili, "SCA: A sine cosine algorithm for solving 
optimization problems",Knowledge-Based Systems, vol. 
96, pp. 120-133, 2016.  

[13] R. Venkata Rao, "Jaya: A simple and new optimization 
algorithm for solving constrained and unconstrained 
optimization problems", International Journal of 
Industrial Engineering Computations, vol. 7, no.1, pp. 19-
34, 2016. 

[14] Lee, D. C., D. H. Baker, and K. C. Bess, "IEEE 
recommended practice for excitation system models for 
power system stability studies." IEEE Standard 421, pp. 5-
92, 1992. 

[15] K. Ellithy, S. Said and O. Kahlout, "Design of power 
system stabilizers based on μ-controller for power system 
stability enhancement", International Journal of Electrical 
Power & Energy Systems, vol. 63, pp. 933-939, 2014. 

[16] Mazlumi, Kazem, M. Darabian, and M. Azari. "Adaptive 
fuzzy synergetic PSS design to damp power system 
oscillations", Journal of Operation and Automation in 
Power Engineering, vol. 1, no. 1, 2013.  

[17] H. Shayeghi, and A. Ghasemi, “Improved time variant 
PSO based design of multiple power system stabilizer”, 
International Review of Electrical Engineering, vol. 22, 
2011. 

[18] H. Shayeghi, H. A. Shayanfar, A. Akbarimajd and A. 
Ghasemi," PSS design for a single-machine power system 
using honey bee mating optimization", In: Proceedings of 
the International Conference on Artificial Intelligence, Las 
Vegas, USA, pp. 210-216, 2011. 

[19] I. Podlubny, "Fractional-order systems and PID-
controllers", IEEE Trans Autom Control, vol. 44, no. 1, pp. 
208-214, 1999. 

0 1 2 3 4 5 6 7 8 9 10
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5
x 10

-4

time (sec)

�
�

 (r
ad

/s
ec

)
ITSE criterion

 

 
Lead-Lag
PID
FOPID

Int'l Conf. Scientific Computing |  CSC'16  | 39

ISBN: 1-60132-430-8, CSREA Press ©



Biographies 
 

Heidar Ali Shayanfar received the B.S. and 
M.S.E. degrees in Electrical Engineering in 1973 
and 1979, respectively. He received his Ph.D. 
degree in Electrical Engineering from Michigan 
State University, U.S.A., in 1981. Currently, he is 
a Full Professor in Electrical Engineering 
Department of Iran University of Science and 
Technology, Tehran, Iran. His research Interests 

are in the Area of Application of Artificial Intelligence to Power 
System Control Design, Dynamic Load Modeling, Power System 
Observability Studies, Voltage Collapse, Congestion Management in 
a Restructured Power System, Reliability Improvement in Distribution 
Systems, Reactive Pricing in Deregulated Power Systems and Smart 
Grids. He has published more than 220 papers in international journals 
and 300 papers in conference proceedings. He is a member of the 
Iranian Association of Electrical and Electronic Engineers and IEEE. 
 
 
 

Hossein Shayeghi received the B.S. and M.S.E. 
degrees in Electrical and Control Engineering in 
1996 and 1998, respectively. He re ceived his Ph.D. 
degree in Electrical Engineering from Iran 
University of Science and Technology, Tehran, Iran 
in 2006. Currently, he is a full Professor in 
Technical Engineering Department of University of 

Mohaghegh Ardabili, Ardabil, Iran. His research interests are in the 
application of robust control, artificial intelligence and heuristic 
optimization methods to power system control design, operation and 
planning, power system restructuring and smart grids. He has authored 
and co-authored of 5 books in Electrical Engineering area all in Farsi, 
one book and two book chapters in international publishers and more 
than 330 papers in international journals and conference proceedings. 
Also, he collaborates with several international journals as reviewer 

boards and works as editorial committee of three international 
journals. He has served on several other committees and panels in 
governmental, industrial, and technical conferences. He was selected 
as distinguished researcher of the University of Mohaghegh Ardabili 
several times. In 2007 and 2010 he was also elected as distinguished 
researcher in engineering field in Ardabil province of Iran. 
Furthermore, he has been included in the Thomson Reuters’ list of the 
top one percent of most-cited technical Engineering scientists in 2015 
and 2016, respectively. Also, he is a member of Iranian Association of 
Electrical and Electronic Engineers (IAEEE) and senior member of 
IEEE. 

 
 
Abdollah Younesi received B.S and M.S.E 
degrees both in Electrical Engineering from 
Faculty of Technical Eng. Department of the 
Mohaghegh Ardabili University, Ardabil, Iran in 
2012 and 2015, respectively. Currently He is a 

PhD. student in Technical Eng. Department of the University of 
Mohaghegh Ardabili, Ardabil, Iran. His area of interest are application 
of artificial intelligence in power system automation and control, 
application of Reinforcement Learning to power system control, 
Fuzzy Systems, Heuristic optimization in power system control. He is 
a student member of Iranian Association of Electrical and Electronic 
Engineers (IAEEE) and IEEE. 
 

 
Sajjad Asefi received B.S degree in Electrical 
Engineering from Faculty of Technical Eng. 
Department of the Guilan University, Rasht, Iran in 
2015. Currently, he is a M.S.E. student in Technical 
Eng. Department of the University of Mohaghegh 
Ardabili, Ardabil, Iran. His areas of interest are 
application of PSSs in bulk power system, Heuristic 

optimization in power system control, Power system reliability, 
Renewable Energies and their application in distribution system. 
 

 
 

40 Int'l Conf. Scientific Computing |  CSC'16  |

ISBN: 1-60132-430-8, CSREA Press ©



Intelligent Disease Outbreak System Based  
Swarm Algorithm for Epidemiologists  

 
Naser El-Bathy  

North Carolina A&T State University  
nielbath@ncat.edu 

 
Ghassan Azar 

Lawrence Technological University 
gazar@ltu.edu 

 
Ali Tariq Bhatti 

North Carolina A&T State University 
atbhatti@aggies.ncat.edu 

 
Israa Alothman 

North Carolina A&T State University 
Greensboro, NC, USA 

eaalothm@aggies.ncat.edu 
 

 

Abstract—During a disease outbreak or environmental exposure, 
fast and accurate prediction of outbreak clusters saves lives. This 
year's measles outbreak is an example with immediate impacts. 
As the measles is spreading, patients move and create new 
measles clusters. Time is of the essence in detecting these 
unforeseen clusters. This research, as reported in this paper, 
focuses on creating an Environmental Exposure Surveillance 
Model (E2SM) for Epidemiologists using Intelligent Swarm 
Algorithm. The purpose of the model is to develop a 
computerized prediction system that is superior to others in 
terms of speed and accuracy.  It will track the measles outbreak 
and predict future outbreaks. Because of the new technologies 
used this system is faster and more accurate than previous and 
current approaches. By analyzing social media it detects and 
tracks diseases as they spread. The measles outbreak is used as a 
model, but it will also work on future outbreaks. Epidemiologists 
will be able to more efficiently and effectively determine the 
locations of disease outbreaks as they occur. They do not have to 
rely on the illnesses being directly reported, so they will know 
about diseases much sooner. This model is efficient, it saves 
money, and it saves lives. A prototype is created and examined in 
order to validate the concepts.  
 

I.  INTRODUCTION  
The source and development characteristics of a disease is a 

major challenge that epidemiologists face in order to study 
causes and transmission of disease within a population. 
Epidemiology of Escherichia coli O157:H7 Outbreaks reported 
to Centers for Disease Control and Prevention (CDC) that 
Escherichia coli O157:H7 causes 73,000 illnesses and  an 
estimated 2,100 hospitalizations annually in the United States 
[1]. It is a result of eating an infected food.  Such 

Contamination is the reason for hemorrhagic diarrhea, and 
kidney failure [2]. Spread passes through fecal-oral route and 
transmission of poisoned green vegetables and lightly cooked 
meat [3][4].  

The study of this research improves on current 
epidemiological surveillance of disease outbreaks by applying 
an evolutionary computation algorithm such as social swarms 
to track and forecast diseases. This new concept integrates this 
swarm algorithm approach with established techniques in 
search methodologies, intelligent information retrieval, 
clustering, and intelligent agents in a Service-Oriented 
Architecture (SOA) environment.  Similar algorithmic 
approaches to outbreak prediction are proven to be effective 
and established science [5 ].  

The project of this study will both create a prototype to 
apply a swarm algorithm to measles epidemiology and analyze 
the prototype to ensure it improves over older approaches. This 
is valuable and feasible because proven technologies are being 
combined in a novel way and applied to real disease 
emergence.  

The remaining material of this paper is structured as follow: 
In Section II, the problem statement and research question are 
defined. In Section III, related work is presented. In Section IV, 
the research significance is identified. In Section V, the model 
is described. In Section VI, a comparison of extended genetic 
algorithm and swarm algorithm is developed. In Section VII, 
the prototype is created for research validation. Finally, the 
results and conclusion are given in Sections VIII and IX. 
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II. PROBLEM STATEMENT AND RESEARCH QUESTION 
The origin of this research problem is lack of applications 

that if defined will allow Epidemiologists to more efficiently 
and effectively determine the locations of disease outbreaks 
much sooner as they occur. The reasons for the research 
problem are inefficient access to epidemiology of outbreaks 
reports, reports contradiction, irrelevant reports, delays, 
redundancy, and poor interface [6]. The research problem 
focuses on the development of environmental exposure 
surveillance model for epidemiologists using intelligent swarm 
algorithm. In this paper, the problem of clustering the cities of 
disease outbreaks as they occur has been analyzed and the need 
for an optimal surveillance model is justified. 

One specific research question which arises is: How does 
the environmental exposure surveillance model using 
intelligent swarm algorithm help epidemiologists determine the 
locations of disease outbreaks as they occur. Fig. 1 describes 
the environmental exposure surveillance model (E2SM) that 
forms the major components needed for answering the research 
question. 

 

III. RELATED WORK  
Similar approaches to outbreak prediction are proven to be 

effective and established science. Bioterrorism is a form of 
outbreak of disease. It means that the risk evaluation and 
development of plan for health policies require predictive tools 
such as an agent based tools along with visualization tools are 
used to examine and observe a disease outbreak [7]. 

The Centers for Disease Control and Prevention’s sentinel 
physicians-surveillance network produced a detection of 
several natural disease outbreaks and introduced an analysis of 
retrospective data throughout the influenza time. It discovered 
a drastically analogous curving to the proportion of patients 
tilted with a respiratory illness [8]. 

An odds ratio-based binary particle swarm optimization 
(OR-BPSO) method has been proposed to assess the possibility 
of breast cancer. This method produces SNP barcodes which is 
a mixture of SNPs and its genotype with the maximal 
difference of occurrence between control and breast cancer 
groups. Amongst seven SNP mixture in the space of one 
minute, OR-BPSO method has discovered certain SNP barcode 
with an optimized fitness value. These barcodes has the best 
function to protect breast from cancer. A statistical analysis of 
odds ratio for quantitative measurement proved that these SNP 
barcodes can be an efficient high-speed method to evaluate 
SNP–SNP relations for breast cancer [9]. 

In this paper, we develop a project that will both create a 
prototype to apply a swarm algorithm to measles epidemiology 
and analyze the prototype to ensure it improves over older 
approaches. This is valuable and feasible because proven 
technologies are being combined in a novel way and applied to 
real disease emergence. 

  

IV. RESEARCH SIGNIFICANCE   
This study of disease outbreak (including technology 

employed, product scope, user-outcomes orientation, and range 
of public health needs served) is significant for three main 
reasons.  First, the study of this research is a new theoretical 
development that improves support for strategic decision 
making in public health. The user outcome is improved 
standards for fast and accurate prediction for epidemiologists. 
Second, this study accelerates information retrieval processing 
time and reduces the cost of automated disease outbreak 
prediction.  Third, technologies employed combine Particle 
Swarm Optimization (PSO) with SOA and social media 
surveillance approaches. This is an innovative Information 
Technology (IT) solution that provides more effective and 
efficient yields. This IT solution is inimitable and allows public 
health organizations to meet strategic, tactical and operational 
needs quickly.  

This concept and approach is novel in a broad sense and 
specifically new to public health informatics. The translation of 
these findings will accelerate public health action.  This study 
will test the advantage of Particle Swarm Optimization over the 
Genetic Algorithm (GA) and its algorithmic simplicity 
[10][11]. Swarm Algorithm is very easy to implement, simple 
in concept, and computationally efficient. It works well for 
contagion surveillance because it has roots for artificial life and 
evolutionary computation. Clusters predicted by PSO have a 
higher quality and a higher accuracy than GA. Put simply, PSO 
is a much better technique for clustering cities based on 
diseases.  

V. THE MODEL   

This research combines three components into one public 
health monitoring solution. Fig. 1 describes the model. 

 
Fig. 1. Environmental Exposure Surveillance Model (E2SM) 
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The first component is an Epidemiological Surveillance 

Disease Outbreak-Based Evolutionary Social Swarms 
Algorithm (ESSA). This improved automated concept 
accelerates information retrieval processing time and reduces 
costs.  The second is infrastructural component uses SOA, 
which allows dynamic change and provides established 
benefits in terms of agility [12].  The third component is 
indirect health surveillance (HS) through social-media-based 
informatics. It uses public (and only public) social media posts 
or Tweets to  detect and track diseases as they spread. Using 
Tweets as data sources answers challenges about immediacy in 
disease surveillance, providing data long before hospital-based 
surveillance can be communicated generally[13]. The 
algorithmic approach analyzes this data, verifies, adapts, and 
uses it to predict future outbreaks.  

Service-Oriented Architecture is a paradigm that enables 
development of the technical solution of this research based on 
web services [14][15]. Reducing development time of this 
solution is a major SOA benefit [16][17]. Therefore, it is a 
central part of the concept that is proposed in the research. In 
this paper, SOA middleware is deployed as a suite consisting 
of:  

A. Web Services (WS) 
A web service is a process of two steps. Publication step 

makes web service available to consumers (clients/users). 
Composition or orchestration step organizes multiple services 
within end-to-end business flows [15][16]. The study solution 
of this research mainly publishes and consumes two web 
services to perform operations that are required for developing 
the solution. They mutually exchange information with each 
other. Exchange of information includes simple data passing 
from a browser to a web server [17][18]. Data that is passed 
from a browser is a query string. It is a list of cities. The output 
of first web service is a query string identifier. This output is 
input of the second web service. Output of second web service 
is a list of clustered common diseases in one or more cities.  

Searching Twitter for current data regarding diseases at first 
seems like a very simple task. The technical solution searches 
for tweets within the area of the location input for the past day, 
and determine a frequency count of each disease mentioned.  

The "Location" is an operation of a user defined Java web 
service (HS Service) that reads "uscities.txt" and displays the 
states and cities in the application's home page. The "Search" is 
another operation of the HS Service as well. It receives the user 
request, processes it by importing " twitter4j" classes, and 
returns the search results in the form of 3 top diseases.  

The approach taken to retrieve the data uses a series of 
queries, one for each disease, combining the key phrases 
associated with each disease into a single query for each 
disease.  

This approach proved to be successful at finding tweets 
relevant to the diseases the program was looking for. It is also 
used in the current application. Fig. 2 illustrates the sequence of 
the data processes. 

B. E2SM Business Process Execution Language (BPEL) 
The orchestration of web services is supported by Business 

Process Execution Language (BPEL) [19][20]. In the study 
solution of this research, the process is simply designed, 
deployed, monitored, and administered within a framework 
provided by Oracle BPEL Process Manager.  

BPEL enables linking two or more services as one piece of 
a process [20]. Fig. 3 describes the data flow. 

 

 
Fig. 2.  Sequence of Processes 

  
 
 

 
Fig. 3. The Data Flow 
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The initial request is one or a list of locations. These are 
cities that are available for searching for the user. The cities 
chosen by the user are transmitted to web service Search 
operation, which then communicates with Twitter’s servers to 
retrieve the results of the required searches. 

VI. PSO ALGORITHM AND EXTENDED GA ALGORITHM 
As a heuristic method for complex problems solving, 

Particle Swarm Optimization algorithm and genetic algorithm 
are intelligent optimization techniques. Swarm Algorithm 
generates a population of particles that adjusts its particle 
position and velocity in the search space according to a set of 
mathematical formulas to locate the best solution.  

This algorithm is an iterative algorithm. At each iteration, 
every particle gets a chance to move. The particle moves by the 
magnitude of their velocity. If the velocity is very high, the 
particle will take bigger steps, and if the velocity is very small, 
the particle will take smaller steps closer to the target in the 
search space [10].  

Fig. 4 explains 50 particles (diseases) in a regional search 
space as they are assigned with the initial particle position and 
velocity. The region space is specified with the minimum and 
maximum range values. In each iteration, particle is searching 
for the city.  The black color is the target (city) for the disease. 
The other color shows fitness values of how far the particles 
within different boundary near to the target (city). At every 
iteration, particle calculate their fitness values and therefore, 
each individual fitness value is the Personal best(local best) 
Best value and the particle individual value closest to the target 
indicates the Global best(gBest) values. This way, they have 
their minimum and maximum fitness values.  Once, the 
personal best and global best values are achieved, particle 
velocity is calculated the and the particle position is updated. 
They keep tracking for the target in the search regional space. 

 
Fig. 4. Swarm population of 500 particles in search space 

Any particles can have maximum fitness value closest to 
the target. Once particles achieved the target, they need to 
know its location. So, particles get the target based on their 
pBest and gBest values. Once the target achieved with the 
location, so algorithm stops otherwise it will be keep on 
searching for the target until the last iteration. 

Swarm algorithm involves the following steps: 
1. Initialize the swarm form the solution space 
2. Evaluate the fitness of each particle 
3. Update local  
4. Update global bests 
5. Update velocity and position of each particle 
6. Go to step2, and repeat until termination condition 
The advantages of PSO algorithm are calculation is easy to 

perform, small number of parameters to adjust, and high 
efficiency in global searching. 

On the other hand, extended genetic algorithm finds an 
ideal clustering solution instead of a more mathematical 
method. This key difference allows for more adaptive behavior 
within our clustering method. This paper builds a utility-based 
intelligent agent that implements a faster extended genetic 
algorithm with greater efficiency than the original algorithm.  

Chromosomes are encoded to represent an extended genetic 
algorithm and to be parsed into tree structures, which prevents 
syntax crossovers and allows for mutation stages. The EGA 
algorithm used one type of mutation. This type is known as a 
one-point mutation. Either a single city's position is moved 
through the chromosome, switching its place in the clusters 
with another city, or the point at which a cluster is organized is 
moved. Through the repeated use of these two types of 
mutations, the study can create a generation consisting of a 
multitude of clustering possibilities.  

To further increase the genetic diversity present in each 
generation of the EGA, the algorithm includes a step where a 
new individual is added to the population. This individual is 
randomly generated with each generation iterated, to create 
additional diversity, even without the crossover step's inclusion 
in the algorithm.  

In this study, crossover step is eliminated although it is a 
key part of numerous genetic algorithms. Crossover affects the 
efficiency of the study solution. It would build new 
chromosomes out of sections from two different chromosomes, 
creating new generations with greater diversity. The lesser 
number of generations required comes with a cost in the form 
of a drop in efficiency. Currently, our genetic algorithm stores 
each chromosome as a sequence of characters representing the 
city. The order of the characters in our chromosomes is of great 
importance and no repeats are allowed. Traditional genetic 
algorithms use a series of bits which represent in turn a series 
of operations and values [21-23]. 

Rewriting our genetic algorithm code to use crossovers 
could lower the efficiency of the algorithm more than it would 
lower the amount of generations required. With just our current 
generation loop utilizing only varying degrees of mutations, we 
are likely creating the same chromosomes which would result 
from crossovers. The EGA algorithm is simply a way to go 
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through a vast number of possible solutions with greater speed 
and efficiency than other strategies. 

The fitness of an individual is computed based on the 
“distances” between the words or other tracked items appearing 
within a city. The items are compared by their weights, 
meaning the ratio of their appearances to the total sum of words 
in the city. These weights are then treated as if they were 
coordinated for the city's point on an n-dimensional grid, where 
n is the number of different words appearing within the set of 
cities being clustered by the EGA. In the solution's EGA, an 
individual with a lower fitness value actually represents a 
solution of greater quality than one with a greater fitness value. 
This is because the quality of the clustering solution is the 
closeness of the items being clustered. Only the most individual 
fit is passed on to the next generation. 

Once proper algorithms are put in place, the desired service 
item from the web part can be requested. Upon this initial 
request, the first generation of information retrieval is 
randomly generated, which can lead to a slight decrease of 
efficiency.   

What makes up for this initial sacrifice in performance is 
that as the workflow processes information, the algorithm 
creates a new generation of logic and the results are assessed 
based on goodness of fit to results.  

As new logic workflows are developed, they can be 
selected and mutated to produce better results.  As this process 
continues, eventually the service can be provided in such a way 
to enable increased efficiencies over time.  

Upon delivery of the user request, the generation cycle is 
terminated. The EGA algorithm does not have a normalization 
step as it does not use centroids to define the clusters like the 
traditional clustering method. Fig. 5 describes Extended 
Genetic Algorithm (EGA). The algorithm input: diseases, 
cities. Output:  disease's ID, city's ID, and clusters names. 

 
Fig. 5.  The EGA Algorithm 

 

VII. RESEARCH PROTOTYPE 
The study of this research implements Architected Rapid 

Application Development (ARAD) prototype model [24-26]. In 
this research, the prototype system is an Environmental 
Exposure Surveillance Model (E2SM). It generates a list of 
cities. Once the user selects a state or a county,  a list of cities 
that are available for searching are displayed so that the user 
can select city or cities.  

In its final form, the prototype system web-based 
application made up of two web services. The first service, HS, 
searches twitter for locations diseases. The second service 
includes the required operations for clustering cities based on 
diseases using swarm algorithm.  

VIII. EXPERIMENTAL RESULTS 

The following are preliminary results: 
� The comparison of different results on various 

population particles using Swarm and Extended 
Genetic algorithm shows that swarm is better and 
faster in a search space in terms of iteration and 
execution time. 

� Table 1 explains population size of 500 particles with 
different target values of iterations set to 100 for 
Swarm and Genetic algorithm with respect to its 
execution time(ms) and iterations within minimum  
(-140) and maximum range values (150) in a search 
space. Swarm inputs which are twenty basically used 
to add twenty random values to get the minimum or 
maximum fitness value. Swarm iterations becoming 
lower and lower because swarm input are more than 
three or four times lesser than swarm population 
particle. The table's columns from left to right are 
number of swarm inputs, number of particles, target, 
execution of swarm algorithm, number of iteration, 
execution of extended GA, number of iteration, #of 
epochs. 

� The techniques of walkthrough are approved as 
experimental assessment approaches to evaluate system 
application usability. The walkthrough method 
evaluates the different phases of the research process. 
During the system evaluation phase, the examiners 
evaluated the interfaces that are related to real roles and 
real users [26]. The walkthrough examiners of this 
study are professors, researchers, and SOA engineers in 
North Carolina and Michigan States in the United 
States of America. 
 

Table 1 
Comparison of PSO and EGA 

S P T SA 
(ms) 

I EGA 
(ms) 

I # E 

20 20 50 6.056 19 2.799 6 100 

20 20 40 3.732 92 1.4 5 100 

20 20 30 4.199 23 1.866 9 100 

20 20 20 3.732 26 2.333 2 100 

20 20 10 3.732 20 1.399 1 100 
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They identified different types of problems. These types 
include design, development, testing, usability, and 
maintenance problems. They verified that the prototype 
satisfies requirements of this research. Also, the prototype is 
evidence that proves the new concept is valid, the solution is 
conceptualized, and the findings answer the research question 
and solve the research problem. 

IX. CONCLUSION 
An Environmental Exposure Surveillance Model (E2SM) 

for Epidemiologists using Intelligent Swarm Algorithm is a 
computerized prediction system that tracks the measles 
outbreak and predict future outbreaks.  

This model is a new theoretical development that improves 
support for strategic decision making in public health. The 
outcome is improved standards for fast and accurate prediction 
for epidemiologists. 

Particle Swarm Optimization algorithm is faster, simpler, 
and more accurate comparing to Extended Genetic Algorithm. 
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ABSTRACT - The purpose in this article is to present a 
method to detect visual objects from color digital images by 
volumetric segmentation and to discuss the complexity of 
algorithms for visual computing. The problem of partitioning 
images into homogenous regions or semantic entities is a 
basic problem for identifying relevant objects. The presented 
method is a general-purpose volumetric segmentation method 
and it produces results from two different perspectives: (a) 
from the perspective of perceptual grouping of regions from 
the images and also (b) from the perspective of determining 
regions if the input spatial images contain visual objects. We 
present an unified framework for volumetric image 
segmentation and prism cells used in the first run into 
volumetric segmentation methods. The major concept used in 
graph-based volumetric segmentation method is the concept 
of homogeneity of volumes and thus the edge weights are 
based on color distance. Our original algorithm for 
volumetric segmentation is linear. 

Keywords : Graph-based Segmentation; Color Segmentation; 
Syntactic Segmentation; Dissimilarity. 
 

1 Introduction and related works 
Visual is related to some semantic concepts because 

certain parts of a scene are pre-attentively distinctive and have 
a greater significance than other parts. However, many real 
images contain multiple structures and  most of the structure 
may not be unambiguous defined. As a consequence, we 
consider that a volumetric segmentation method can detect 
visual objects from images if it can detect at least the most 
objects. We develop a visual method which uses a virtual 
spatial graph constructed on cells of prisms with tree-
hexagonal structure containing less than half of the image 
voxels in order to determine representing visual objects. Thus, 
the volumetric segmentation is treated as a spatial graph 
partitioning problem.  

Some methods for planar pictures [1], [2] are using an 
adaptive criterion that depends on local properties rather than 
global ones. In contrast with the simple graph-based methods, 
cut-criterion methods capture the non-local cuts in a graph and 
are designed to minimize the similarity between pixels that are 

being split [3] [4]. The normalized cut criterion [4] takes into 
consideration self similarities of regions. For example in [5] 
the quality of each cycle is normalized in a way that is closely 
related to the normalized cuts approach. The methods [6] use 
a measure of uniformity of a region. In contrast, [1] and [2] 
are using a pair-wise region comparison rather than applying a 
uniformity criterion to each individual region. Complex 
grouping phenomena can emerge from simple computation on 
these local cues [7]. A number of approaches to segmentation 
are based on finding compact clusters in some feature space 
[8], [11]. A recent technique using feature space clustering [9] 
[10] first transforms the data by smoothing it in a way that 
preserves boundaries between regions. 

Previous works for planar images [12], [13] are related to 
the works in [14] and [15] in the sense of pair-wise 
comparison of region similarity. 

In addition, our volumetric segmentation algorithm 
produces results from both  the perspective of perceptual 
grouping and also from the perspective of determining 
homogeneous in the input images. Based on number of the 
tree-edges of the input spatial graph G = (V, E) of the color-
based algorithm, and the number of the vertices of input graph 
we say and prove that the time of volumetric segmentation 
algorithm is linear. 

2 Constructing a virtual tree-hexagonal 
structure  
The low-level system for volumetric image segmentation 

and boundary extraction of visual objects described in this 
section can be designed to be integrated in a general 
framework of indexing and semantic digital image processing. 
The framework uses color and geometric features of image 
volumes in order to: (a) determine visual objects and their 
volumetric surface, and also (b) to extract specific color and 
geometric information from these objects to be further used 
into a higher-level digital image processing system. 

The segmentation modules are used over the initial RGB 
spatial image in order to obtain regions and visual objects 
[14], [15]. Then the segmentation modules create virtual 
prism cells with tree-hexagonal structure defined on the set of  
image voxels of the input digital image and a spatial grid 
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graph having tree-hexagons as vertices. However, we intent to 
use some of the advantages of the spatial hexagonal grid such 
as uniform connectivity. As a consequence we construct a 
virtual structure over the voxels of an input image, as 
presented in Figure 1.  

 

 
Fig. 1. Virtual tree-hexagonal structure constructed on the 

digital image voxels. 

Let I be a spatial initial image having the dimension h × 
w × z (e.g. a matrix having ’h’ rows, ‘w’ columns and ‘z’ 
deep of matrix voxels). In order to construct a tree-hexagonal 
grid on these voxels we retain an eventually smaller image 
with 

h′ = h − (h − 1) mod 2, 
w′ = w − w mod 4, 

                                     z’ = z.                                       (1) 

In the reduced image at most the last line of voxels and at 
most the last three columns and deep of matrix of voxels are 
lost, assuming that for the initial image h > 3 and w > 4 and z 
≥ 1, that is a convenient restriction for input images. 

Each tree-hexagon from the tree-hexagonal grid contains 
sixteen voxels: twelve voxels from the frontier and four 
interior frontiers voxels. Because tree-hexagons voxels from 
an image have integer values as coordinates we always select 
the left up voxel from the four interior voxels to represent 
with approximation the gravity center of the tree-hexagon, 
denoted by the pseudo-gravity center. Each tree-hexagon 
(prism cell) represents an elementary item and the entire 
virtual tree-hexagonal structure represents a spatial grid graph, 
G = (V; E), where each tree-hexagon H in this structure has a 
corresponding vertex v � V. The set E of edges is 
constructed by connecting tree-hexagons that are neighbors in 
8-connected sense. The vertices of this graph correspond to 
the pseudo-gravity centers of the hexagons from the tree-
hexagonal grid and the edges are straight lines connecting the 
pseudo-gravity centers of the neighboring hexagons, as 
presented in Figure 2. 

Let h × w × z be the three dimensions of the initial 
volumetric image verifying the previous restriction. Given the 
coordinates ⟨l; c; d⟩ of a voxel ‘p’ from the input volumetric 
image, we use the linear function 

ip h;w;z (l; c; d) = (l − 1) × w × z + (c − 1) × z + d;    (2) 

in order to determine an unique index for the voxel. 
 

 
Fig. 2. The grid graph constructed on the pseudo-gravity 

centers of the tree-hexagonal grid. 

It is easy to verify that the function ‘ip’ defined by the 
Equation (2) is bijective. 

These relations allow us to uniquely determine the 
coordinates of the voxel representing the pseudo-gravity 
center of a tree-hexagon specified by its index (its address). In 
addition, these relations allow us to determine the sequence of 
coordinates of all sixteen voxels contained into a tree-hexagon 
with an address ‘k’. 

The vertices of this spatial graph correspond to the 
pseudo-gravity centers of the hexagons from the tree-
hexagonal grid and the edges are straight lines connecting the 
pseudo-gravity centers of the neighboring hexagons, as 
presented in Figure 2. 

We associate to each tree-hexagon ‘H’ from V two 
important attributes representing its dominant color and the 
coordinates of its pseudo-gravity center, denoted by g(h). The 
dominant color of a tree-hexagon is denoted by c(h) and it 
represents the color of the voxel of the tree-hexagon which 
has the minimum sum of color distance to the other twenty 
voxels. Each tree- hexagon ‘H’ in the tree-hexagonal grid is 
thus represented by a single point, g(h), having the color c(h).  
 

3 Volumetric segmentation algorithm 
Let V = {h1, . . . , h|V|} be the virtual set of tree-hexagons 

constructed on the spatial image voxels as presented in 
previous section and G = (V, E) be the undirected spatial grid-
graph, with E containing pairs of tree-hexagons that are 
neighbors in a 8-connected sense. Components of an input 
image represent compact regions containing voxels with 
similar properties. Thus the set V of vertices of the spatial 
graph G is partitioned into disjoint sets, each subset 
representing a distinct visual object of the initial image. As in 
other graph-based approaches [10], [15] we use the notion of 
segmentation of the set V.  

A segmentation S, of V is a partition of V such that each 
component C � S corresponds to a connected component in a 
spanning sub-graph  GS = (V, ES) of G, with ES ⊆ E.                              

The set of edges (E – ES) that are eliminated connect 
vertices from distinct components. The common boundary 
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between two connected components (C′, C′′) � S represents 
the set of edges connecting vertices from the two components: 

cb(C′, C′′) = {(hi, hj) � E | hi � C′, hj � C′′}.       (3) 

The set of edges (E – ES) represents the boundary 
between all components in S. This set is denoted by bound(S) 
and it is defined as follows:  

bound(S)= �C′,C′′�S  cb(C′, C′′).                 (4) 

We use the notions of segmentation too fine and too 
coarse as defined in [1] that attempt to formalize the human 
perception of visual objects from an image. A segmentation S 
is too fine if there is some pair of components (C′, C′′) � S 
for which there is no evidence for a boundary between them. 
S is too coarse when there is a proper refinement of S that is 
not too fine. The key element in this definition is the evidence 
for a boundary between two components. 

Definition 1. Let G = (V; E) be the undirected spatial 
graph constructed on the tree-hexagonal structure of an input 
digital image, with V = {h1, . . ., h|V|}. A proper segmentation 
of V, is a partition S of V such that there exists a sequence 
⟨Si; Si+1; : : : ; Sf−1; Sf⟩ of segmentations of V for which: 
- Sf is the final segmentation and Si is the initial segmentation, 
- Sj is a proper refinement of Sj+1 (i.e., Sj ⊂ Sj+1) for each j = i, 
. . . ., f −1, 
- segmentation Sj is too fine, for each j = i; : : : ; f − 1, 
- any segmentation Sl such that Sf ⊂ Sl , is too coarse, 
- segmentation Sf is neither too coarse nor too fine. 

The volumetric segmentation algorithm starts with the 
most refined segmentation, S0 = {{h1}. . . . . {h|V|}} and it 
constructs a sequence of segmentations until a proper 
segmentation is achieved. Each segmentation Sj is obtained 
from the segmentation Sj−1 by merging two or more connected 
components for which there is no evidence for a boundary 
between them [15]. When starting, for a certain number of 
segmentation components the only considered feature is the 
color of the volumes associated to the components and in this 
case we use a color based region model. When the 
components become complex and contain too much tree-
hexagons, the color model is not sufficient and geometric 
features together with color information are taken into 
consideration. In this case, we use a syntactic based region 
with a color-based region model for volumes. In addition, 
syntactic features bring supplementary information for 
merging similar volumes in order to determine objects. 

In the color of graph-based model, the volumes are 
modeled by a vector in the RGB color space.  

The segmentation S is too fine in the color-based region 
model if there is a pair of components (C’; C’’) � S for 
which adjacent(C’; C’’) = true  and  

ExtVar(C’; C’’) = IntVar(C’; C’’) + tresh(C’; C’’)     (5) 

where the adaptive and efficient threshold tresh(C’; C’’) is 
given by  

tresh(C’; C’’) =  tresh/(min(|C’|; |C’’|).             (6) 

The threshold ‘tresh’ is a global adaptive value defined by 
using a statistical model. 

The maximum internal contrast between two components, 
(C’; C’’) � S is defined as follows: 

IntVar(C’; C’’) = max{IntVar(C’); IntV ar(C’’)}.    (7) 

We decided to use the RGB color space because it is 
efficient and no conversion is required. Although it also 
suffers from the non-uniformity problem where the same 
distance between two color points within the color space may 
be perceptually quite different in different parts of the space, 
within a certain color threshold it is still definable in terms of 
color consistency. We use the perceptual Euclidean distance 
with weight-coefficients as the distance between two colors 

 Let G = (V; E) be the initial spatial graph constructed on 
the tree-hexagonal structure of a volumetric input image. The 
proposed segmentation algorithm will produce a proper 
segmentation of V according to the Definition 1. 

The color-based sequence of segmentations, S, and its 
associated sequence of forests will be generated by using the 
color-based region model and a maximum spanning tree 
construction method based on a modified of the Kruskal’s 
algorithm [16]. 

The syntactic-based sequence of segmentations, S and its 
associated sequence of forests will be generated by using the 
syntactic-based model and a minimum spanning tree 
construction method based on a modified form of the 
Boruvka’s algorithm. 

Let G = (V; E) be the initial graph constructed on the 
tree-hexagonal structure of a volumetric input image. The 
proposed segmentation algorithm will produce a proper 
segmentation of V according to the Definition 1. 

Algorithm 1 Volumestric Segmentation Algorithm 
1: **Procedure SEGMENTATION(l, c, d, P, H, Comp) 
2: Input l, c, d, P 
3: Output H, Comp 
4: H ← *CREATEHEXAGONALSTRUCTURE(l, c, d, P) 
5: G ← *CREATEINITIALGRAPH(l, c, d, P, H) 
6: *CREATECOLORPARTITION(G, H, Bound) 
7: G′ ← *EXTRACTGRAPH(G, Bound, thkg) 
8: *CREATESYNTACTICPARTITION(G, G′, thkg) 
9: Comp ← *EXTRACTFINALCOMPONENTS(G′) 
10: end procedure 

The input parameters represent the image resulted after 
the operation: the array P of the spatial image voxels 
structured in ‘l’ lines, ‘c’ columns and ‘d’ depths. The output 
parameters of the segmentation procedure will be used by the 
contour extraction procedure: the tree-hexagonal grid stored in 
the array of tree-hexagons H, and the array Comp representing 
the set of determined components associated to the objects in 
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the input spatial image. The global parameter thkg is the 
threshold.  

The color-based segmentation and the syntactic-based 
segmentation are determined by the procedures 
CREATECOLORPARTITION and 
CREATESYNTACTICPARTITION respectively. 

The color-based and syntactic-based segmentation 
algorithms use the tree-hexagonal structure H created by the 
function CREATEHEXAGONALSTRUCTURE over the 
voxels of the initial spatial image and the initial triangular grid 
graph G created by the function CREATEINITIALGRAPH. 
Because the syntactic-based segmentation algorithm uses a 
graph contraction procedure, 
CREATESYNTACTICPARTITION uses a different graph, 
G’, extracted by the procedure EXTRACTGRAPH after the 
color-based segmentation finishes. 

The procedure EXTRACTFINALCOMPONENTS 
determines for each determined component C of Comp, the 
set sa(C) of tree-hexagons belonging to the component, the set 
sp(C) of tree-hexagons belonging to the frontier and the 
dominant color c(C) of the component. 

Overall running time is 
T(CREATECOLORPARTITION) = O(n*logn) and 
T(CREATESYNTACTICPARTITION) = O(n*logn) where 
‘n’ is n = |V|. 

4 Complexity Analysis for Initial Graph 

Let ‘np’ be the number of the voxels of the initial image 
structured in ‘l’ lines, ‘c’ columns and ‘d’ in depth, then np = l 
× c × d. In order to realize the tree-hexagonal structure as 
presented in Figure 1 the (1) condition must hold. With these 
new values only few voxels from the initial image will be lost: 
at most the last line at the bottom of image and the last three 
columns at the right of the image.  

Denoting by V the set of the hexagons belonging to the 
tree-hexagonal structure constructed on the image voxels a 
grid graph having as vertexes the tree-hexagons of the set V 
can be constructed as presented in Figure 2. The cardinality of 
V can determined as follows: 

|V| = 2 × l1 × c1 − l1 − c1 + d + 1                     (8) 

where l1 = (l − 1)/2 , and c1 = c/4. 
The procedure CREATEHEXAGONALSTRUCTURE 

creates the tree-hexagonal structure and it initializes the 
variable V which is an array implementing the set of tree-
hexagons of the grid graph. It is easy to determine the 
cardinality of the set E: 

|E| = 6 × l1 × c1 – 7 × l1 – 5 × c1 + d + 6.          (9) 

One can observe that the initial graph G is a simple, 
unconnected and spatial graph. The verification of the 
spatiality criterion, 

|E|  ≤ 3 × |V| − 6, if |V| ≥ 3,                 (10) 

follows from the following relation: 

 
|E| = 6 × l1 × c1 – 7 × l1 – 5 × c1 + d + 6 = 

= 3 × (2 × l1 × c1 − l1 − c1 + 1) – 6 − (4 × l1 + 2 × c1 − 9) + 
d = 

= |V| − 6 − (4 × l1 + 2 × c1 − 9) + d,              (11) 

with 4 × l1 + 2c1 − 9 ≥ 0, for either c ≥ 4, l ≥ 7, or c ≥ 8, l ≥ 3. 
The conditions c ≥ 4, l ≥ 7, or c ≥ 8, l ≥ 3 are satisfied 

from the assumption |V| ≥ 3 (the image contains at least three 
cells). 

From the relation (10) it follows that the spatial graph G 
is also a sparse graph, with |E| = O(|V|). The properties of 
spatial graph and sparse graph are useful when discussing the 
running times of the segmentation algorithms. 

The assertion that the number of the resulted tree-
hexagons is always less than np/4 follows from the following 
relation: 

|V| = 2 × (l − 1)/2 × c/4 – (l − 1)/2 – c/4 + d + 1= 
= (l × c – 2 × l – 2 × c + d + 6)/4 = 

= (np−2 × l – 2 × c + d + 6),                     (12) 

where np = l × c × d, and 2 × l + 2 × c + d – 6 ≥ 0, for l + c 
+ d ≥ 3. 

Denoting by ’n’ the number of the resulted tree-hexagons 
(i.e., n = |V|, the number of the vertices of the spatial graph 
G), the time needed to build the tree-hexagonal grid is 

  T(CREATEHEXAGONALSTRUCTURE) = O(n),  (13) 

because O(n) = O(np) from the relation (12). 
The time needed to the function 

CREATEINITIALGRAPH to build the initial graph G is also 

T(CREATEINITIALGRAPH) = O(n),            (14) 

because O(n) = O(np) and CREATEINITIALGRAPH 
performs a traversal of the array V and, at each iteration, 
operations can be accomplished in constant time. 

5 Segmentation results and quantitative 
evaluation 

 
Volumetric segmentation remains a difficult problem to 

tackle due to the complex nature of the topology of volumetric 
objects, the huge amount of data to be processed and the 
complexity of the algorithms that scale with the new added 
dimension [17]. Martin thesis [18] states that human 
segmentation can be used as the ground-truth reference in 
benchmarking segmentations produced by different methods. 
For image segmentation algorithms, Martin D. proposes a 
method that outputs Precision-Recall curves as a mean to 
evaluate segmentation consistency.  

In pattern recognition and information retrieval, 
Precision-Recall method has received a world-wide 
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acceptance and it’s considered as a standard measure because 
it offers good results for relevance [19]. Generally, precision 
(or confidence) is defined as the fraction of retrieved cases 
that are relevant, while recall (or sensitivity) is the fraction of 
relevant cases that are retrieved. In other words, in the context 
of classification, the precision for a class is equivalent with 
the true positives accuracy which is the number of true 
positives (i.e. the number of cases that are correctly labeled as 
belonging to that class) divided by the total number of cases 
labeled as belonging to that class (including false positives, 
which are cases that were incorrectly labeled as belonging to 
the class). 

Precision = TP/(TP + FP)                       (15) 

Also in this context, recall is equivalent with the true 
positives rate which is defined as the number of true positives 
divided by the total number of cases that actually belong to 
the positive class (i.e. the sum of true positives and false 
negatives, which are cases that were not labeled as belonging 
to the positive class but should have been). 

Recall =TP/(TP + FN),                        (16) 

where - true positives (TP), true negatives (TN), false 
positives (FP) and false negatives (FN) compare the 
classifier’s prediction against apriority external information 
that is considered as the ground truth (observation). 

The curve offers a rich descriptor where both axes are 
sensitive and intuitive and the inherent trade-off between 
these two quantities can be easily analyzed. 

 
Fig. 3. Experimental results. 

The segmentation method used for the experimental 
results is based on simple hysteresis threshold. All voxels with 
the density within a specified threshold ‘tresh’ will be treated 
as boundary voxels while the others as empty space. The 
results are as expected: the over-segmented volume has high 
recall and low precision (see Figure 3), while the under-
segmented image has low recall because it fails to find salient 
features for the volume, and also low precision (since because 
many boundary pixels remain unmatched). 

6 Conclusions 
It is used a priori information that includes shape, 

topology and appearance model of the category of images to 
be segmented which is getting more popularity. The problems 
of volumetric image segmentation and grouping remain great 
challenges for computer vision.  

A graph-based theoretic framework is taken  into 
consideration by modeling digital image segmentation as a 
graph partitioning and optimization problem using input 
spatial graph. We have introduced an algorithm for volumetric 
segmentation based on virtual tree-hexagonal structure 
(prisms) constructed on the image voxels. We have presented 
the efficient algorithm of volumetric segmentation methods 
and virtual tree-hexagonal structure (prisms) used in the first 
run in volumetric segmentation algorithm. The key to the 
whole algorithms of volumetric segmentation method is the 
prism cells. Our algorithm for color-based segmentation  is 
linear.  

Enhancement and generalization of this method is 
possible in several further directions. First, it could be 
modified to handle open curves for the purpose of medical 
diagnosis. Second research direction is the using of composed 
shape indexing for both semantic and geometric image 
reasoning. Incorporation of the fuzzy set theory into graph 
based frameworks can achieve enhanced segmentation 
performances. 
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�Abstract – In this paper a PID controller designed for 
frequency stabilizing in an isolated wind-diesel power system. 
tuning of PID controller gains, formulated as an optimization 
problem and solved using Interior Search Algorithm (ISA). In 
order to prove the performance of proposed method, four case 
of simulations are assumed, step change in load of diesel side, 
step change in wind speed, random changing of the diesel side 
load, and random changing of the wind speed. Also, 
performance indices like overshoot, undershoot, settling time, 
ITAE and ISTSE are calculated and compared with Bee 
Colony (BC) algorithm. Results show that the proposed 
method is very robust and effective. 

Keywords: Interior Search Algorithm, PID Controller, Wind-
Diesel System, 

 

1 Introduction 
    In the entire world, electricity is one of the most demanding 
forms of energy in every one’s daily life. There are groups of 
people that do not have access to the grid electricity, they are 
located in either remote or isolated communities, where grid 
connectivity is not at all neither economical nor viable. For 
this group of people, electricity is mainly supplied by small 
diesel-based power generation that it is very harmful for the 
environment [1]. Therefore, renewable energy sources are 
used to reduce the dependency of this power generation 
systems to the fuel and as a result reduce the harmful effect of 
this systems to the environment. However, renewable energy 
sources are mostly intermittent, so they can’t supply quality 
power constantly. This problem solved by combining more 
renewable energy sources together with non-renewable or 
storage devices [2-5]. The oscillations of wind speed and load 
demand lead to mismatch between the power generation and 
load demand resulting in mismatch in system frequency (f) 
and power (P) from their nominal values.  
    In the past, many researches have proposed for control the 
oscillations of the frequency in hybrid power system 
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generations. This controller are include control of pitch in 
wind side and governor in diesel side.  
    Many control strategies have been proposed in the 
literature. In [6-7], optimization of controller parameters 
proposed. Also, in [8-9] PI controller, in [10-12] variable 
structure control and in [13-14] energy storage controller have 
been reported. 
    The Proportional-Integral-Derivative (PID) controller has 
its widespread acceptance in the industrial processes due to its 
simplicity in understanding and its applicability to a large 
class of process having different dynamics [15]. Thus, in this 
paper two PID controllers designed simultaneously, one for 
diesel side and another for pitch control of wind side. 
    It is shown that the appropriate selection of PID controller 
parameters results in satisfactory performance during system 
upsets. Therefore, the optimal tuning of a PID gains is 
required to get the desired level of robust performance. Since 
optimal setting of PID controller gains is a multimodal 
optimization problem (i.e., there exists more than one local 
optimum) and more complex due to nonlinearity, complexity 
and time-variability of the real world power systems 
operation. Hence, local optimization techniques, which are 
well elaborated upon, are not suitable for such a problem. For 
this reason, a new metaheuristic algorithm based on interior 
design and decoration metaphor called Interior Search 
Algorithm (ISA) are used [16].  
    In this paper, optimal PID controller design for the 
frequency oscillation damping of a wind-diesel hybrid system, 
is formulated as an optimization problem and solved using 
Interior Search Algorithm (ISA). The results of the proposed 
method is compared with the Bee Colony (BC) algorithm. 
Simulation results show that the ISA-based PID controller 
(ISA-PID) has better performance in compared with BC-based 
PID controller (BC-PID) from the perspective of the response 
to step change in load demand of diesel side, step change in 
wind speed. Also, two performance indices according to the 
system defined and with overshoot, undershoot, and settling 
time calculated for both ISA-PID and BC-PID controllers, 
which proves that the proposed ISA-PID controller is very 
effective and robust compare to BC-PID controller. 
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2 System Modeling 
Diesel Generator Wind Turbine

Load  

Fig. 1. Configuration of a hybrid wind-diesel isolated power 
system 

Fig.1 shows the configuration of the hybrid wind-diesel 
isolated power system. Also, transfer function model of this 
system is shown in Fig. 2 [17]. Parameters of this system are 
given in [9]. 

 

3 Interior Search Algorithm (ISA) 
   The ISA is inspired by to important architectural process, 
composition design and mirror work. The interior design 
procedure follows a coordinated and systematic methodology. 
In this process, a designer changes the composition of 
elements to find a more beautiful view and environment. A 
mirror worker uses different mirrors to produce a more 
decorative environment. An important part of this process is 
that mirrors are placed near the most beautiful elements to 
emphasize their prettiness. In ISA, the elements are divided 
into two groups with the exception of the fittest element. In 
one of these groups, called the composition group, the 
composition of elements is changed to find a more beautiful 
view. In the other one, called mirror group, mirrors are placed 
between these elements and the fittest element to find better 
views. The detailed algorithm is described below [16]: 
 

1.     Randomly generate the locations of elements between 
Lower Bounds (LB) and Upper Bounds (UB), and 
compute their fitness values. 

2.     Find the fittest element (for a minimization problem 
this element has the minimum objective function) in 
the jth iteration, xgbj, which is called the global best. 

3.     Randomly divide the other elements into two groups, 
the composition group and the mirror group, using 
two parameters each is in the range 0 to 1. A 
threshold value α and random variables r1. Elements 
with r1 ≤ α go to the mirror group; otherwise, they go 
to the composition group. α is the only parameter of 
the ISA and it should be tuned carefully. In this paper 
α changes from 0.1 to 0.9 linearly. 

4.    For the global best, it is advantageous to slightly 
change its location using the random walk for local 
search around the global best. It can be formulated 
as: 

1j j
gb gb nx x r ��� 	 
  (1) 

Where rn is a vector of normally distributed random 
numbers, and λ is a scale factor equal to 0.01 × (UB-
LB). 

5.     For the composition group, the composition of each 
element is randomly changed. For this group of 
element boundary conditions (upper bounds and 
lower bounds) are changed, which can be formulated 
as: 

2( )j j j j
ix LB UB LB r� 	 � 
  (2) 

where, r2 is a random value between 0 to 1; xi
j is the 

ith element in the jth iteration; LBj and UBj are 
respectively lower and upper bounds of the elements 
in jth iteration. 
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Fig. 2. Transfer function model of hybrid wind-diesel 
system 
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6.     For the elements of the mirror group, a mirror is 
randomly placed between each element and the fittest 
element (global best). The location of a mirror for the 
ith element in the jth iteration is formulated as follows: 

1
, 3 3(1 )j j j

m i i gbx r x r x�� 
 	 � 
  (3) 

Where, r3 is a random value between 0 and 1. The 
location of the image or virtual location of the 
element depends on the mirror location, and can be 
formulated as follows: 

1
,2j j j

i m i ix x x �� �  (4) 

 

7.     The fitness values of the new locations of the 
elements and virtual elements are calculated. Each 
location is updated if its fitness is improved. For a 
minimization problem, this can be expressed as: 

1

1

( ) ( )j j j
j i i i

i j
i

x f x f x
x

x Else

�

�

� �� �
�

 (5) 

 

8.      If any of the stop criteria are not satisfied, repeat 
from 2. 

 
The simplified pseudo code of the ISA is presented in Table 1 
[16]. 
 

Table 1. The simplified pseudo code of the ISA 

Initialization 
While any stop criteria are not reached 
          find the xgb

j   
             for i = 1 to n 
                     if xgb  

                                                          Apply  Eq. (1) 
                        else if   r1 > α 
                                       Apply  Eq. (2) 
                        else 
                                       Apply  Eq. (3) 
                                       Apply  Eq. (4) 
                     end if 
             Check the boundaries except for decomposition 
elements. 
              end for 
              for i = 1 to n 
                                        Evaluate f(xi

j) 
                                        Apply  Eq. (5) 
             end for 
end while 

 

 

4 Problem Formulation 
PID controllers are being extensively used by industries 

today due to their simplicity. Its main duty in this paper is to 
eliminate the steady state error and improvement of dynamic 
response. The structure of PID controller that is used in this 
paper shown in Fig. 3. It has three parameters, KPN, KIN, and 
KDN. Where, N can be D or W, for diesel side and wind sides, 
respectively. 

In the proposed system, there are two PID controllers, one 
for diesel side that its parameters denoted by KPD, KID, and 
KDD, and another for wind side that its parameters denoted by 
KPW, KIW, and KDW. Therefore, there are six parameters that 
have to be well tuned. To increase frequency stabilization, a 
time based objective function is considered as follows: 

5

0
sJ t F dt� ��  (6) 

 
Where, ΔFs is the frequency deviation, and t is the 

simulation time. In the optimization process, it is aimed to 
minimize J in order to damp frequency oscillations. 

 

 
 
 

 
The design problem can be formulated as the following 

constrained optimization problem, where the constraints are 
the PID gains. 

 
Minimize J Subject to: 
0 300
0 300
0 300
0 300
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0 300
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 (7) 

Results of the PID parameters based on the objective 
function J, solved using the proposed ISA and BC algorithm 
(see Ref. [17] for more details) are given in Table 2. Fig. 4 
shows the minimum fitness functions evaluating process. 

Table 2. Optimal PID gains 
Algorithm KPD KID KDD KPW KIW KDW 

ISA 289.28 201.3 89.75 159.3 0.439 265 
BC 240.36 55.67 0.326 38.69 0.779 9.08 

PNK  

INK
s

 

.DNK s  

Σ 
+ + 

+ 
outU  inU  

Fig. 3. PID controller structure 
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5 Simulation Results 
    In order to show the effectiveness of the proposed algorithm 
four case of simulations are considered. 
 
Case 1. Step change in load demand of the diesel side 
 
    In this case of the simulations it’s assumed that in t = 1 sec, 
a step change (ΔPL=0.01 pu) occurred in diesel side load. Fig. 
5 shows the frequency response of the system with ISA-PID 
and BC-PID controllers. 
    
 Also, performance indices like overshoot, undershoot, settling 
time, ITAE, and ISASE are calculated and shown in Table 3. 

Table 3. Comparison of performance indices of two 
controllers for case 1 

Algorithm OS[%] US[%] Ts[sec] ITAE ISTSE 

ISA 0.0206 0.1726 1.325 1.1804 7.5225 
BC 0.1670 0.3697 1.5784 2.2281 50.77 

 
ITAE and ISTSE based on the system performance 

characteristics are defined as: 

0

Upper limit

1000 sITA E t f dt� 
 ��  (8) 

6 2 2

0

Upper limit

10 sISTSE t f dt� 
 ��  (9) 

 
    As Fig. 5 and data of Table 3 show, the proposed ISA-PID 
controller is very effective in compared with BC-PID 
controller. 
Case 2. Step change in wind speed 
    In this case of the simulations it’s assumed that in t = 1 sec, 
a step change (ΔPIW=0.01 pu) occurred in wind speed. Fig. 6 
shows the frequency response of the system with ISA-PID and 
BC-PID controllers. 
    Also, performance indices like overshoot, undershoot, 
settling time, ITAE, and ISASE are calculated and shown in 
Table 4. 

 
Fig. 5. Frequency response under load increase in diesel side 

 

 
Fig. 6. Frequency response under wind speed increase 

 
 

Table 4. Comparison of performance indices of two 
controllers for case 2 

Algorithm OS[%] US[%] Ts[sec] ITAE ISTSE 

ISA 0.0050 0.0009 2.7678 0.0465 0.0119 
BC 0.0275 0.0054 5.2911 0.5247 0.7844 

 
    Data of Table 4, and Fig. 6 proves the results of case 1 of 
simulations. 
 
 
Case 3. Random change in load of diesel side 
    In this case of simulations, assume that random load change 
shown in Fig. 7 applied to the system. Fig. 8 shows that the 
control effect on the system frequency deviation of the ISA-
PID controller is superior to that of the BC-PID controller. 
 
Case 4. Random change in wind speed 
    Same as case 3, in this case of simulations, assume that 
random wind speed shown in Fig. 9 applied to the system. Fig. 
10 shows that the control effect on system frequency deviation 
of the ISA-PID controller is superior to that of the BC-PID 
controller. 
 

 

Fig. 4. Fitness convergence of the ISA 
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Fig. 7. Random load change 

 

 
Fig. 8. System frequency response under random change in 

load of diesel side 
 

 
Fig. 9. Random change of wind side power (wind speed) 

 

 
Fig. 10. System frequency response under random change in 

wind side power 

6 Conclusion 
   In this paper, optimal PID controller design for the 
frequency control of a wind-diesel hybrid system, is 
formulated as an optimization problem and solved using 
Interior Search Algorithm (ISA). The results of the proposed 
method compared with Bee Colony algorithm. In order to 
prove the performance of proposed method, simulation carried 
out in four cases, step change in load of diesel side, step 
change in wind speed, random changing of the diesel side 
load, and random changing of the wind speed. Simulation 
results show that the ISA-based PID controller (ISA-PID) has 
better performance in compared with BC-based PID controller 
(BC-PID) from the perspective of the response to step change 
in load demand of diesel side, step change in wind speed. 
Also, two performance indices according to system defined 
and with overshoot, undershoot, and settling time calculated 
for both ISA-PID and BC-PID controllers, which proves that 
the proposed ISA-PID controller is very effective and robust 
compare to BC-PID controller. 
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Abstract� �� Cranes are used in general to lift or load 
equipment or materials. The present paper delves into a tool 
used for drop/lift the sonar system for undersea exploration. 
This paper deals with a GA-based MATLAB® simulation to 
the design optimization of a new overboarding prototype with 
2-DOF mechanism including a parallelogram link which is 
efficient in operation and maintenance of the sonar system. 
An active/passive sonar system consists of 1) a transmitter 
towing cable for adjusting the depth of the transmitter towed 
body, 2) a receiving array for measuring sound waves, 3) a 
transmitter towed body for transforming sound waves and 4) 
an array cable for connecting a receiving array to a 
transmitter towed body. There is a need to develop an 
automated equipment to drop the active/passive sonar system 
into the deep sea from the surface ship and then lift it, since 
this consists of a cable with a length of over 1000m, a 
transmitter towed body, etc. With the research on the 
active/passive sonar system, a variety of mechanisms of the 
overboarding unit suitable for the limited environments have 
been developed. First, we analyzes the strengths and 
weaknesses of the existing overboarding mechanisms, and 
then suggest a new mechanism to improve these problems. 
For the proposed mechanism, we will treat with the GA-based 
MATLAB® simulation technique to optimize the link length 
and the actuator length for the mechanism not to interfere in 
the hull’s internal environment, to satisfy work ROM (Range 
of Motion) and to have good torque-angle properties.   Our 
approach will be helpful for calculating the maximized output 
torque of the actuator for the actual application of a similar 
type of the proposed mechanism in practice��
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���(����¼½Ã�¼Ã½���	�¼�����¼�À�%Â�¾¾�À��¾��½�¾Á¾¼� �.�/�

� �� ��¼�À�%Â�¾¾�À�� ¾��½� ¾Á¾¼� � ��¾�¾¼¾� �	� �!� ��
transmitter towing� cable� 	�½� ��0Ã¾¼��� ¼��� ��Â¼�� �	� ¼���
¼½�¾ �¼¼�½� ¼�¿��� ���Á�� �!� �� receiving array� 	�½� ��¾Ã½���
¾�Ã�� ¿�À�¾�� 1!� �� transmitter towed body� 	�½� ¼½�¾	�½ ���
¾�Ã��¿�À�¾����2!���array cable 	�½�����¼�����½����À���
�½½�Á� ¼�� �� ¼½�¾ �¼¼�½� ¼�¿��� ���Á�� �¾� ¾��¿� �� ���(� �� .�/(��
���½�� �¾������� ¼����À���Â���automated equipment� ¼���½�Â�
¼��� ��¼�À�%Â�¾¾�À�� ¾��½� ¾Á¾¼� � �¼�� ¼��� ���Â� ¾��� 	½� � ¼���
¾Ã½	����¾��Â����¼�����	¼��¼��¾����¼��¾���¾�¾¼¾��	���������¿�¼��
�� ���¼�� �	� �À�½� �*** �� �� ¼½�¾ �¼¼�½� ¼�¿��� ���Á�� etc(� ��
�½�Â%��	¼� �Ã¼� �¼��� �ÆÃ�Â �¼� �	� ¼��� ��¼�À�%Â�¾¾�À�� ¾��½�
¾Á¾¼� � ��¾�¾¼¾� �	� �� ¿���� 	�½� ������� �� ¼½�¾ �¼¼�½� ¼�¿���
������� �� ½�Â�� ¼����� �� ½����À��� �½½�Á�� �� ¿���� 	�½� ������� ��
�½½�Á�������������À�½���½����Ã�¼�	�½��½�ÂÂ��������	¼���
��¼½�¾ �¼¼�½�¼�¿������Á(�
)�¼�� ¼��� ½�¾��½��� �� ¼��� ��¼�À�%Â�¾¾�À�� ¾��½� ¾Á¾¼� �� ��

À�½��¼Á� �	� �����¾ ¾� �	� ¼��� �À�½���½���� Ã�¼� ¾Ã�¼����� 	�½�
¼��� �� �¼��� �À�½� �¼¾� ��À�� ���� ��À���Â��(� $Ã¼� ¼���
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�Ç�¾¼����À�½���½���� �����¾ ¾�¾��Ã�������¾¼�������Ã¼¾����
¼��� �Ã��(�
�½��À�½� ¼���½� �Â�½�¼��� ��� ��¼����� �¾� ��½���
����Ã¾�� ¼��Á�Ã¾����Ã ��½��	���¼Ã�¼�½¾�¿�¼��� ¼���½��� Â��Ç�
¾¼½Ã�¼Ã½�(� � ���¾� Â�Â�½� ¾Ã���¾¼¾� �� �¿� �À�½���½����
 �����¾ �¿������¾��		����¼����Â�½�¼������ ��¼������	�
¼��� ¾��½�¾Á¾¼� (� ���½¾¼��¾��¼��������ÁÅ�¾� ¼���¾¼½��¼�¾����
¿��'�¾¾�¾� �	� ¼��� �Ç�¾¼��� �À�½���½����  �����¾ ¾�� ���
¾��¼��� 1� ¾Ã���¾¼¾� �� �¿�  �����¾ � ¼�� � Â½�À�� ¼��¾��
Â½���� ¾(����¼���2�����¾�¿�¼��¼����������¼�������½�¼� !�"
��¾���  �¼���� ¿��½�� 
��#�$Ä� �¾� Ã¾��� ¼�� �Â¼� �Å�� ¼���
���¼�¾� �	� ��'¾� ��� ��¼Ã�¼�½¾� ¿�¼�� �� À��¿� ¼�� ������ �����
¼�½ÆÃ�"��������½��¼�½�¾¼��¾�¿���¾¼� ��¼��� ¼����&
� ������
�	�
�¼��!� ¿�¼��Ã¼� �¼�½	�½��� ¿�¼�� ¼��� �¼�½��½��À�½� �¼�
�	�¼����Ã�����¾�����¼���Â½�Â�¾��� �����¾ (�
�

� 
���}�~����������~������
�
� �����Ã½�� �� �ÇÂ½�¾¾�¾� ¼��� ¾��ÂÈ¾� ����½� ¾Â���� ¼�� �¾¼���� ¼���
�À�½���½���� Ã�¼� ��½� �����¾ !����¾���½��� �¼¾��Â�½�¼��(�
���� ����½� ¾Â���� �¾� 2 � �¿��¼�!� 
 �3 � ���Â¼�!� 
 ��(� �
������¼!�¿��½�� ¼��������¼�	½� � ¼������'� ¼�� ¼���¾���¾Ã½	���� �¾�
�(- (� ������ .�/�� ������� .1/� ��� �#&���� .2/� �½��
½�Â½�¾�¼�¼�À����Ç�¾¼��!��À�½���½����Ã�¼¾(��
������Ã�¼� �¾���1 link type with 4-bar linkage�� ¾�� ¼��½��

�½�� �� ¾ ���� Ã ��½� �	� ��¼Ã�¼�½� Â�¿�½Â��'¾� ��� ��¼½��¾� �Á�
Ã¾��� ��Á� ��� ��¼Ã�¼�½� 	�½� �Â�½�¼��� �� ��'� ¾¼½Ã�¼Ã½�(��
+¾Â������Á� ��� �	� ¾��Ã��½� ��	��Ã½�¼��¾� ��½� singularities!�
���Ã½¾�� ¾���� ¼��� ��'� ¾¼½Ã�¼Ã½�� �¾���¾����� ¼���Â�½�¼��¿�¼���
��������	��-*����½��¾�Ã¾�����2"��½���'���(����Ã���¼��½���¾�
���� �¼�¼����������¼��¾����¼��¾�Ã�¼��¾��¾¼�������Ã¼���½¾���¼¾�
�¾¼�����������¼�	½� � ¼���¾���¾Ã½	����À�½��¾���Â������� ¼���
'��¾��	�¾��Â¾����Â�½¼��Ã��½��	�½�������� ¾Ã½	���� ¾��Â�� ¼��� ��'�
�	��������À�½���½���� �����¾ ����¾� ¼����� ���¼�����
¼����¿�½���¿�¼���¾��½�¾Á¾¼� �¼��¼���¾���¾Ã½	����Ã¾�����Á�
��� ��'(�$�¾���¾������¼��� ¼��������� ¼�� ¼��� ¼�¿������Á� �¾�
ÆÃ�¼�� ����½�Ã¾�� ����Ã¾�� ¼��� ¾��½� ¾Á¾¼� � ���¾È¼� �� ��
�¾����¼���¾��Â(�
�������Ã�¼����������½��¼�½�Å����¾�������'��¾¼��������

��¾������ �����¾ (��¾�¾��¿������(�2��¼���¾������Ã�¼���¾�
������¼����� ¾Â���� 	�½� ¼��� ��'� ¾¼½Ã�¼Ã½�� ¼�� �� �� �¾���� ¼���
¾��Â(� � ��Ã¾� �¼� �¾� Â�¾¾����� ¼�� ����¼� ¼��� �½½�Á� ������ ¼�� ¼���
¼�¿��� ���Á� ¾�	��Á� �¾���� ¼��� ¾��Â(�+À�� ¼��Ã��� ¼��¾� Ã�¼� �¾�
�¾¼������ ����½¾�� ¼��½�� �¾��� �� �¼�¼��� �������¼�����Ã¾�� ¼���
��¼Ã�¼�½� 	�½� �Â�½�¼��� ¼��� ��'� ¾¼½Ã�¼Ã½�� ¿�½'¾� ��'�� � lever(�
$�¾���¾��¾� ���½�Á��¾������������	�¾��Ã��½���	��Ã½�¼��¾�
��½�singularities!����Ã½¾�����Ã¾��¼�����'�¾¼½Ã�¼Ã½���¾���¾�����
¼���Â�½�¼��¿�¼�����������	�,*����½��¾(� �$Ã¼�¼�����'����¾�
¼��������¼��������½��½� ¼�� ½����� ¼���¾���¾Ã½	������¾�¿�����¾�
¼���Ã ��½��	���¼½��¾��������½��¾������ Â�½���¼��������
¼ÁÂ��� ¾���� ¼��½�� �¾� �� ���� ¼�� ��¼½��� ¼��� ¾������ Ã�¼�� ��
����¼���¼��¼�����¼Ã�¼�½(���#&����Ã�¼��¾�ÃÂ�½������¾���2 link 
type� ¼�� �À�½�� �� ¼��� ¿��'�¾¾� ¼�� ���¼��� ¼��� ��'� �	�
������ �����¾ (����½�	�½��� ¼��¾� �¾� 	½��� 	½� � ¼��� �����¼�
�� �¼(� $Ã¼� ¼¿�� ��¼Ã�¼�½¾� �½�� ½�ÆÃ�½��� ¼�� �Â�½�¼�� ¼¿�� ��'¾��
¿����� ��¾�¼���Ã ��½��	���¼½��¾���½��¾�¾����	�½��Ã¼¼���

����� ¿�����  Ã�¼�"0��¼¾� �½�� Ã¾���� ½� ������� ���Ã����
������������'��¾������(�

�
�

�
���(����¾¼����¼���¾Â�����	�¼����À�½���½���� �����¾ �

�

�
���(�1�&À�½���½����Ã�¼��	�������.�/�

�

�
���(�2�&À�½���½����Ã�¼��	��������.1/�

�

�
���(�4�&À�½���½����Ã�¼��	��#&������.2/�
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�� 	��������������������������~�����
� ���� �		����¼� �Â�½�¼��� ���  ��¼����� �	� ¼��� ¾��½�
¾Á¾¼� � ��� ��� ¾���	���¼�Á� � Â½�À��� �Á� ��À���Â��� ��
�À�½���½����Ã�¼�¼��¼��������¾¼�������¾����¿�¼��Ã¼���¼�½���
¼����Ã���¾¼½Ã�¼Ã½��������¾¼�½��¼���¾��½�¾Á¾¼� ����¼¾��¼�½�¼Á(�
���¾� Â�Â�½� Â½�Â�¾�¾� ��  �����¾ � 	��¼Ã½��� ¼��� 	�½������
��À�¼���¾��¾������(�3(��
����Â½�Â�¾����À�½���½����Ã�¼��¾���¾�����¼��� �����¾ �

Ã¾��� �� Â�½�������½� "��'� ��� ��¾����� ¼�� ¾��� ��¿� ¼���
�ÆÃ�Â �¼�¼��¼��� �Ç� Ã ��Ç¼�¼�Â�¾¾�����¿�¼��Ã¼�¼� Â�½���
¿�¼�� ¼��� ������� �¾���� ¼��� �Ã��(� �¿�� ��¼Ã�¼�½¾� �½�� Ã¾��� ¼��
�½�À��¼���Â½�Â�¾���Ã�¼(��¾�¼����Ç�¾¼����"��'� �����¾ ��	�
�#&����.2/��¾���¾�����¼¿����¼Ã�¼�½¾��¼��¾�������¾Ã�0��¼�¼��
¼��� ������� �����¼� �� �¼¾(� � ��½� �#&���È¾�  �����¾ �� ¼���
¾����� ��'� ¾��Ã��� ��� ÂÃ����� ���'¿�½�� ¼�� ¾¼�½�� ¼��� ¼�¿���
���Á��¾����¼����Ã�������¼���¼�¿������Á��¾�½�	���¼��(����	Ã��Á�
¾¼�½�� ¼��� ¾��½� �ÆÃ�Â �¼� ���Ã���� ¼��� ¼�¿��� ���Á� �Á�
ÂÃ����� ¼��� ¾����� ��'����'¿�½��� ¼����&
� ¼��¼� ¼��� ¾�����
��'����¾�¼�� ��¼�¾��Ã�����½��¾�(��	�¼����&
���½��¾�¾�¼���
 Ã�����¼� �Á����� Â�¾¾�����¼��	Ã��Á�¾¼�½��¼���¾��½��ÆÃ�Â �¼(�
To make up for the foregoing drawback, the parallelogram-
link is designed to fully store the sonar equipment by 
extending the sub-actuator and thus having the sub-links 
cross and go inside instead of pulling the second link 
backward after  refloating(�

�

�
�

���(�3��� Â��� ������	��¿��À�½���½���� �����¾ 
�

�
�

���(�5���	��Ã½�¼����	�
�����¾ ���¿�����Â�½�������½� "
��'���� ��"��'��¼�½¾��¼��¼�,*É�

�

��½�¼���Â½�Â�¾����"�&������½��¾��	��½���� !� �����¾ �
¿�¼�� �� Â�½�������½� �� ¼��� ¾Ã�"��'� �� ���(� 3� �¼�½¾��¼¾� �¾�
¾��¿������(�5�¿�����¼��� ��"��'��¾�ÂÃ�����ÃÂ����������¼����
6� ,* � ���� �¾� �����¼��� ���(� -(!� �� ¼��¾� 	��Ã½��� ¼��� ¾����� ���¾�
���¼�� ¼��� ��	��Ã½�¼��� �	� ¼���  �����¾ � 0Ã¾¼� ��	�½��
�¼�½¾��¼����¿�����¼�����¼¼������¾����¼��¼�����	��Ã½�¼����	�
¼���  �����¾ � 0Ã¾¼� �	¼�½� �¼�½¾��¼��(� � ���� Â�½������ ��'�
����¼��� ¼�� ¼��� ¾Ã�"�Á����½� ��¾Ã½�¾� *(4 (� ��� ��¼� ¼���
������������¼��	��(� ��¼��� ��"��'� ��¾Ã½�¾��(5 ������¼���
�¿���¼��� ��"��'��¾�ÂÃ�����ÃÂ����������¼�,* ��¼������¼���	�
 ��"��'� ��(5 !� �� �¾� 	½� � ¼��� 	��¼� 7� ¼��� ������� �����¼�
��(� !� Ê� ¼��� Â�½������ ��'� ���¼�� �*(4 !!(� � ��¾��� ¿��� ¼���
¼�¿��� ���Á� ��¾Ã½�¾� �(� � �� �����¼�� �¼¾� ¾Ã�"��'� ��¾Ã½�¾�
*(3 � �� ���¼���¼��� ���¼���	�¾Ã�"� ��'�6� ¼��� ���¼���	� ��"
��'���(5 !�"�¼��������¼��	�¼���¼�¿������Á���(� !�!(�
�

�
���(�-����� �¼����½�¿������'�� �¼���Â�½� �¼�½¾��	��

 ��"��'�
�

�
���(�,����� �¼����½�¿������'�� �¼���Â�½� �¼�½¾��	�

Â�½�������½� "��'�

���Ã½�¾� -� ��� ,� �½�� ���½���Å��� ¾��� �¼��� ����½� ¾� 	�½�
'�� �¼������Á¾�¾��	�¼��� ��"��'���¼����¿� �����¾ ����
¼��� Â�½�������½� "��'�� ½�¾Â��¼�À��Á(� � �� ���¾(� -� ��� ,�� d 
���¼�¾�¼������¼���	�¼���hydraulic actuator(��
�
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���(����¾��¿¾�¼���������	�¼���Â�½��������'���!�	�½�d� ���¿���
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Â�½�������½� "��'� �¾� 	�Ã�� �Á� �Â¼� �Å��� ¼��� ���¼�� �	� ¼���
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Abstract - By growing the integration of wind farms into 
electric power grids based on its uncertain nature an accurate 
prediction model is demanded for the operation of these 
power plants. This paper proposed a new forecasting model 
for wind power prediction. In this model, the Fully Complex 
valued Wavelet Network (FCWN) for forecasting the wind 
power generation is proposed. The proposed approach is 
started by filtering the wind signal through the feature 
selection. Then, the new forecast engine based on FCWN and 
an intelligent algorithm predicts the wind power signal. 
Furthermore, proposed algorithm improves the training 
mechanism of forecast engine. Finally, the proposed wind 
power forecasting model is tested with real-world hourly data 
of wind farms in Spain and Alberta, Canada. In order to 
demonstrate the validity of the proposed model, it is compared 
with several other wind speed and power forecast techniques. 
Obtained results confirm the validity of the developed 
approach.  

Keywords: Wind Power Forecast, Complex Valued Wavelet 
Network, Learning Algorithms. 

1 Introduction 
  Along with fire and moving water, wind was one of the first 
of nature’s forces to be harnessed by man. Wind was not just 
utilized on the water, though. Several centuries after the 
invention of the sail, vertical-axis windmills (windmills 
rotating around a vertical line, like a carousel) in Persia began 
to grind rain and lift water out of streams for irrigation in the 
10th century [1]. Recently, wind energy application is growing 
in Europe, particularly in Denmark and Germany where many 
European manufacturers were, and still are, important 
suppliers of wind turbine equipment. While California was the 
leader in U.S. wind energy until 2006, Texas would overtake 
it and move on to a commanding lead, with approximately 3 
times the connected capacity of California at the end of 2011 
[2]. Much of Texas’ explosive growth may be attributed to the 
fortunate circumstance that one of its biggest and most dense 
wind resource areas is bisected by one of its largest electrical 
transmission lines.46 Aggressive state programs to build 
transmission capacity in areas most likely to motivate wind 

power improvement also attracted development. Similarly, 
access to transmission and a supportive policy environment 
have supported Iowa overtake California to become the 
second largest wind power state in the U.S [3].  
According to important role of this energy in operation of 
power system, an accurate prediction model is demanded. So, 
recently several prediction models have been proposed. Some 
of the proposed models can be described as; Auto-Regressive 
Moving Average (ARMA) models [4, 5], Fractional ARIMA 
(FARIMA) model [6], Auto-Regressive Integrated Moving 
Average (ARIMA) model [7], NN-based forecast engine in 
[8], combination of differential Empirical Mode 
Decomposition (EMD) and Relevance Vector Machine 
(RVM) in [9] for prediction of short-term wind power output, 
two Neural Network (NN) based models in [10], combination 
of nonparametric and time-varying regression and time-series 
model, i.e. Holt–Winters and ARMA in [11], and Hybrid 
Iterative Forecast Method (HIFM) in [12] based on two stage 
feature selection model. Although the mentioned approaches 
are simple and strong forecasting methods and can be easily 
implemented, most of the predictors are linear, however, wind 
power signal is a no convex and a non-linear signal. 
Recently the Complex-Valued Neural Networks (CVNNs) 
have proved their abilities for the identification of nonlinear 
systems [13]. They have obtained this ability from that nature 
of having the possibility of simultaneous modeling and 
forecasting [13, 14, 15]. The main motivation to use CVNNs 
is its fast convergence, reduction in learning parameters and 
ability to learn 2 dimensions motion of signal in complex 
valued neural network [16]. The nature of the CVNNs obliges 
the neural network world to divide into two poles, the first use 
the split complex valued functions. This strategy keeps the 
complex valued form apparently but the neurons inside the 
network treat the data as two real valued parallel neurons. In 
this work, the fully complex valued wavelet network (FCWN) 
with a new wavelet activation function is proposed to forecast 
the wind power.  
So, the contributions of this paper can be summarized as 
follows; 

� A new feature selection has been presented for selecting 
the features of wind power features based on high 
relevancy and low redundancy. 

* Correspanding Author: hashayanfar@gmail.com  (H. A. Shayanfar) 
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� A new prediction model based on fully complex valued 
wavelet network has been implemented to predict the 
wind power with high accuracy. 
 

2 The Proposed Feature Selection  
2.1 Input Set Structure 

First of all, it is very important to recognize the 
construction and behavior of input signal (here the wind 
power) in prediction process. Accordingly, a bulk candidate 
set of input features is structured considering the statistical 
behavior of the wind signal. Considering such a more set of 
signal enables us to employ the maximum information value of 
the available data such that no likely informative and benefit 
feature is missing. But, the large number of these features 
cannot be useful directly for using in forecast engine. Hence, 
these features should be filtered by appropriate filter named 
feature selection. 
As the mentioned this energy can be seen as a nonlinear 
mapping function of several exogenous meteorological 
variables as well as their past values. By the past and forecast 
values of variables, such as wind speed, direction, 
temperature, and humidity are available at the wind farm 
place or a weather station near to the wind farm, a set of 
selected features (inputs), say S(t), can be constructed as: 
S(t) = {WP(t-1), …, WP(t-NWP), WS(t), WS(t-1), …, WS(t-
NWS), WD(t), WD(t-1), …, WD(t-NWD), T(t), T(t-1), …, T(t-NT), 
H(t),    H(t-1), …, H(t-NH)}                                                   (1) 
Where, WP(t), WS(t), WD(t), T(t) and H(t) define the wind 
power, speed, direction, temperature and humidity at time 
interval t, respectively. The time interval belongs the desired 
forecasting step; for example, in hourly wind prediction, t is 
scaled based on hour. The selected input features WP(t-1), …, 
WP(t-NWP) in (1), are the historical data of wind power. WS(t), 
is the prediction value of wind speed for time interval t and 
WS(t-1), …, WS(t-NWS) are its past amounts, based on this fact 
that wind speed is an important driver for wind power. Finally, 
for using the presented signal directly for forecast engine 
based on filtering the features, a minimum set of the most 
informative features will be selected based on the proposed 
feature selection method as described in the following; 

2.2 Hybrid Feature Selection 
According to the special conditions in SR forecasting 

problem, occasionally we encounter with many attributes 
whereas some of them no longer have helpful data and just 
complex the situation. Hence, feature selection is one of the 
very critical aspect that has a highly regarded recommendation 
[17]. This section introduce, a new feature selection which 
have greater effect on risk and return and appropriate analysis 
of algorithms results a novel feature selecting method in two 
stages is established. In this problem we deal with so many 
features that are either useless or have low information value. 

So, dealing with these features is time wasting except any 
good results. Feature selection methods are generally 
categorized into 3 main groups as: (1) filter methods, (2) 
wrapper methods, and (3) hybrid methods [18]. In this paper 
we applied a hybrid method based on mixing the filter and 
function-based clustering model to extract a set of effective 
features. 

2.3 Filter model 
As the mentioned in [17], seven algorithms have been defined 
as Filter methods of: Info Gain, Gain Ratio, Chi square, 
Relief-f, One R, consistency and causal feature selection 
(CFS). 

Moreover, Symmetrical Uncertainty and support vector 
machine (SVM) algorithm are also implemented for weighting 
the features [17]. In this manuscript, to compare the 
importance of each feature based on mentioned models, a 
comprehensive analysis was proposed on the features and 
eventually the weightings of features are presented. 

2.4 Function-based clustering method 
After reaching to the features weights by various filter 

based algorithms we have “n” feature with “m” feature’s 
weight and then a model to determine the important features’ 
clustering is needed which is between these weighted 
attributes. Consequently, we develop the presented function-
based clustering model in [18]. This method is based on 
hierarchical divisive clustering model which starts with one 
cluster consisting all objects, (Xn×m).  

For the object x1, . . . ,xn, we define the vector of group 
membership of objects as z = (z1, . . . , zn)T, where z 	  Z, and 
Z is the space of sign vectors denoted as: 


 �1( ,..., ) 1T
n iz z z z� � � � 

                                        (2)                    
All objects that are depended with an entry of 1 in z are 

categorized into one group, whereas the others with an entry 
of -1 are categorized into the other group. Then by using the 
method of multivariate analysis of variance denoted as 
follows: 

, 1,2,...,i i ix z i n� � �� � � �
                                (3)                    

Where, i�  is the error vectors and assumed to be normally 

distributed with a zero mean and a common covariance matrix 
V, i.e. N(0,V). Additionally, i�  and i�  (i ≠ j) are assumed to 
be independent. Then by maximum similarity, the clustering 
problem is presented as a least squares optimization problem 
as; 


 �
, ,
min ( 1 ) ( 1 )T

z Z
z X z X

� �
� � � �

	
� � � �

                              (4)                    
In a same time, the unknown vector of cluster membership 

and the coefficients of the linear clustering function are 
approximated. The calculation of the clustering-function-
based model will be converted to that of sign analysis [18], 
and by solving the problem, 2 clusters is obtained. Then, one 
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of these groups based on higher within-group dispersion 
matrix is further categorized into two dis-similar sub-groups. 
The procedure continues till some stopping criterion has been 
satisfied which is based on within-group dispersion and/or 
between-group dispersion matrices. 

By this method we use the benefits of several filter 
methods and use these weighting attributes by function-based 
clustering model to make more accurate decision of effective 
feature. 

3 Proposed Forecast Strategy 
In this section the proposed forecast engine has been 
developed. This model is based on a complex valued function. 
The proposed function is described as: 

f (z)= u(x,y)+jv(x,y) is nonlinear in x and y , 
f (z) is not entire  

The partial derivatives , ,
u u v
x y x

� � �
� � �

 and, v
y

�
�

 exist, should be 

continuous and bounded, u v u v
x y y x

� � � �
�

� � � �
 except if u v

x x
� �

�
� �

=0 

and 0
u v
y y

� �
� �

� �
 u(x, y) and v(x, y) should be bounded, 

therefore f (z) is bounded. 
Furthermore, if the activation function is wavelet basis 
function, two more conditions should be satisfied: the function 
should have a finite energy and should be admissible. 
In this section, we propose a form of the complex valued 
Mexican Hat wavelet function that could be obtained using the 
negative second derivative of the sech function. Obtaining that 
the hyperbolic secant “sech” could replace the Gaussian 
function and it presents the fully complex valued form [16], in 
addition the 1 real valued Mexican hat wavelet function is the 
second derivative of the real valued Gaussian function. The 
negative second derivative of the sech function has a solely 
every ( z= j(2n+1)ᴫ/2, n є N ), however these types of 
solely points and discontinuities at nonzero points do not 
create a problem in training when the domain of interest is 
bounded within a circle of radius ᴫ/2 [15].  

2( ) 2sec ( )(2sec ( ) 1)f z h z h Z� �                                         (5) 
This function proofs the above situations. 
In the reviewed literature, there is no work dealing with such 
particular complex-valued wavelet function at present stage. 
One can see that both real and imaginary sections and the 
absolute value of this function have court duration. This 
should be proof that, this function could be accepted as 
wavelet function. The complex valued function f (z) = f (x,y), 
localized in space, must satisfy the admissibility condition 
[14]: 

2
2

2 2

( , )
(2 )f

R R

F
C d d

� �
� � �

� �
� � �

�� �                                         (6) 

Where, F(� ,� ) is the Fourier transform of f (z) and (� ,� ) 
are the two specific frequencies. 

Using the geometric series equation of the function sech(z), 
and make a derivation twice of the provided series, one can 
find:  

2 (2 1) (2 1)

0

( ) ( , ) 2 ( 1) (2 1)k k x j k y

k
f z f x y k e e

�
� � � �

�

� � � ��  (7) 

The Fourier transform of the function f (z) could be found as 
follows: 

3
2 2

0

( 2 1)
( , ) 2 ( 1) (2 1)
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k

k

kF k
k

� �� �
�

�

�

� �
� � �

� ��                      (8) 

In the above equation � is the Dirac impulse. Also, by the 
mentioned equation and the proprieties of � , the integral 
could be simplified as: 

3

2
2 2

0

(2 1)
16

(2 1)f
k R

kC d
k

� �
�

�

�

� ��
� � �� ��  

��                                    (9) 

After evaluating this last integral, the value of C f  is found: C f  
= 0.75 ᴫ5< � that means the function f (z) is admissible 
complicated amount wavelet function. Hence, this function is 
acceptable as fully complex valued function for the FCWN 
and as fully complex valued wavelet function as well. Which 
permits us to construct the FCWN. 
 

3.1 FCWN Model 
In literature, wavelet network has deal with a remarkable 
place. The complex valued wavelet function proposed in the 
later is used as an activation function to make the FCWN of 
Fig. 1, where its kth output is described as: 
^

1
1

( )
m

klk
l

y h� !
�

��                                                             (10) 

Where, kl�  shows the complex valued weights among the 

hidden layer and the output layer. 1 "#l "m is the number of 
neurons in the hidden layer. 1( )h! is the lth  hidden layer’s 
output (i.e. f (z) ). 
Accordingly, h1 �#$%&'z-c1()#z 	Cn is the complex amount 
input vector, $&#	 Cn is the complex-valued scaling vector of 
the lth hidden neuron, which shows the dilation values in 
wavelet functions, and c1	 Cn is the complex-valued 
translation vector of the lth hidden neuron [16]. 
 

3.1.1. Learning Algorithm  
In this section the objective of proposed structure should be 
minimized. Where, this minimization leads to find the lower 
value for error at the output layer which can be defined as; 

*1 1 1
2 2 2

H
k k k

k k
E e e e e E� � �� �                                       (11) 

2*
k k k kE e e e� �                                                                  (12) 

In this equation, 
^

k k ke y y� �  is the kth  error among the kth 

desired output yk and the kth estimated output 
^

ky , k = 1, 2, … 
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shows the number of outputs. *
ke  is the error’s conjugate of the 

kth  output neuron [15]. 
The complex valued gradient descent algorithm is widely 
applied to find the optimal parameters of nonlinear function in 
complex domain. So, in this paper we used an intelligent 
algorithm for finding the optimal values of nonlinear function 
network. In the following the proposed optimization algorithm 
has been discussed. 

 
Fig. 1. Fully complex-valued wavelet network model 
 

Also, as combination of this learning method with shark smell 
optimization algorithm (SSO), this algorithm is applied in this 
prediction model. As this model is not the novelty of this 
paper, more details of this algorithm is presented in [19].  
 

4 Numerical Results 
Since system operators need hourly wind power forecast a day 
before real-time operation in order to perform unit 
commitment and economic dispatch analyses, an accurate 
hourly wind speed and power forecast is vital for system 
operators; hence, this paper mainly focuses on hourly 
prediction. Also, the forecasting horizon of 24 hours ahead is 
adopted in this paper. Today, with the aid of advanced 
telemetry, GPS (Global Positioning System), and SCADA 
(Supervisory Control And Data Acquisition) systems, the 
required data all over the power grids are synchronously 
recorded in the control centers such that delay between the 
recorded data and execution of power application software, 
such as the forecasting processes, is usually in the range of a 
few minutes or even less. Moreover, the proposed wind 
forecasting strategy has a low setup time. Thus, we assume 
that the historical data up to the previous hour is available and 
the proposed wind forecasting strategy can be quickly trained 
with this data. Consequently, the forecast horizon of 1-24 
hours ahead is adopted for day-ahead wind prediction in this 
paper. This forecast horizon has extensively been considered 
in the other day-ahead wind forecast research works, such as 
[20,21,22,23]. Moreover, the proposed wind prediction 
strategy has no limitation for longer forecasting horizons, sine 
it generates forecasts recursively. 
    The proposed wind forecasting strategy is tested by the 
real-world data from wind farms in Spain and Alberta, 
Canada. Moreover, the test cases include both wind speed and 
power forecasts. Considering wind speed prediction test case 

has another advantage that we can also compare our obtained 
results with some of the relevant existing literature.  
 
4.1. Sotavento Test Case 
Sotavento wind farm, located in Galicia, Spain, has 24 wind 
turbines with the nominal power of 17.56 MW and predicted 
annual production of 38.5 GWh [24]. Obtained wind speed 
forecast results from the proposed strategy for this test case 
are shown in Table 1. Also, the proposed strategy is compared 
with some other methods presented in our previous work [22]. 
In this way, the same test conditions, such as the same wind 
farm and test periods, can be considered to present fair 
informative comparisons. According to [22], 200 lagged 
hourly values of wind speed are considered as the candidate 
inputs, that are selected by the feature selection technique to 
select a minimum subset of the most informative candidates 
for the proposed forecasting engine, and 50 days prior to each 
forecast day are considered as the historical data divided to 49 
days as the training set and one day before the forecast day as 
the validation set. Moreover, the same test periods of [22], 
including the third week of February, May, August, and 
November of year 2005 are adopted here for the sake of a fair 
comparison. For instance, the selected features of the feature 
selection technique for February 15, 2005, i.e. the first day of 
the February test week, are as follows: 
X = [x1,x2,…,xm] = [WS(t–1), WS(t–2), WS(t–3), WS(t–6), 
WS(t–12), WS(t–24), WS(t–16), WS(t–121), WS(t–132), WS(t–
124), WS(t–192), WS(t–69), WS(t–112), WS(t–115), WS(t–49), 
WS(t–149), WS(t–59), WS(t–63), WS(t–72), WS(t–167)]  
The above 20 features are selected among the 200 candidate 
inputs {WS(t–1), WS(t–2), …, WS(t–200)}. 
The error criterion of table 1 is Root Mean Square Error 
(RMSE) defined as follows: 

' (
1 2

2

( ) ( )
1

1 NH

ACT t FOR t
t

RMSE S S
NH �
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�  

�                            (13) 

Where, SACT(t) and SFOR(t) indicate the actual and forecast 
values of the signal (wind speed or wind power) for hour t. 
Also, NH indicates number of hours, which is 168 for test 
weeks. Note that for day-ahead wind forecasting of this paper, 
the proposed prediction method proceeds hour by hour along 
the each day forecast horizon. At the end of each day, when 
the wind speed/power values of the 24 hours become 
available, the historical data can be updated once a day to 
perform day-ahead wind prediction of the next day. Thus, the 
forecast horizon includes 24 forecast steps. On the other hand, 
if the historical data is updated hour by hour instead of day by 
day, hour-ahead wind forecast instead of day-ahead forecast is 
obtained leading to much shorter forecast horizon of hour-
ahead instead of day-ahead. However, one week or 168 hours 
are considered as the evaluation period for the error criteria of 
RMSE and MAPE to better evaluate performance of the 
model over a longer period. Table 1 demonstrates that the 
RMSE of the wind speed forecast of the proposed method is 
significantly lower than the RMSE of the other methods based 
on the proposed forecast engines. 
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    In the next numerical experiment, the proposed forecast 
strategy is applied to predict wind power of Sotavento wind 
farm. While an intelligent forecasting engine can construct an 
effective model for wind power prediction process, more 
accurate numerical weather predictions can provide more 
qualified inputs for the wind power forecasting strategy, which 
effectively improve its accuracy. For this reason, wind speed 
and temperature, which are highly correlated weather 
parameters with wind power, are considered as the exogenous 
variables for wind power prediction process in this paper. In 
other words, the historical data and forecast values of wind 
speed and temperature along with the historical data of wind 
power are used as inputs for the proposed wind power 
forecasting strategy. Forecast values of wind speed and 
temperature are separately generated for the next 24 hours by 
means of the proposed forecasting strategy as the forecast 
values of meteorological parameters might not be available at 
wind farm sites. Within the proposed strategy, an effective 
feature selection technique, based on the information theoretic 
criterion of mutual information, first filters out the ineffective 
inputs and selects most informative features for the forecasting 
engine. The results obtained from the feature selection 
technique for wind power prediction of different days 
illustrate that the forecast of wind speed and temperature are 
usually among the selected features, which indicate their high 
relevance with the target variable, i.e. wind power. For 
instance, the selected inputs of the feature selection technique 
for the Sotavento test case in May 15, 2005, are as follows: 
X = [x1,x2,…,xm] = [WP(t–1), WP(t–2), WP(t–3), WP(t–4), 
WS(t), WS(t–1), WS(t–2), WS(t–12), WS(t–17), WS(t–25), 
WP(t–28), WP(t–35), WS(t–135), WS(t–167), WP(t–49), 
Temp(t), Temp(t–1), WS(t–48), Temp(t–183), WP(t–71), 
WS(t–196), Temp(t–191), WS(t–185)]  
 

Table 1) RMSE results (m/s) for day-ahead wind speed forecast 
of Sotavento wind farm in the four test weeks of year 2005 
 

Test 
week 

Correlation 
analysis 
+HIFM [22] 

MI-MR 
+MLP [22] 

MI-
MR+HIFM 
[22] 

Proposed 
method 

RMSE RMSE RMSE RMSE 
Feb. 7.56 7.68 5.71 3.78 
May 5.82 5.96 4.26 3.22 
Aug. 6.93 7.01 5.92 3.86 
Nov. 5.97 6.04 4.55 3.54 
Average 6.57 6.68 5.11 3.60 

Where, WP, WS and Temp represent wind power, wind speed 
and temperature, respectively. These input features are used 
for wind power forecast of the next hour, i.e. WP(t). It is seen 
that 15 out of 23 selected inputs are from WS and Temp, 
which demonstrate the contribution of wind speed and 
temperature for wind power prediction. Moreover, prediction 
of wind speed and temperature, i.e. WS(t) and Temp(t), are 
among the selected features. Similar feature selection results 
have been obtained for the other forecast days. Hence, more 
accurate forecasts for wind speed and temperature can 
significantly decrease the wind power prediction error.  It 
should be noted that the forecast values of temperature are 
separately generated by the proposed strategy, similar to those 

of wind speed, based on 200 lagged hourly values of 
temperature as the candidate inputs and hourly historical data 
of one and 49 days as the validation and training sets, 
respectively.  
Furthermore, in the next section effectiveness of the proposed 
training model is evaluated. Accordingly, the proposed 
optimization method is replaced with several other well-
known stochastic search techniques as mentioned in Table 2. 
Briefly, in Genetic Algorithm (GA), a population of candidate 
solutions, called chromosomes, is evolved toward better 
solutions using techniques inspired by the process of natural 
evolution such as mutation, selection, and crossover. Particle 
Swarm Optimization (PSO) optimizes a problem using a 
population of candidate solutions, called particles, and moving 
these particles around in the search-space according to simple 
mathematical formula over the particle's position and velocity. 
Each particle's movement is influenced by its local best known 
position and is also guided toward the best known positions 
among particles. Dynamic Evolutionary (DE) is a population-
based evolutionary algorithm which creates new candidate 
solutions by combining existing ones using mutation and 
crossover operators. In DE, the difference between two 
random candidate solutions of the population is calculated in 
mutation operation to generate a trial solution. Then, the 
crossover operator generates the offspring from the trial and 
parent based on random selection. Simulated Annealing (SA) 
is a heuristic optimization method, based on an analogy taken 
from thermodynamics and inspired by the annealing process of 
metal and glass. SA also allows movements to the solutions 
with objective function values that are worse than the 
objective function value of the current solution, which is 
called uphill move. More details about these techniques can be 
found in [25].  
    The obtained results from each prediction method are 
shown in Table 2. Two error criteria are reported for each 
method in Table 2: Normalized RMSE (NRMSE) which is 
RMSE error criterion defined in (24) divided by nominal 
power of the wind farm and Mean Absolute Percentage Error 
(MAPE), defined as follows: 
 

( ) ( )
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1 1

1 1
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NH NH
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� ��

�
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As presented in the numerical results in tables, the proposed 
model obtained lowest results in comparison with other 
methods. Sample results of the training strategy including 
training error and validation error curves for the first day of 
the winter test week are shown in Fig. 2. The effect of the 
proposed termination criterion can be seen from this figure 
such that the training phase of the forecasting engine is 
terminated in the SSO generation of 41 leading to the 
minimum validation error, which is expected to yield the 
maximum generalization capability for the WNN. Also, Fig. 3, 
represent the measured and the forecasted day ahead for wind 
power generation in table one in the temporal and the polar 
plans. 
 

70 Int'l Conf. Scientific Computing |  CSC'16  |

ISBN: 1-60132-430-8, CSREA Press ©



 
Fig. 2. Training and validation error curves, in terms of MSE, 
for the first day of the February test week for the Sotavento 

wind farm 

 
Figure 3. Measured and forecasted five days ahead of daily 

solar irradiation in the polar representation 

Table 2) Comparison of the proposed training strategy, i.e. SSO, with GA, PSO, DE and SA for day-ahead wind power forecast 
of Sotavento wind farm in the four test weeks of year 2005 

Test  
week 

GA PSO DE SA SSO 

NRMS
E MAPE NRMS

E MAPE NRMS
E  MAPE NRMS

E MAPE 
NRMS
E  
(%) 

MAPE 
 (%) 

Feb. 10.87 40.15 10.47 37.43 10.19 37.01 9.16 33.67 6.90 25.50 
May 11.27 40.97 10.87 38.42 10.59 37.87 9.68 35.12 7.36 25.78 
Aug. 10.46 38.24 10.13 36.13 9.79 35.77 9.05 33.05 6.06 24.46 
Nov. 10.59 37.66 9.85 35.74 9.56 35.23 8.25 32.42 5.75 23.55 
Average 10.82 39.25 10.30 36.93 10.02 36.47 8.99 33.56 6.52 24.82 

 

5 Conclusion 
In this paper, a new wind prediction strategy is proposed. In 
this model, the fully complex valued wavelet network for 
forecasting the wind power generation. In this model, the 
signal is selected with a feature selection model. After that, the 
new forecast engine predicts the wind power signal. This 
model is tested over real-world hourly data of wind farms in 
Spain and Alberta. Obtained numerical results demonstrate the 
validity of the proposed model, through the comparison with 
wind speed and power forecast techniques.  
 

6 References 
[1]. S. Fan, et al., “Forecasting the Wind Generation Using a 
Two-Stage Network Based on Meteorological Information”, 
IEEE Transactions on energy conversion, Vol. 24, No. 2, June 
2009.  
[2]. M. Lei, L. Shiyan, J. Chuanwen, L. Hongling, and Z. Yan, 
“A review on the forecasting of wind speed and generated 
power,” Renewab. Sustain. Energy Rev., vol. 13, no. 4, pp. 
915–920, May 2009. 
[3]. P. Hu, R. Karki, R. Billinton, "Reliability evaluation of 
generating systems containing wind power and energy 
storage", IET, Generation, Transmission & Distribution, 
Volume: 3, Issue: 8, Page(s): 783 – 791, August 2009. 
[4]. Corotis RB, Sigl AB, Cohen MP., “Variance analysis of 
wind characteristics for energy conversion”, Journal of 
Applied Meteorology; 16(11):1149–1157, 1977. 

[5]. Daniel AR, Chen AA., “Stochastic simulation and 
forecasting of hourly average wind speed sequences in 
Jamaica”, Solar Energy; 46(1):1–11, 1991. 
[6]. R. G. Kavasseri, K. Seetharaman, “Day-ahead wind speed 
forecasting using f-ARIMA models”, Renewable Energy 34, 
1388–1393.  
[7]. Milligan M, Schwartz M,Wan Y. Statistical wind power 
forecasting models: results for U.S. wind farms, NREL-CP-
500-33956, May 2003, Available [Online]: 
http://www.nrel.gov/docs/fy03osti/33956.pdf  
[8]. I. Maqsood, M. Riaz-Khan, A. Abraham, An ensemble of 
neural networks for weather forecasting. Neural Comput 
Appl., vol. 13, no. 2, pp. 112–122, 2004.  
[9]. Y. Bao, H. Wang, B. Wang, Short-term wind power 
prediction using differential EMD and relevance vector 
machine, Neural Comput & Applic, vol. 25, no. 2, pp 283-
289, August 2014 
[10]. A. Khosravi, S. Nahavandi, and D. Creighton, Prediction 
intervals for short-term wind farm power generation forecasts, 
IEEE Transactions on Sustainable Energy, vol. 4, no. 3, p. 
602-610, July 2013. 
[11]. T. Jónsson, P. Pinson, H. A. Nielsen, H.k Madsen, and 
T. S. Nielsen, Forecasting Electricity Spot Prices Accounting 
for Wind Power Predictions, IEEE Transactions on 
Sustainable Energy, vol. 4, no. 1, pp. 210-218, January 2013. 
[12]. N. Amjady, F. Keynia, H. Zareipour, “A New Hybrid 
Iterative Method for Short Term Wind Speed Forecasting,” 
European Transactions on Electrical Power, Vol. 21, No. 1, 
pp. 581-595, January 2011. 

0 10 20 30 40 50 60 70 80 90 100 
10-3 

100 

SSO Generation 

M
SE

 

Training error  
Validation error 
Termination point 

Real Part

Im
ag

in
g 

Pa
rt

 

Int'l Conf. Scientific Computing |  CSC'16  | 71

ISBN: 1-60132-430-8, CSREA Press ©



[13]. S.L. Goh, M. Chen, D.H. Popovic, K. Aihara, D. 
Obradovic, D.P. Mandic, “Complex valued forecasting of 
wind profile”, Renewable Energy, 31, 1733–1750, 2006. 
[14]. S. L. Goh and D. P. Mandic, “Nonlinear Adaptive 
Prediction of Complex-Valued Signals by Complex-Valued 
PRNN”, IEEE TRANSACTIONS ON SIGNAL 
PROCESSING, VOL. 53, NO. 5, pp.1827-1836, May 2005. 
[15]. S. Chen, S. McLaughlin and B. Mulgrew, “Complex-
valued radial basis function network, Part II: Application to 
digital communications channel equalization”, Signal 
Processing, 36, 175-188, 1994. 
[16]. B. K. Tripathi, B. Chandra, M. Singh and P. K. Kalra, 
“Complex generalized-me neuron model and its applications”, 
Applied Soft Computing, vol. 11, 768–777, 2011. 
[17]. I. H. Witten, & E. Frank, Data mining: Practical machine 
learning tools and techniques (3rd ed.). San Francisco: 
Morgan Kaufmann, 2011. 
[18]. B. Li, A new approach to cluster analysis: The 
clustering-function-based method. Journal of the Royal 
Statistical Society, Series B (Statistical Methodology), vol. 68, 
pp. 457–476, 2006.  
[19]. O. Abedinia, N. Amjady, A. Ghasemi, A New Meta-
heuristic Algorithm Based on Shark Smell Optimization, 
Complexity Journal (John Wiley), , DOI: 10.1002/cplx.21634, 
December 2014,.  
[20]. R.E. Abdel-Aal, M.A. Elhadidy, S.M. Shaahid, 
“Modeling and forecasting the mean hourly wind speed time 
series using GMDH-based abductive networks,” Renewable 
Energy, Vol. 34, pp. 1686-1699, February 2009. 
[21]. Maqsood I, Khan MR, Huang GH, Abdalla R, 
“Application of soft computing models to hourly weather 
analysis in southern Saskatchewan, Canada”, Engineering 
Applications of Artificial Intelligence; 18(1):115–125, 2005. 
[22]. N. Amjady, F. Keynia, H. Zareipour, “A new hybrid 
iterative method for short-term wind speed forecasting,” Euro. 
Trans. Electr. Power 20:1–15, 2010.  
[23]. N. Amjady, F. Keynia, H. Zareipour, “Wind Power 
Prediction by a New Forecast Engine Composed of Modified 
Hybrid Neural Network and Enhanced Particle Swarm 
Optimization”, IEEE Transactions on Sustainable Energy, 
Vol. 2, Issue 3, pp. 265-276, July 2011.  
[24]. Sotavento Wind Farm: [Online] 
www.sotaventogalicia.com 
[25]. A. P. Engelbrecht, Computational intelligence: an 
introduction, 2nd ed. John Wiley & Sons; 2007. 
 

Biographies 
 

Heidar Ali Shayanfar received the 
B.S. and M.S.E. degrees in Electrical 
Engineering in 1973 and 1979, 
respectively. He received his Ph. D. 
degree in Electrical Engineering from 
Michigan State University, U.S.A., in 
1981. Currently, he is a Full Professor 

in Electrical Engineering Department of Iran University 
of Science and Technology, Tehran, Iran. His research 

interests are in the Application of Artificial Intelligence to 
Power System Control Design, Dynamic Load Modeling, 
Power System Observability Studies, Smart Grids, 
Voltage Collapse, Congestion Management in a 
Restructured Power System, Reliability Improvement in 
Distribution Systems and Reactive Pricing in Deregulated 
Power Systems. He has published more than 520 
technical papers in the International Journals and 
Conferences proceedings. He is a member of Iranian 
Association of Electrical and Electronic Engineers and 
IEEE.  
 

Oveis Abedinia received his Ph.D from 
Semnan University, Semnan, Iran in 
2015. At present, he is a postdoctoral 
researcher and adjunct faculty in 
Budapest university of Technology and 
Economics (BME). His major research 
interests are Application of Artificial 
Intelligence to Power System and 

Control Design, Forecasting in power system, 
Distribution Generation, Restructuring in Power Systems, 
and Optimization.  
 

Nima Amjady (SM’10) was born in 
Tehran, Iran, on February 24, 1971. 
He received the B.Sc., M.Sc., and 
Ph.D. degrees in electrical 
engineering from Sharif University 
of Technology, Tehran, Iran, in 
1992, 1994, and 1997, respectively. 

At present, he is a Professor with the Electrical 
Engineering Department, Semnan University, Semnan, 
Iran. He is also a Consultant with the National 
Dispatching Department of Iran. His research interests 
include security assessment of power systems, reliability 
of power networks, load and price forecasting, and 
artificial intelligence and its applications to the problems 
of power systems. 

Saman Rajaei is a Senior year 
Bachelor’s student of Electrical 
Engineering and informatics with the 
specialisation of Power Engineering, at 
Budapest university of Technology and 
Economics (BME). He has been living 
in Hungary for the past 4 years where 
he pursues his degree and is planning to 
go Canada for his Master’s studies. 

During his Bachelor’s studies he has worked with 
technology companies and won an award for innovation 
in Wearable technologies in Munich, Germany. His 
upcoming diploma work is studying the Impact of 
Electric Car Charging on Low Voltage Smart Grids. 

 

72 Int'l Conf. Scientific Computing |  CSC'16  |

ISBN: 1-60132-430-8, CSREA Press ©



Building Graphical Fuzzy Inference System in Political 
Documents 

 
Dr. Sameera Alshayji 

Political and Economic Affairs Department, Amiri Diwan, Seif Palace, Kuwait 
 

 

Abstract - The synchronization of terrorism in many countries, 
especially in Arab states, makes it imperative for the leaders 
to redirect their investment compass in a proper way. This is 
especially true when considering whether to strengthen 
bilateral economic relations among nations, as critical 
decisions are influenced by certain variables that are based 
on heterogeneous and vague information, such as information 
found in minutes of meetings held between the heads of state 
and envoys and other decision makers. In addition, the 
content in the minutes of meetings suffers from the presence of 
question marks and exclamation marks. Applying a fuzzy 
ontology method is one of the possible solutions to address the 
lack of conceptual clarity. A fuzzy inference system’s (FIS) 
greatest strength lies in its ability to handle imprecise data. 
This paper will present nonverbal communication’s place as 
an integral part of minutes of meeting thought. 

Keywords: Fuzzy logic, FIS, Ontology,  Bilateral meetings 

 

1 Introduction   
 Political decision makers, in terms of creating and 
strengthening the economic bilateral relationship with other 
countries, need to organize different factors and indicators 
from different domains to support and guide them with 
expertise knowledge and certain information to make better 
decisions. This is necessary because decision support systems 
require large-scale data analysis facilities for making efficient 
decisions. Making the right decision at the right time with the 
most up-to-date data is very important for political decision 
support. The main objective of applying ontology is to help 
the political decision office retrieve the information it really 
needs as quickly as possible.  Also, analysis of heterogeneous 
information from internal and external sources will help a 
political decision maker to know the main factors that affect 
the promotion of economic relations. Ontology methods can 
capture information from several different systems to facilitate 
sharing with different parties and identifying the shared 
information. The proper decisions in strengthening economic 
cooperation with other countries are very important for many 
reasons, such as security, stability, and the prosperity of the 
country, both locally and globally. Sometimes, the political 
relationship is excellent, but the investment in the country is 
not successful. This situation can cause waste and the 
depletion of state funds. Other times, the political relationship 

is weak, but the investment in the country is successful. 
Political decision makers have to keep all data up to date, 
which may delay the decision-making process and cause 
heavy financial losses to the state. In either case, political 
decision makers need to make proper decisions to strengthen 
economic relationships with friendly nations to achieve 
successful investments in the right places. 

 

1.1 Overview 
  Regions may experience complications, especially the 
Middle East, which has faced complications such as fighting 
terrorism, striving for peace, and aspiration to lift the 
economy, particularly in light of the descent of oil prices. All 
of these challenges force the heads of state to rethink their 
investment compasses, especially when it comes to 
strengthening their bilateral economic relationships. The 
world’s increasing interconnectedness and the recent increase 
in the number of notable regional and international events 
pose ever-greater challenges for political decision-making 
processes. Many times, the response of a decision maker is to 
question the wishes of the other nations that his or her country 
already has some economic bilateral relations with; thus, the 
answer becomes a silent thought, or some sentences include 
question marks or exclamation marks. Such question marks, 
and exclamation marks at the end of sentences must have 
scientific logical parameters. Silent thoughts and question 
marks require someone to analyze them, as the people from 
the information systems require clear variables to add into the 
system. This is especially true, for example, Alshayji et al. [9] 
presented the “MATLAP” system; which has the ability to 
convert linguistic variables to fix the number by conducting 
fuzzy logic methodologies. To be more precise, we need to 
depict these variables in a database rather than in documents.  

 

1.2 Current Challenges 
 Unfortunately, in reality, most of the concept of political 
and investment information are a linguistic variable, that is, a 
variable with values in words rather than numbers. Also, these 
kinds of concepts, which are located inside the minutes of 
meeting documents, contain the presence of question marks 
and exclamation marks. These kinds of information held 
during the official talks, along with silent thoughts, are 
unknown information, and we can consider them as vague 
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information. This makes it extremely difficult for the decision 
maker to understand the concepts that exist in the documents 
in the political domain. For example, Alshayji et al. [5] 
identified some concepts that influence decisions to 
strengthen economic relationships with other countries, such 
as the agreements concept [4], the nuclear affairs concept, and 
the peace in the Middle East concept; these ideas are also 
presented by Alshayji et al. [7]. The decision-maker who is 
considering whether to strengthen economic relationships 
requires structured information. Examples of information that 
may be assessed in the decision-making process include 
competency questions such as "What is the result of the 
bilateral meeting? The types of answers may involve a 
description such as "strong positive", "positive", "neutral", 
and "negative". In addition, such as “silent thoughts” or 
“question marks” and “exclamation marks,” which are 
included at the end of the sentence, make obstacles for the 
decision maker to understand the intent of the speech. In this 
situation, the political decision maker could describe the 
bilateral relationship between the two nations in several 
phases, such as "very good" at a specific time, "good" in 
another time, or "weak" at the current time. Or sometimes the 
result of the bilateral meeting is unclear in other words, the 
result of the bilateral meeting is fuzzy at the current time 
because some answers contain question marks and 
exclamation marks at the end of some sentences, in addition 
to the presence of “silent thoughts.” This kind of information 
obscures the thoughts of the decision-making process 

1.3 Problem formulation 
 A serious problem that the political or investment 
decision-maker faces is the difficulty of building an efficient 
political decision support system (DSS) with heterogeneous 
and vague information in the political and investment 
domains, especially regarding the decision to strengthen 
bilateral economic relationships with friendly nations. 
Typically, these critical decisions are influenced by 
heterogeneous and vague information from different domains. 
Most of the political decision maker’s documents use 
linguistic variables whose values are words rather than 
numbers and therefore are closer to human intuition. A natural 
language is needed to describe such information, which 
requires more human knowledge for interpretation. 

1.4 Proposed solutions 
 A popular way to handle scattered data is to construct 
the so-called fuzzy ontology as presented by Inyaem et al. 
[14]. The fuzzy membership value μ is used for the 
relationship between the objects in question, where 0‹μ‹1 and 
μ corresponds to fuzzy membership relationships such as 
"low," "medium," or high" for each object. The purpose of 
fuzzy control is to influence the behavior of a system by 
changing the inputs to that system according to the rule or set 
of rules under which that system operates. The purpose of 
applying fuzzy systems is to enable one to weigh the 

consequences (rule conclusions) of certain choices based on 
vague information.  

1.5 Contribution knowledge 
 The fuzzy inference system contributes to understanding 
the context and perspectives that are important to the impact 
of political variables on strengthening bilateral economic 
relationships. The proposed technique efficiently utilizes 
algorithms to access, integrate, and manage the contributed 
information at the international level. Using object paradigm 
ontology and Protégé-OWL methods to contribute to 
understanding the domain as well as the relation between 
objects, the technique also contributed significantly to 
simplifying the concept by extracting the main variables that 
affect the decision process [5]. These methods facilitate 
implementation. In addition, they enhance the clarity of the 
natural concepts and encourage us to shed light on other, more 
difficult domains, such as a parliament. Utilizing fuzzy logic 
contributed to the understanding of linguistic and imprecise 
data. The utilization of the fuzzy cognitive mapping (FCM) 
scheme provides insight into the interdependencies variables 
(vague data). FIS is a high-level technical computing language 
and interactive environment for algorithm development, data 
visualization, data analysis, and numeric computing. Its 
contribution lies in the secret of the calculations that automate 
dealing with imprecise language and vague information.  

2 Methodology 
2.1 Proposed ontology 
 Ontology facilitates the communication between the user 
and the system, and the success of the information systems is 
based on integration of information.  Different methodological 
approaches for building ontology have been proposed in the 
literature [10, 12, 14, 18].  

Two approaches are described in this paper. The first is 
adopted from the ontology modeling approach of Noy and 
McGuinness [19] and Fernandez-Lopez [13]. The second 
approach Process of Construction of Fuzzy Ontology is 
adopted from Inyaem et al. [14]. The main framework is to 
complete the construction of fuzzy ontology for a specific 
domain involves the following steps: 1) input unstructured 
data; 2) specify the definition of related concepts in the 
domain and their relationships; 3) clarify the generation of 
domain ontology; 4) extend the domain ontology to fuzzy 
ontology; and 5) apply the fuzzy ontology to the specific 
domain.  

We will use the same developed model of fuzzy ontology for 
several reasons: 1) the authors used this model in the 
terrorism domain, which is considered an integral part of the 
political domain because terrorism undermines political 
stability; the model includes political variables such as 
“stability” and “terrorism” and 2) the author used linguistic 
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variables and ambiguous concepts that are roughly equivalent 
to vague variables used in the political domain. 

However, more sub-steps (processes) will be added within the 
main steps used by the Inyaem model [14]. The five new 
processes (sub-steps) are as following: 1) construct object 
paradigm (OP) ontology; 2) apply ontology language OWL-
editor from the World Wide Web Consortium (W3C); 3) 
construct fuzzy cognitive map theory (FCM); 4) apply fuzzy 
causal algebra method; and 5) apply fuzzy inference system 
(FIS).   

2.2 Mechanism for using new sub-steps of 
fuzzy construction 

 Alshayji et al. [6] used an object paradigm (OP) 
ontology to identify important concepts and capture a high 
level for ontology conceptualization of knowledge to facilitate 
the work of decision processes [4, 5, 6, 8]. More details of OP 
were presented by Alasswad et al. [2]. Accordingly, this paper 
presents the concept of the bilateral meeting concept by using 
an OP ontology, the OWL editing tools ontology, and then 
proceed to integrating fuzzy logic with ontology. Alshayji et 
al. [8, 9] used OWL to present the concept in the political 
domain [4, 5]. More justification for using Protégé was 
presented by Alshayji et al. [5], Islam et al. [15], and Noy & 
Guinness [19]. On the other hand, the third and fourth 
processes, which involve Fuzzy Cognitive Mapping (FCM) 
and causal algebra, are especially applicable in the soft 
knowledge domains (e.g., political science, military science, 
international relations, and political elections at government 
levels). Alshayji et al. [7] demonstrated the causal inter-
relationship between certain variables in the domain, such as 
“stability” and “terrorism,” in addition the processes of fuzzy 
ontology construction presented in investment domains and 
the agreement ontology in political domains, respectively [4, 
5, 6, 8].  

2.3 Justification for using new sub-steps of 
fuzzy construction 

 In this regard, and coinciding with the previously 
mentioned process, the new sub-steps are added for two key 
reasons: to accelerate the application process for the 
construction of fuzzy ontology and  to simplify the extraction 
of the most variables that in some way affect the political 
decision-making process. Political decision-makers would 

thus be aided by a system that would allow them to formulate 
constructive rule conclusions by dealing with vague variables 
as described and drawing rule conclusions in the form of an 
IF-THEN statement- an if-antecedent (input) and then-
consequent (output). Because of this situation, and along with 
FCM and causal algebra propagation, the fifth process the 
"fuzzy inference" includes displaying what is going on in the 
political mind in the form of a calculation through the use of 
fuzzy sets and linguistic models consisting of assets of IF-
THEN fuzzy rules. Fuzzy systems enable one to weigh the 
consequences (rule conclusions) of certain choices based on 
vague information. Rule conclusions follow from rules 
composed of two parts: the “if” (input) and the “then” 
(output). Fuzzy logic toolbox graphical user interface (GUI) 
tools enable us to build a fuzzy  inference system (FIS) to aid 
in decision-making processes. For the purposes of the 
ontology, we refer the readers to Alshayji et al. [8]. Figure 1 
depicts the complete process of the construction of fuzzy 
ontology. In addition fuzzy uses will be present in the next 
section. 

2.4 Fuzzy logic uses 
  Fuzzy logic is used to present imprecise information 
(Jun et al. 2008). More recent work on developing models 
based on fuzzy logic was presented by Basha and Ameen [11] 
to identify predictor variables that are significant in the act of 
purchasing. Alshayji et al. [5] used fuzzy logic to propose 
bilateral relation domains to help decision processes in the 
political domain. To begin with, an ontology can be converted 
into fuzzy ontology, where any relationship is a fuzzy 
relationship accompanied by its weight as defined in Table 1 
by  Muhammad and Bulaish [18]   

Table 1: Weight associated with linguistic and semantic 
relation by Muhammad and Bulaish [18]. 

Interpretation  Relation Name Weight 
Linguistics Synonym 1.0 

  Related Term 0.5 

Semantic  Same as 1.0 

  Kind-of 0.8 

  Part-of 0.7 

  Contains 0.5 

  Associates 0.3 
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Figure 1: Process of Construction of Fuzzy Ontology with inference system for the Specific Domain 

 

3 Specifying the related concepts – 
Illustrative case: meeting documents 

 
 Bilateral meetings (minutes of meetings) occur 
between friendly countries through the meetings of heads 
of state or envoys, some time minutes of meetings 
documents  contain  “question marks,” and “exclamation 
marks”whether the prime minister or the minister of foreign 
affairs.  We consider that it is  possible to convert this 
matter to such a parameter, but most of the time,  the 
terminology is too difficult to analyze and understand. For 
instance, it is important not to limit the answers  to  
sentence such as "do you expect that the division will 
happen to the country a!", this question has exclamation 
marks at the end of the sentence, so we notice here that the 
content of the concept  is to find some information 
indirectly rather than question." Those sentences create  
difficult challenges for the programmers and analysts in 
information systems. such previous sentences must be 
converted into other parameters and in different degrees so 
that we can finally get accurate results for the outcome of 
the final interview. In other words, we can depict the power 
of the political relationship by understanding such 
variables. Undoubtedly this change was made for plural 
agreement with variables. This shed light on the proper 
planning needed to build and strengthen the investment 
relationship between nations. 

3.1 Specifying the definition of related concepts 
    In this section we will  apply  the proper ontology to 
identify some concepts of "question marks," and “exclamation 
marks found in bilateral meetings. So we can understand the 
formal talks between friendly countries. The proper ontology 
was identified by Alshayji et al. [5], who used the loan as case 
study, in this section, we will use the bilateral meetings as a case 
study.  To capture all concepts of bilateral meetings, the "result" 
class is linked to the "negative" class through the "hasWeak" 
tuple type. In addition, to capture the "positive" result, the "P-
strong" class is linked to the "positiveAnswer" class. To be 
more semantically precise, the engineering process links link 
with all concepts that related to bilateral meetings. 

According to the OP, the process starts with the selection of the 
concept, followed by the analysis of its spatial and temporal 
dimensions. The aim is to have a clear conceptualization of the 
bilateral concept while extracting the concepts that exist within 
the bilateral meetings document. This is done by considering all 
official talks in order to create a bilateral meetings ontology.  
The result of the bilateral meetings concept will be more 
identified by using OP ontology, through which we will analyze 
the ‘results’ concept. Mainly, each result has a different type 
such as “negative answer,” “positive answer,” “neutral,” etc. In 
addition, the result is submitted on a specific date. This date 
requires analysis in order to track change over time, as OP 
considers the temporal dimension, thus enables changes over 
time. To monitor minutes results, the “MinutesResult” class is 
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linked to the “position,” “CountryName,” and “Title” 
through the tuple types “hasPositionType,” 
“hasCountryName,” and “hasSubject,” respectively, as 
these descriptions can change only if changes happen to the 
minutes’ results. (See Figure 2) 

     
 

    Figure 2: Engineering the result ontology 
 
We considered the important information in the bilateral 
meetings concept. This information enhances the semantic 
presentation, and such enhancements may also significantly 
affect the quality and performance of the implemented 
software system. Thus, more details enable an ontology to 
provide a more faithful presentation.  

3.2 Using OWL ontology 
 The construction of the bilateral relation “result” is 
also presented by the Protégé OWL editing tool in Figure 
3.  

 
Figure 3: Result of bilateral meetings ontology by Protégé 
OWL 
 

 At this stage we have 1) input unstructured data; 2) 
specified the definition of related concepts in the domain 
and their relationships; and 3) clarified the generation of 
domain ontology. In the next section, we will extend the 
domain ontology to fuzzy ontology.  

4 Extending ontology to fuzzy ontology 
 At this point, it is important to understand and specify 
the classes in bilateral meetings domain and generate fuzzy 
ontology.  

4.1 Fuzzy Set and Membership 
 In this section, we will integrate fuzzy logic in our 
ontology.  Fuzzy logic, as presented by Abulaish & Dey [1] 

and also Alshayji et al. [5, 8, 9] has different properties. More 
fuzzy concepts in the same domain have been presented [5]. 
Integrating information with rich concepts undoubtedly helps 
political decision-makers make correct decisions. Answering 
whether to “prevent” or “redirect” the bilateral economic 
relationships requires also considering the concept of an 
“investment indicator.” 

4.2 Fuzzy Cognitive Map Theory 
 FCM is a fuzzy-graph structure for representing causal 
reasoning with a fuzzy relationship to a causal concept [7]. 
Justification for its use is described in subsection 2.3; more 
justification can found in the literature [7, 17]. Signed fuzzy 
non-hierarchic digraphs and metrics can be used for further 
computations, and causal conceptual centrality in cognitive 
maps can be defined with an adjacency matrix [7, 16]. 

4.3 Use of Fuzzy Casual Algebra 
 This work seeks to clarify the relationships between 
concepts and to elucidate the positive or negative effects on 
each concept while clarifying knowledge of the relationships. 
Furthermore, an FCM structure allows systematic causal 
propagation, and arrows sequentially contribute to the 
convenient identification of the causes, effects, and affected 
factors [7, 16]. Figure 7 has seven variables that describe the 
impact of some conditions on bilateral economic relationships 
and causal variables. For example, (C1→C2, C1) are said to 
impact C4. This is apparent because C1 is the causal variable, 
whereas C4 is the effect variable. Suppose that the causal values 
are given by p {none ≤ some ≤ much ≤ a lot}. Causal 
relationship between concepts and the effect of these relations 
were presented by Alshayji et al. [9]. The FCM appears below 
in figure 4. 

 

Figure 4: A fuzzy cognitive map on the impact of strengthening 
economic bilateral relationship 

5 Inference system in  the political domain 
 Incorporating the concept of specific domain, this step 
applies a method that can deal with dismantling each variable to 
several parameters.  Decision-makers would be aided by a 
system that would allow them to formulate constructive rule 
conclusions by dealing with several parameters (membership) 
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for each variable. Alshayji et. al previously described the 
advantage of GUI tools in MATLAP [9] and the capability 
of building a productive graphical fuzzy inference system 
(FIS). There are five primary GUI tools for building a 
fuzzy inference systems: 1) the FIS editor; 2) the 
membership function editor (MFE),  which allows users to 
define and shape the membership function associated with 
the input and output variables of the FIS; 3) the rule editor, 
for editing the list of rules that define the behavior of the 
system (IF-THEN); 4) the rule viewer, for diagnosing the 
behavior of specific rules and viewing the details (it is a 
technical computing environment); and 5) the surface 
viewer, which generates a 3D surface from two input 
variables and displays their dependencies. Further figures 
were presented by Alshayji et al. [9]. 

5.1 Data and modeling scenario 
 As mentioned in section 2.2 we need to collect all 
input/output data in a form that can be used by inference. 
Alshayji et al. [9]  also presented the five primary GUI 
tools for building, editing, and monitoring FISs. Therefore, 
a need emerges for giving different interpretations 
according to the context. Table 1 presents the proposed 
“InvestmentIndicatorName” class with linguistic and 
semantic properties.  

Country name Investment 
Indicator 

A Encourage 
strongly 

B Encourage 
C Encourage weakly 
D Prevent 
E Caution 
F Redirect 

Table 1. Fuzzy logic assigned to “CountryName” and 
“InvestmentIndicator” 

For example, input 1 is “Bilateral Meetings result.” In 
this step, we need to add the parameters for the “Bilateral 
Meetings” input, so we need to define all inputs and their 
values. The second step uses the membership function 
editor. In the third step, which involves the rule editor, we 
need to construct the rules; for example, we construct the 
first two rules as follows:  

if (Bilateral Meetings result is strong negative), then 
(investment is redirect) (1). 

if (Bilateral Meetings is strong positive), then (investment 
is encourage strongly)  

These rules are verbose. The result is an extremely 
compressed version of the rules in a matrix where the 
number of rows is the number of rules and the number of 
columns is the number of variables, as follows:  

1 1 0 0 0 0 0 0 0 0 0 0 3, 1 (1): 1 

2 2 2 0 0 0 0 0 0 0 0 0 3, 3 (1): 1 

 Using such functions in the political domain provides the 
opportunity to choose a membership value with infinite 
accuracy. Reading across the first row, a literal interpretation of 
rule 1 is “input 1 is MF1” (the first value for the membership 
function associated with input 1). This means that from the first 
input (bilateral meeting result) we select {strong negative}, the 
value for the membership function associated with input 1. 
Continuing across, MF1 from input 2 was selected, and so on. 
Obviously, the functionality of this system does not depend on 
how well the operator named the variables and membership 
functions and does not even bother with variable names. The 
next step is to use the rule viewer to display the whole fuzzy 
inference process. The construction of the rules editor is 
presented in Figure 5. 

 

Figure 5. the rules in the Rule Editor, in the verbose form 

The decision will depend on the input values for the system. 
The defuzzified output (value) and the Fuzzy inference diagram 
containing calculation was displayed previously by Alshayji et.al 
[9]. The fourth step is using rule viewer was presented by 
Alshayji et.al [9]. Some information about inputs, memberships, 
and output (variables in the system) is presented in the following 
system: 

ows:Name=“Investment3,”Type=“mamdani,”Version=2.0, 
NumInputs=13,NumOutputs=1,NumRules=8,AndMethod=“min,
”OrMethod=“max,”ImpMethod=“min,”AggMethod=“max,”Def
uzzMethod=“centroid,”(Input1),Name=“bilateral 
meeting,”Range=(01),NumMFs=3,MF1=“weaknegative”: 
“trimf”(-0.5 0 0.5),MF2=“positive”:”trimf”(0 0.5 1), 
MF3=“strongpositive”:”trimf”(0.511.5),(Input2),Name=“Politic
alStability.”  

The fifth step is using a surface viewer that generates a 3D 
surface from two input variables and displays their 
dependencies. 

6 Conclusion and Future Work 
   This paper focuses on developing a fuzzy inference 

system in the political domain to handle imprecise data by 
controlling information uncertainty. We have built a fuzzy 
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inference system that has stronger abilities for expressing 
uncertain linguistic variables. Our further research lies in 
the automatic generation of fuzzy ontology from more 
fuzzy systems. In addition, more research needs to be done 
about "question marks", "exclamation marks" and "silent 
thought", In further research, we need to improve the 
application and development of technical political centers. 
We will present the intended functions of such political 
centers and the challenges that hinder their work. 
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On Numerical Methods for Plasma 3-T Radiation Diffusion in Two
and Three Dimensions

William W. Dai and Anthony J. Scannapieco
Los Alamos National Laboratory
Los Alamos, New Mexico, USA

Abstract— Operator-splitting approaches are often used for
plasma 3-T radiation diffusion equations, since many linear
solvers could not effectively solve the coupled linear system
resulted from plasma 3-T radiation diffusion equations. An
approach of operator-splitting is proposed for numerically
solving plasma 3-T radiation diffusion equations. To resolve
sub-cell structure in mixed cells, interface reconstruction is
implemented within any mixed cell. Therefore, the system of
3-T radiation diffusion equations is solved on two- and three-
dimensional polyhedral meshes. The focus of this paper is on
the coupling between radiation and material, the treatment
of nonlinearity in the equations, and the discontinuity across
cell interfaces in material properties. The discontinuity of
material properties between different materials is correctly
treated based on the governing physics principle for general
polyhedral meshes. The treatment is exact for arbitrarily
strong discontinuity. The features of the resulting scheme
are demonstrated through comparing with more accurate
methods and some existing operator-splitting methods for
numerical examples. It is demonstrated that the proposed ap-
proach is much better than the existing splitting approaches
and close to unsplit method.

Keywords: diffusion, radiation, 3-T, coupling, interface, implicit

1. Introduction
Solving plasma 3-T radiation diffusion equations is often a

critical step in numerical simulations of multi-physics. Many
of these simulations involve mixed cells. Within a mixed cell
there are more than one material. The existence of mixed
cells is due to either initial distribution of material or other
physics packages, such as hydrodynamics and advection.

For plasma 3-T diffusion equations to resolve the sub-cell
structure within mixed cells are important for many prob-
lems. The importance is due to three facts. First, materials
within a mixed cell are not necessarily in equilibrium with
each other. The use of a single value for temperature within
a mixed cell is inappropriate. Second, for real physics and
engineering problems, tables for equation of state (EOS) are
needed for diffusion coefficients, but EOS tables are un-
available for a mixture of materials. An averaging procedure
of EOS tables cannot describe the mixture well. Third, an
operator-splitting technique is used in many multi-physics
codes, in which the result of one physics package is used

as an input of a subsequent physics package. A subsequent
physics could be temperature-sensitive, i.e., the result of
subsequent physics sensitively depends on temperature of
each material obtained from radiation diffusion solvers. If
temperatures and material properties within a mixed cell
are homogenized through some weighted average, after the
homogenized temperature is updated through plasma 3-T
radiation diffusion equations there is no physics principle
available to separate the temperatures of different materials.

To resolve the sub-cell structure, a mixed cell is often
decomposed to a set of sub-cells through interface recon-
struction. The sub-cells generated through the reconstruction
are general polygons in two dimensions and general polyhe-
drons in three dimensions. Therefore, the operator-splitting
approach to be proposed here is for general polyhedral
meshes.

For problems with multi-materials of dramatically dif-
ferent properties, a correct treatment for the discontinuity
of material properties is important. One approach for the
calculation of flux near material interfaces on unstructured
meshes is to use mathematical approximations, for example,
some weighted average of two adjacent materials. This
approach would introduce numerical errors when thermal
properties of two materials are very different. In this paper,
we will give a general formulation to calculate the effective
diffusion coefficients of radiation, electrons, and ions at
an interface between two different materials within the
framework of polyhedral meshes. Another important aspect
in 3-T radiation diffusion equations is the treatment of the
nonlinearity in the equations.

There are many investigations on numerical methods for
diffusion equations. Some are for single diffusion equation,
some for coupled systems, some for structured meshes, and
some for single material. Very few papers discuss operator-
splitting approaches. In practice, it is often to take some
straightforward approach for the 3-T diffusion equations,
but some of them are obviously wrong for some problems
even for very small time steps. One of typical operator-
splitting methods is to separate the diffusion process from
the interaction between radiation and material, and another
is to separate each diffusion process from each other with an
inappropriate treatment of the nonlinearity in the interaction
between radiation and electrons. Both approaches result in
serious errors in simulation results for some problems.
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In this paper, we will propose an operator-splitting ap-
proach for 3-T radiation diffusion equations. The focus of
the development is on the coupling between radiation and
material, the treatment of nonlinearity in the equations, and
the discontinuity across cell interfaces in material properties.
The discontinuity of material properties between different
materials is correctly treated based on the governing physics
principle for general polyhedral meshes. The plan of the
paper is as follows. The second section is for 3-T radiation
diffusion equations to be solved. In the third section, we
will briefly describe a numerical scheme for 3-T radiation
diffusion equations on general polyhedral meshes that is
unsplit and fully nonlinear for the nonlinearity in the 3-T
diffusion equations. After that we will present our operator-
splitting algorithm for the 3-T equations. Numerical exam-
ples are given in Section 4 to demonstrate the features of
the algorithm developed in this paper. In this section, we
will also present comparison in simulation results among
the proposed operator-split algorithm and the fully nonlinear
and unpslit algorithm, and the two existing operator-splitting
algorithms. Following numerical examples is the conclusion
of this paper.

2. Plasma 3-T Radiation Diffusion Equa-
tions

In a system of plasma with radiation, when the time scale
for equilibration of photons, electrons, and ions is much
shorter than the time scale of the interaction between them,
photons, electrons, and ions are each in a state of local
thermodynamic equilibrium (LTE). Photons’ energy is given
by a Planck distribution, and those for electrons and ions are
Maxwellian. Their associated temperatures, Tr, Te, and Tp,
are not necessarily in equilibrium.

Photons are described by an angle- and frequency-
dependent equation of radiation transfer for radiation inten-
sity. Expanding the intensity function in spherical harmonics,
retaining the first two terms, and using Ficks’s law, we
get the frequency-dependent diffusion equation for photons.
Further integrating the equation over frequency gives the
diffusion equation of the energy of photons. Together with
the electron and ion energy transport equations, the set of
3-T radiation diffusion equations is

a
∂φ

∂t
= −� ·Fr + Sr. (1)

Cve

∂Te

∂t
= −� ·Fe − Sr + Se. (2)

Cvp

∂Tp

∂t
= −� ·Fp − Se. (3)

Here φ ≡ T 4
r , a is the radiation constant, Cve and Cvp are

heat capacities of electrons and ions, and they are related
with material mass density ρ and specific heat capacities
cve and cvp through Cve ≡ ρcve and Cvp ≡ ρcvp. Fr, Fe,

and Fp are energy fluxes of radiation, electrons, and ions
respectively, and they are defined as

Fr ≡ −σr � φ, (4)

Fe ≡ −σe � Te, (5)

Fp ≡ −σp � Tp. (6)

Here σr, σe, and σp are diffusion coefficients of radia-
tion energy and temperatures of electrons and ions. σr is
inversely proportional to Rosseland opacity that includes
atomic processes such as Bremsstrahlung, photo-ionization,
line-absorption, and Thompson scattering. The source terms
in Eqs.(1-3) are defined as

Sr ≡ acρκp(T
4
e − T 4

r ), (7)

Se ≡ Cveκpe(Tp − Te). (8)

In Eqs.(7,8), c is the light speed, κp Planck mean opacity,
and κpe the coefficient for interaction between electrons and
ions. The term, Sr, in Eqs.(1,2) allows for the exchange of
energy between radiation and electrons.

3. Numerical Schemes
In this section, we will first briefly describe a recently

developed algorithm [2] for plasma 3-T radiation diffusion
equations, and then propose an operator-splitting algorithm.
Since the resulting meshes through reconstruction of in-
terfaces between materials are unstructured, the numerical
schemes to be presented in this section are for Eqs.(1-3) on
a general polyhedral mesh in two and three dimensions. We
will particularly focus on the effective diffusion coefficient
with discontinuity of material properties, nonlinearity of the
equations, and the coupling between radiation and material.

Referring to a cell in an unstructured mesh, the red cell as
shown in Fig.1, we denote Ni as a set of cells shown through
the green cells in the figure, each of which neighbors the cell
i with a non-vanishing interface. We will use �t for the size
of time step, �Vi for the volume of cell i, Aik for the area
of the interface between cell i and cell k as shown in the
figure. We will use Tei, Tpi, and Tri for the temperatures of
electrons, ions, and radiation at t = 0, Tn

ei, T
n
pi, and Trii

n

for the temperatures at t = �t, Cvei and Cvpi for heat
capacities of electrons and ions in cell i, κpei for the value
of κpe at cell i, and κpi for the value of Plank mean opacity
κp at cell i. We will focus on Euler backward method in
which the temperatures used in the calculation of fluxes Fr,
Fe and Fp are their values at t = �t.

3.1 Fully Nonlinear Difference Equations
Considering a cell in an unstructured mesh, the red cell

in Fig.1, we integrate Eq.(1-3) over the cell and one time
step 0 < t < �t with �t the size of time step. After
converting the volume integral into a surface integral over
the enclosed surface of the cell for the fluxes and evaluate
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Fig. 1: Illustration of the procedure to calculate energy flux
across the interface between cells i and k. li or lk is the
vector from the center of cell i or k to the center of the
interface. Ti and Tk are the temperatures at the centers of
cells i and k respectively. Tik is the temperature at the center
of the interface.

the fluxes through the temperatures at t = �t, we could get
the following set of nonlinear difference equations [2],

[aγn
i +

�t

�Vi

∑
k∈Ni

(σn
rikAik) + τni ]T

n
ri − τni T

n
ei =

aγn
i Tri +

�t

�Vi

∑
k∈Ni

(σn
rikAikT

n
rk), (9)

− τni T
n
ri + [Cvei +

�t

�Vi

∑
k∈Ni

(σeikAik) + τni

+ Cveiκpei�t]Tn
ei − Cveiκpei�tTn

pi

= CveiTei +
�t

�Vi

∑
k∈Ni

(σeikAikT
n
ek), (10)

− Cveiκpei�tTn
ei + [Cvpi +

�t

�Vi

∑
k∈Ni

(σpikAik)

+ Cveiκpei�t]Tn
pi = CvpiTpi +

�t

�Vi

∑
k∈Ni

(σpikAikT
n
pk).

(11)

In Eqs.(9,10), γn
i and τni are defined as

γn
i ≡ [(T 2

ri)
n + T 2

ri](T
n
ri + Tri), (12)

τni ≡ κrei[(T
2
ei)

n + (T 2
ri)

n](Tn
ei + Tn

ri)�t, (13)

The coefficients σeik, σpik and σrik in Eqs.(9-11) are

σeik ≡
αiαkσeiσek

lkαiσei + liαkσek

, (14)

σpik ≡
αiαkσpiσpk

lkαiσpi + liαkσpk

, (15)

σrik ≡
αiαkσriσrk

lkαiσri + liαkσ̃rk

(T 2
rk + T 2

ri)(Trk + Tri). (16)

σn
rik is the value σrik evaluated at Tn

ri and Tn
ri. The system

of Eqs.(9-11) is nonlinear because σn
rik, γn

i , abd τni depend
on Tn

ei, Tpi and Tn
ri.

The set of nonlinear difference equations, Eqs.(9-11),
could be linearized, to get the following set of equations,

[aγi +
�t

�Vi

∑
k∈Ni

(σ̃rikAik) + τi]T
n
ri − τiT

n
ei

= aγiTri +
�t

�Vi

∑
k∈Ni

(σrikAikT
n
rk), (17)

− τiT
n
ri + [Cvei +

�t

�Vi

∑
k∈Ni

(σeikAik) + τi

+ Cveiκpei�t]Tn
ei − Cveiκpei�tTn

pi

= CveiTei +
�t

�Vi

∑
k∈Ni

(σeikAikT
n
ek), (18)

− Cveiκpei�tTn
ei

+ [CvpiT
n
pi +

�t

�Vi

∑
k∈Ni

(σpikAik) + Cveiκpei�t]Tn
pi

= CvpiTpi +
�t

�Vi

∑
k∈Ni

(σpikAikT
n
pk). (19)

Here σrik, γi, abd τi are σn
rik, γn

i , abd τni but evaluated at
the temperatures at t = 0, Tei, Tpi and Tri.

3.2 Operator Split Approaches for Plasma 3-T
Diffusion Equations

One could try to iteratively solve the nonlinear system,
Eqs.(9-11), but most existing solvers only could deal with
linear systems. Although existing linear solvers seem work-
ing for coupled linear systems, for example, the system of
Eqs.(17-19), it is hard to find an iterative solver working
for the coupled linear system, since many iterative solvers
decouple a coupled system into three uncoupled systems at
some preliminary step, for example, within coarse grids of
multigrid methods, and then solve the coupled system at the
fine grid. For strongly coupled systems, such as Eqs.(17-19),
these iterative solvers often fail to converge.

In this subsection, we will propose an operator-split
approach to approximately solve Eqs.(1-3). Only a single
variable, Tr, or Te, or Tp is solved in each step of the
operator-split approach. We first write the system of Eqs.(1-
3) into three sets, which will be successively solved,⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

a∂φ
∂t

= −� ·Fr + Sr

Cve
∂Te

∂t
= −Sr + fSe

Cvp
∂Tp

∂t
= −fSe

(20)
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⎧⎪⎨
⎪⎩
Cve

∂Te

∂t
= −� ·Fe + fSe

Cvp
∂Tp

∂t
= −fSe

(21)

⎧⎪⎨
⎪⎩
Cve

∂Te

∂t
= fSe

Cvp
∂Tp

∂t
= −� ·Fp

(22)

Here f ≡ 1
3 .

Therefore, to solve the original system, Eqs.(1-3), for one
time step, we solve the system Eq.(20) first for the time
step, which we called step 1, then we solve the system of
Eqs.(21) called step 2 using the results obtained from step
1 as an initial condition, after that using the results of step
2, we finally solve Eqs.(22) called step 3. After these three
steps, we will have updated the solution of Eqs.(1-3) one
time step.

To solve Eq.(20) for one time step, considering a cell
in an unstructured mesh, the red cell as shown in Fig.1, we
integrate Eq.(20) over the cell and one time step 0 < t < �t
with �t the size of time step. After converting the volume
integral into a surface integral over the enclosed surface of
the cell for the fluxes and approximately evaluating the fluxes
at cell interfaces through the temperatures at t = �t, we get
the following equation,

aφn
i = aφi −

�t

�Vi

∑
k∈Ni

F rikAik + Sri�t, (23)

CveiT
n
ei = CveiTei − Sri�t+ Sei�t, (24)

CvpiT
n
pi = CvpiTpei − Sei�t. (25)

Here Sri (or Sei) is the source terms defined as

Sri ≡
1

�t�Vi

∫ �t

0

∫
�Vi

Sr(t, r)dV dt.

The superscript n in Eq.(23) stands for the new time �t.
φn
i , Tn

ei, and Tn
pi are the cell averages of φ, Te, and Tp at

t = �t,

φn
i ≡

1

�Vi

∫
�Vi

φ(�t, r)dV,

Tn
ei ≡

1

�Vi

∫
�Vi

Te(�t, r)dV,

Tn
pi ≡

1

�Vi

∫
�Vi

Tp(�t, r)dV.

φi, Tei, and Tpi are similarly defined at t = 0. F rik in Eq.(23)
is the time-averaged flux across the interface Aik and is
defined as

F rik ≡
1

Aik�t

∫ �t

0

∫
Aik

Fr · dAdt. (26)

The summation in Eq.(23) is over the set Ni.

To approximately calculate the flux in Eq.(23), we eval-
uate the flux and the source term at the temperature at �t.
Thus we have

aφn
i = aφi −

�t

�Vi

∑
k∈Ni

Fn
rikAik + Sn

ri�t. (27)

CveiT
n
ei = CveiTei − Sn

ri�t+ Sn
ei�t, (28)

CvpiT
n
pi = CvpiTpei − Sn

ei�t. (29)

Here the superscript n stands for the evaluation at t = �t,
Fn
rik is the flux evaluated at t = �t, defined as

Fn
rik ≡

1

Aik

∫
Aik

Fr(�t, r) · dA. (30)

In Eqs.(27-29), we have also evaluated the interaction be-
tween radiation and material and the interaction between
electrons and ions at t = �t.

Sn
ri ≡

1

�Vi

∫
�Vi

Sr(�t, r)dV. (31)

Now we move to the calculation of the fluxes from
temperature needed in Eq.(27). As we stated before, there
are discontinuities in diffusion coefficients across interfaces
between cells, and thus spatial derivatives of temperature is
discontinuous across the interfaces. Therefore, we could not
use Taylor expansion across an interface to approximately
evaluate flux if there is a strong discontinuity. Considering
the interface between cell i and cell k in Fig.1, we use li to
stand for the distance vector from the center of cell i to the
center of the interface. li is the magnitude of li, and we use
lk to denote the distance vector from the center of cell k to
the center of the interface, lk is its magnitude, nk is the unit
vector along lk. We use nik to denote the normal direction
of the interface. We define αi and αk are the projections of
the directions li and lk along the normal direction.

αi ≡ nik · (li/li), αk ≡ −nik · (lk/lk).

The radiation energy flux across the interface [1,2]

Frik = −σrik(φk − φi), (32)

with definition

σrik ≡
αiαkσriσrk

lkαiσri + liαkσrk

. (33)

Here σri and σrk are σr evaluated at cell i and cell k
respectively.

We would like to point out that Eq.(16) are similar, but
different. Equation (16) is the expression of the flux in term
of the difference in Tr, but Eq.(33) is the one in term of the
difference in φ.

To eliminate Tn
pi, From Eq.(29), and get

Tn
pi =

Tpi + f(cvei/cvpi)κpei�tTn
ei

1 + f(cvei/cvpi)κpei�t
. (34)
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Also, from Eq.(28) we have

Tn
ei−Tei = −

acκpi�t

cvei
[(Tn

ei)
4−(Tn

ri)
4)+fκpei�t(Tn

pi−Tn
ei).

(35)
For the nonlinear term, [(Tn

ei)
4 − (Tn

ri)
4)], we take the

following approximation,

(Tn
ei)

4 − (Tn
ri)

4) ≈ (T 2
ei + T 2

ri)(Tei + Tri)(T
n
ei − Tn

ri). (36)

Through this approximation and Eqs.(34,35), we get

Tn
ei =

1

P
[Tei+fηiTpi+

acκpi�t

cvei
(T 2

ei+T 2
ri)(Tei+Tri)T

n
ri].

(37)
Here P and ηi are defined as

P ≡ 1 +
acκpi�t

cvei
(T 2

ei + T 2
ri)(Tei + Tri),

ηi ≡
κpei�t

1 + f(cvei/cvpi)κpei�t
.

Substituting Eq.(37) for Tn
ei into Eq.(36), and putting the

result into the souce term of Eq.(27), we have

Sn
ri�t =

1

P
acρiκpi�t(T 2

ei + T 2
ri)(Tei + Tri)

[Tei + fηiTpi − (1 + fηi)T
n
ri]. (38)

To solve for Tn
ri in Eq.(27) with Eq.(37), we approximately

Tn
r in Eq.(38) as

Tn
ri ≈

3

4
Tri +

1

4T 3
ri

φn. (39)

Thus, we rewrite Eq.(38) as

Sn
ri�t = a(χi − ξiφ

n). (40)

Here

χi ≡
1

Pi

cρiκpi�t(T 2
ei + T 2

ri)(Tei + Tri)

[Tei + fηiTpi −
3

4
(1 + fηi)Tri],

ξi ≡
cρiκpi�t

4PiT 3
ri

(T 2
ei + T 2

ri)(Tei + Tri)(1 + fηi).

With this approximation, we get the linear system for φn
i ,

[a(1 + ξi) +
�t

�Vi

(
∑
k∈Ni

σh
rikAik)]φ

n
i

= a(φi + χi) +
�t

�Vi

∑
k∈Ni

(σrikAikφ
n
k ), (41)

The linear system, Eq.(41), could be iteratively solved for
φn
i with i = 1, 2, ....N. For a given set of initial values of

φi, Tei and Tpi, we initial guess φn
i as φi. Then for each

i, using most recent values of φn
k on all the neighboring

cells k, we evaluate the right sides of Eq.(41) to update φn
i .

After repeating this for each cell i, we will have finished one

iteration. Of course, we could use any existing linear solver
to iteratively solve the system.

Thus, we have solved one step of the three in the operator-
splitting approach. The solution of this step is considered the
initial condition of the second step, Eq.(21). We apply the
same approach with Eq.(20) to Eq.(21), we get

CveiT
n
ei = CveiTei −

�t

�Vi

∑
k∈Ni

Fn
eikAik

+ fCveiκpei�t(Tn
pi − Tn

ei). (42)

Here Fn
eik is the flux evaluated at the interface between cells

i and k and at the time t = �t. For the flux to work for the
discontinuity in diffusion coefficient, we have the following
form of the flux,

Fn
eik = −σeik(T

n
ek − Tn

ei). (43)

Here σeik is defined in Eq.(14). To eliminate Tn
pi in Eq.(42),

we integrate the second equation of Eq.(21) over one time
step and cell i and get

Tn
pi =

Tpi + f(cvei/cvpi)κpei�tTn
ei

1 + f(cvei/cvpi)κpei�t.
(44)

Putting Eqs.(44) into Eq.(42), we have the following linear
system for Tn

ei,

Cvei(1 + fηi)T
n
ei +

�t

�Vi

(
∑
k∈Ni

σeikAik)T
n
ei

= Cvei(Tei + ηiTpi) +
�t

�Vi

∑
k∈Ni

(σeikAikT
n
ek). (45)

Again, the set of Eq.(45) forms a linear system for Tn
ei, i

= 1, 2, ..., N. This linear system could be iteratively solved.
This concludes the second step of the operator-splitting
approach.

The third and last step of our operator-splitting approach
is similar to the second step described above. From Eq.(22)
and through integration over one time step and cell i, we
have

Tn
ei =

1

1 + κpei�t
(Tei + κpei�tTn

pi), (46)

CvpiT
n
pi = CvpiTpei −

�t

�Vi

∑
k∈Ni

Fn
pikAik − Sn

ei�t. (47)

Here Fn
pik is the evaluation of the flux at the cell interface

between cells i and k and at t = �t, which has the form,

Fn
pik = −σpik(T

n
pk − Tn

pi), (48)

and σpik is defined in Eq.(15). Substituting Eqs.(46,48) into
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Eq.(47) we have the following difference equation for Tn
pi,

Cvpi(1 +
cvei
cvpi

aξi)T
n
pi +

�t

�Vi

(
∑
k∈Ni

σpikAik)T
n
pi =

Cvpi(Tpi +
cvei
cvpi

aξiTei) +
cvei
cvpi

aξiTei+

�t

�Vi

∑
k∈Ni

(σpikAikT
n
pk). (49)

Again, this equation forms a linear system for unknowns
Tn
pi, i = 1, 2, ..., N .
Therefore, in this approximation, the solution of the

coupled plasma 3-T diffusion equations for one time
step is decomposed into three independent linear systems,
Eqs.(41,45,49), which are successively solved with the so-
lution of a previous step as the initial condition of the
subsequent step. This operator-splitting approach turns out
to be useful and practical since many existing solvers don’t
work for coupled linear or nonlinear systems.

At the end of this section, we would like to point out that
some common operator-splitting approaches don’t work well
for some problems. Here are two examples. The first one is
to separate diffusion and the iteration between material and
radiation. Only three independent diffusions are involvedin
the first step of this approach, and only interactions are
involved in the second step. In both step of this approach,
tepmeratures are fully implicitly solved. . Another inappro-
priate operator-splitting approach that is currently used is
very similar to what we proposed in this paper, but the
following approximation is used to linearize the resulting
difference eqations,

(Tr)
n)4 − (T 4

e )
4 ≈ T 4

r − T 4
e + 4(T 3

e T
n
e − T 3

r T
n
r ). (50)

We will show the problems of these two approaches through
numerical examples in the next section.

4. Numerical Examples
In this section we will provide numerical examples to

show the features of the schemes described in Sections
3. The first example involves only diffusion of radiation
temperature. There are no interaction between radiation and
electron, and between electrons and ions. Initially, there are
two materials separated by the circle as shown in the middle
image of Fig.2. There is a thin layer between two materials.
Within the thin layer cells are mixed, and interfaces between
materials are linearly reconstructed. Radiation temperatures
are 1.0 in the inner and 4.0 outer regions respectively. The
middle image of the figure displays the diffusion coefficient.
In the image at the right of Fig.2, we show the radiation
temperature after one time step. In Fig.3 we show the results
after 10 time steps. In the figure, we also show the result
from the numerical scheme of completely nonlinear and fully
coupled system, Eqs.(9-11).

Fig. 2: The mesh, diffusion coefficient, and radiation temper-
ature after one time step. The problem involve only radiation
diffusion.

Fig. 3: The radiation temperature after 10 time steps. The
image at the right is from the scheme presented in this paper,
and the image at the left is from scheme Eq.(9-11), which
is completely nonlinear and fully coupled.

The second example is a 3-T problem with the same
geometry as the one in the last example. The feature of this
problem includes large radiation diffusion coefficient, small
diffusion coefficients of electrons and ions, large heat ca-
pacity, and strong coupling between radiation and electrons
and between electrons and ions. Initially, the temperatures of
radiation, electron, and ion are the same in the either inner or
outer region, and they are 1.0 and 4.0. In Fig.4, we show the
solutions after one time step. The temperatures at the bottom
are from the scheme in this paper, and the temperatures at
the top are obtained from the completely nonlinear and fully
coupled scheme, Eqs.(9-11).

We would like to point out that some operator-splitting
schemes don’t work for this problem. For example, the
operator-spliting scheme that completely separate diffusion
and interaction results in the solution shown n Fig.5 after
the time step. As the result, temperatures of electrons and
ions almost don’t change. This is obviously incorrect. For
this problem, another operator-splitting scheme, which uses
the linearization, Eq.(50), to remove the nonlinearity, pro-
duces the solution shown in Fig.6, in which temperature of
electrons is much overheated. We would like to point out
that even with much smaller time step, the operator-splitting
approach that uses the approximation, Eq.(50), will produce
this large overheat.

The last example is the same problem as the previous
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Fig. 4: The numerical solutions after one time step for a
3-T problem. The temperatures at the bottom are from the
scheme described in this paper, and the ones at the top are
obtained through the completely nonlinear and fully coupled
scheme, Eqs.(9-11).

Fig. 5: The numerical solutions after the one time step
obtained from an inappropriately splitting scheme, which
separates diffusion and interaction completely. The solution
is obviously incorrect.

one, but in three dimensions. Figure 7 displays the solutions
after 10 time steps from two numerical schemes, one is the
scheme described in this paper Eqs.(41,45,49)(the images
at the bottom) and the other is the linear but fully coupled
scheme Eqs.(17-19) (the images at the top).

5. Conclusions
Mixed cells are often encountered in numerical sim-

ulations. To resolve sub-cell structure of thermally non-
equilibrium state within a mixed cell, we have implemented
an approach to divide each mixed cell into a set of unstruc-
tured cells through linear interface reconstruction in two- and
three-dimensions, and then to solve 3-T radiation diffusion
equations on the reconstructed meshes. The reconstructed
meshes include arbitrarily polygons in two dimensions and
arbitrarily polyhedrons in three dimensions.

Typically, numerical schemes for 3-T radiation diffusion
equations on the resulting polyhedral meshes are coupled
systems of three temperatures, Tr, Te and Ti. Unfortunately,
for many problems, most linear solvers failed to work for

the coupled system defrived from plasma 3-T equations, and
some operator-splitting schemes don’t work either. In this
paper, we have developed an operator-splitting scheme for
plasma 3-T diffusion equations, which will give reasonable
solutions for many problems some other operator-splitting
scheme failed. The calculation of energy fluxes in the scheme
is based on the conservation of energy across interfaces
between cells. Therefore the scheme is accurate for the
discontinuity of material properties across a cell interface.
We have demonstrated the properties of the scheme through
numerical examples.

Fig. 6: The numerical solutions after the one time step
obtained from an inappropriately splitting scheme, which
uses the linearization Eq.(50). The solution is obviously
incorrect, because the temperatures of electrons and ions are
much overheated.

Fig. 7: The numerical solutions after ten time steps for a
3-T problem. The temperatures at the bottom are from the
scheme described in this paper, and the ones at the top are
obtained through the linear but fully coupled scheme (18-
20).
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Abstract� ��  This paper investigates the effects on 
chaotic motion of single-walled carbon nanotube (SWCNT) 
subject to the linear and nonlinear damping. By using the 
Hamilton’s principle, the nonlinear governing equation of 
the single-walled carbon nanotube embedded in a matrix 
is formulated. The Galerkin’s method is utilized to simplify 
the integro-partial differential equation into a nonlinear 
dimensionless governing equation for the SWCNT, which 
turns out to be a forced Duffing equation. The variations 
of the Lyapunov exponents of the SWCNT with damping 
and harmonic forcing amplitudes are studied. Based on 
the calculations of the top Lyapunov exponent, it is 
concluded that the chaotic motion of the SWCNT occurs 
when the amplitude of the periodic excitation exceeds 
certain value, besides, the chaotic motion of the SWCNT 
occurs with small linear damping and tiny nonlinear 
damping. 
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A. The nonlinear system with linear damping only, 
�3 = 0 .
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Statistical Characteristics of Multiple Scattered
Electromagnetic Waves in the Collision Magnetized

Turbulent Plasma
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Abstract - The features of the spatial power spectrum of
multiple scattered electromagnetic waves in the collision
magnetized turbulent plasma with strongly prolated
anisotropic electron density irregularities are investigated
analytically using the modify smooth perturbation method
taking into account diffraction effects. Correlation functions
and variances of the phase fluctuations are obtained for
arbitrary correlation function of electron density
fluctuations. Statistical moments of scattered ordinary and
extraordinary waves and the „Double-humped Effect“ are
investigated analytically and numerically using the
anisotropic Gaussian spectral function of electron density
irregularities for the polar ionospheric F-region applying the
experimental data.

Keywords: plasma, ionosphere, irregularities, intensity,
electromagnetic waves.

1 Introduction
  Investigation of effects caused by the anisotropy of the
F layer irregularities is of great interest in the ionospheric
physics. It is well known that the irregularities are elongated
in the direction of the geomagnetic field of lines, especially
at high latitudes. The anisotropy is usually investigated by
correlation analysis of radio signals from satellites, observed
by space receiver on the ground. Ionospheric electron density
irregularities cause fluctuations in the amplitude and phase
of radio waves propagating through the ionosphere. Strong
scattering anisotropy is observed at multiple scattering of
electromagnetic (EM) waves on large-scale elongated
inhomogeneities.
         “Double-humped Effect”, the features of the spatial
power spectrum (SPS), spectral width and the displacement
of its maximum of multiple scattered electromagnetic (EM)
waves in the turbulent collisionless magnetized plasma was
analyzed in [1,2]. The influence of the collision frequency
between plasma particles on the statistical characteristics of
scattered EM waves in the turbulent magnetized plasma with
both electron density and external magnetic field fluctuations

was investigated in [3,4] in the complex ray (-optics)
approximation.

Within the scope of this paper we investigate evolution
of the SPS of multiple-scattered radiation in the turbulent
collision magnetized plasma with anisotropic electron
density irregularities. Analytical expressions of the
correlation function of phase fluctuations of both scattered
ordinary and extraordinary waves are obtained for the
arbitrary correlation functions of electron density fluctuation
using modify smooth perturbation method taking into
account the diffraction effects. The “Double-humped Effect”
in the collision magnetized plasma with prolate electron
density irregularities is considered for the first time.
Formation of a gap in the SPS of scattered radiation for the
anisotropic Gaussian spatial spectrum of electron density
fluctuations at different angles of inclination of prolate
irregularities with respect to the external magnetic field and
anisotropy factor is analyzed numerically for the polar
ionospheric F-region using the experimental data. Finally,
paper concludes the obtain results and significance.

2 Statistical characteristics of the
phase fluctuations in the collision
magnetized plasma
Electric field in the turbulent collision magnetized

plasma satisfies the wave equation:

2
2
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where: 1g i s� � , /effs 1 �� , eff ei en1 1 1� 	  is the

effective collision frequency of electrons with other plasma
particles, �  is the angle between the Z-axis (the direction of
the wave propagation) and the static external magnetic field

0H  in the YZ principle plane; 2 1/2( ) [4 ( ) / ]p N e m� ��r r  is

the plasma frequency, ( )N r  is the electron concentration,
2

0( ) ( ( ) / )u e H m c��r r  and 2 2v( ) ( ) /p� ��r r are the

magneto-ionic parameters.
          Wave field we introduce as [1,2] 0( )j jE E�  r

1 2 0exp( )i k y i k z2 2 3 	 	 	  ( 0k k3 �� ). Electron density
fluctuations are random function of the spatial coordinates

0 1v( ) v [1 ( ) ]n� 	r r ; (0) (1)( ) ( )ij ij ij0 0 0� 	r r , (1)| ( ) | 1ij0 ��r .

First component represents zero-order approximation;
fluctuations of complex phase are of the order (1)

1 ~ ij2 0 ,
(1) 2

2 ~ ij2 0 .  Polarization coefficients are [4,5]
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          Taking into account the conditions characterizing the
smooth perturbation method [6]

1
0 1| |k

z
2

2
&

��
&

 , 2
0 2| |k

z
2

2
&

��
&

,
2

1 1
02

k
zz

2 2& &
��

&&
,

in the first approximation we obtain:
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where 2 2 2 2
1 1( / ) ( / )x y2 23� � & & 	 & &  is the transversal

Laplasian.
          2D Fourier transformation of the phase fluctuation in
the principle plane (YZ)

1( , , ) ( , , ) exp( )x y x y x yx y z d k d k k k z i k x i k y2 <
= =
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gives the  stochastic differential equation:
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where: 1 0( )x y xd k k k k k355 55� � 6 	 	 8� , 2 ( 2 )y yd k k k3� 	�

0( )x y xs k k k k k3$ %5 5	 6 	 � 8+ , .

The solution of equation (5) satisfying the boundary
condition ( , , 0) 0x yk k z< � �  for X spectral component is:
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here: xx xy xzZ Z Z Z5 � 	 	 , xx xy xzZ Z Z Z55 � 	 	� � � , (1)
xx xxZ 0� ,
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Components of the permittivity tensor can be easily restored
from the equation (2).
          Second order statistical moments of scattered EM
waves in randomly inhomogeneous collision magnetized
plasma can be calculated using equation (6). The variance
and the correlation function of the phase fluctuations have
the following forms:
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0/yy k k� , 0/xx k k� , ( )nV k  is the 3D spectral function of

electron density fluctuations, L is a propagation distance in
the turbulent plasma, parameter 0/k k. 3�  describes the
diffraction effects, y# and x#  are distances between

observation points spaced apart in the principle and
perpendicular planes, respectively. From equation (8) follows
that in non-magnetized isotropic plasma 0 0H � , 1@ � ,
neglecting diffraction effects ( 0). � ,  the  power  spectra  of
the phase fluctuations of scattered radiation ( , , )x yW k k L2

and the function ( )nV k  are related by the well-known

formula [7]: 2( , , ) 2 ( )x y eW k k L r L2 � ��  

( , , 0)n x y zV k k k � , where er  is the classical electron radius.

Second order approximation of the phase fluctuations
yields the following stochastic differential equation for the X
- component:
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The solution of the equation (9) is:
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where: 2 2 2A Z s Z5 55� � , 2B s Z Z5 55� . Transverse
correlation function of a scattered field

( ) ( ) ( )EEW E E�
�� � 	 4� r r �  is expressed via correlation

function and the variances of the phase fluctuations [8]:

� �22 2
0 1 1

1
( , ) exp Re ( ) ( )

2EEW k E 2 2�
�

3
$� � 4 	 � 	 4 	)+

� r r �

2 1 12Re ( ) ( ) exp( )yi k2 2 2 #�
3%	 � 4 	 � 	 4  �,r r � ,      (11)

here: 2
0E  is the intensity of an incident radiation. If a

distance L  traveling by the wave in a turbulent collisional
magnetized plasma is substantially big, ( / )L l �44 ,
diffraction effects become essential. SPS of a scattered field
in the case of an incident plane wave can be easily calculated
by the Fourier transform of the transversal correlation
function of a scattered field. If the SPS of an incident wave
has a finite width and its maximum is directed along the Z-
axis, SPS of a scattered radiation is given by [1,2]:

2 2( ) ( , ) exp( )y y yEEI k dk d W k i k k# # # ��

= =

3 3 3
�= �=

� �� � , (12)

where �  characterizes the disorder of an incident radiation.
          Let 	�  and ��  designate the displacements of the
SPS maximum of scattered ordinary and extraordinary waves
in the turbulent collision magnetized plasma, respectively in
the principle YZ plane; ;A  is the width of the SPS spectrum
of scattered waves. These expressions are obtained by
differentiation of the correlation function of the phase
fluctuations [1-4]
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3 Numerical calculations
Two types of field-aligned irregularities have been

differentiated: the first type irregularities due to the two-
stream instability [9] and the second type irregularities due
to the gradient drift instability [10]. In the F-region, field-
aligned irregularities were observed continuously up to the
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upper F-region  by  the  HF  radar  systems  [11].  As  the
irregularities are observed in the F-region near the reflection
level, their size is comparable or larger than the Fresnel
zone, defined as 1/2(2 )h�  if �  is the radar wavelength and
h  is the reflection altitude. This size is in the range 7 km
(for 3 MHz at 250 km) and 3 km (for 9 MHz at 150 km).
         Analytical and numerical calculations are carried out
for the anisotropic 3D Gaussian spectral function [1-4]

2 22 2 22 2
2

1 23/2
( ) exp

4 4 48
y zx

N N
k ll l k lk lV p pC

�
3 3

�
�� � � � �
�
�

k �� �

�2
3 y zp k k l� �  ,                                                               (14)

where: 2 2 2 1 2 2 2
1 0 0 0(sin cos ) 1 (1 ) sinp � @ � @ �� $� 	 	 �  +

2 2
0cos /� @ %

, , 2 2 2 2
2 0 0(sin cos ) /p � @ � @� 	 ,

2 2
3 0 0(1 ) sin cos / 2p @ � � @� � , 2

nC  is  the  variance  of
electron density fluctuations. This function contains
parameter /l l@ 3� �  (the ratio of longitudinal and transverse

linear scales of plasma irregularities) that measures the
anisotropy of the irregularities and the inclination angle 0�
of prolate irregularities with respect to the external magnetic
field. Anisotropy of the shape of irregularities is connected
with the difference of diffusion coefficients in the field align
and field perpendicular directions.

Substituting (14) into (8) for the polar ionosphere
0( 0 )� �  we obtain
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where: 9 : 9 :1 ( ) ( )C y y. .55 55 55 5 5 5� 8 8 � 6 	 	 8 8 	 6 	  ,
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          Numerical calculations are carry out for an incident
EM wave with the frequency 3 MHz (plasma parameters are

0.22u � , v 0.28� ; 2
0 6.28 10k ��  1m� ).

Three dimension surface of the function ( , )x yW2 B B  is

plotted in Fig. 1 at: 2 510nC �� , 20@ � , 0 10,� � 0.06. � ,

0.1s � , 160l �� m, 80L � km. Increasing characteristic

spatial scale of irregularities oscillations disappears. Growing
the anisotropy factor @  oscillations  of  a  surface  are
increased.
Fig.2 depicts 3D double-humped shape phase correlation
function for small scale plasma irregularities 600l �� m

Fig. 2. Dependence of the phase correlation function versus
parameter of anisotropy and inclination angle.

Fig. 1. 3D picture of the phase correlation function versus
distances between observation points in the principle and
perpendicular planes.
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varying parameters in the interval: 1 100@ � � ,
0 0

0 0 20� � � . Fig. 3 shows the dependence of the phase
correlation function of scattered radiation in the magnetized
turbulent plasma in the principle plane. Prolate plasma
irregularities are stretched along the external magnetic field
( 00� � ) having characteristic spatial scale 80l ��  km. The

gap in the SPS arises propagating by ordinary EM wave
distance 920L H km in the magnetized plasma. Varying
collision frequency of electrons with other plasma particles,
the curves smoothly deformed and a gap arises.

The “Double-humped Effect” of the ordinary wave in
the turbulent collision magnetized plasma with prolate
electron density irregularities versus non-dimensional wavy
parameter k for fixed collision frequencies: 0s � (dotted
line), 0.2s �  (dashed line) and 0.3s � (solid line);
characteristic spatial scale of irregularities with 64l H� km

strongly stretching along the external magnetic field is shown
in Fig. 4. Analyses show that the SPS broadens, maximum
symmetrically displaces and its depth increases in proportion
to the collision frequency. For collisionless ( 0)s �
magnetized plasma minimum and maximum of the SPS are
at 0.02k �  and 0.3k � ; , respectively. In the collision
magnetized plasma at 0.2s �  minimum and maximum of
the  SPS  are  at 0.01k �  and 0.5k � ; respectively. In the
collision magnetized plasma broadening of the SPS two times
exceeds the width in the collisionless plasma.
          Figures 5 and 6 depict the evaluation of a double-
humped shape of SPS in the collision magnetized plasma
varying angle 0�  and parameter s  at: 64l �� km,

200@ � , 10� � , 0xB � , 1600L � km. In the
collisionless plasma ( 0)s �  (Fig. 5) if the directions of
prolate large-scale irregularities coincide with the magnetic

lines of force, intensities of both ordinary and extraordinary
waves have a double-humped shape with symmetrically
oriented maximums with respect to 0k �  with the gap in
the same direction. Increasing angle in the interval

0 0
0 2.5 3� � �  SPS broadens, then narrows and internal

slopes oscillates. The “Double-humped” effect in the
collision plasma has other feature (Fig.

6): at 0
0 0� �  and 0.1s �  the spectrum of scattered

radiation has symmetrical double-humped shape with a gap

at 0k �  (curve 1). Fixing angle 0
0 3� � increasing collision

frequency SPS broadens: if 0s � , 0.05s � and 0.1s �
maximums of this spectrum are at: 0.635k � ;

0.731k � and 0.825k � , respectively. Maximums of the
curves symmetrically displace and the depth of a gap

Fig. 3: Dotted line corresponds to the collisionless
magnetized plasma ( 0s � ), dashed line is devoted to the
collision frequency 0.08s � , solid line to the 0.1s � .

Fig. 4: Depicts SPS of scattered ordinary wave versus k
for: 64l �� km, 200@ � , 0

0 0� � , 0.06. � , 00� � ,

10� � , 1600L � km.

Fig. 5. The dependence of the intensity of scattered
ordinary wave in the collisional magnetized plasma
versus nondimensional wave parameter at different
angle of inclination of prolate irregularities with respect
to the external magnetic field 0 0 0

0 0 , 2.5 , 3� � .
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increases. Particularly, at 0.01s �  (the curve 2) oscillations
of an internal slope of a double-humped spectrum arise; at

0.1s � oscillations become smooth (curve 3). Formation of a

gap at 0
0 3� � , 0.1s � , 64l �� km, 10� � , 0xB � ,

1600L � km  is  shown  in  Fig.  7.  A  gap  appears  at  big
anisotropy factors when the diffusion processes along the
magnetic lines of force exceeds diffusion processes in a
transverse direction.

4 Broadening of the SPS and shift of its
maximum

Second order statistical characteristics: shift of maximum and
the broadening of the SPS of both ordinary and extraordinary
waves scattered in the turbulent collision magnetized plasma

are calculated for the following parameters: 3l �� km,

100L � m, 0.06. � , 310s �� . Shift of maximum in the
principle plane decreases for both waves inversely proportion
to the inclination angle (Fig. 8). Varying angle

0 0
0 10 20� � � shift of maximum of the ordinary wave seven

times exceeds shift of maximum of the extraordinary wave,
/ 7	 �� � � . Particularly, shift of maximum for both waves

and 0
0 10� �  is located at 30.@ �

Fig. 9 shows the dependence of the SPS broadening 	A  for
the ordinary wave as a function of the anisotropy parameter
@  at fixed inclination angle 0� . If 0

0 5� �  maximum of the

function 	A  is  at 16@ � , if 0
0 12� �  maximum is at

42@ � .

Fig. 8. Plots of the maximum displacement �� of the
SPS of  the  ordinary  wave as  a  function  of @ ,   at fixed
inclination angle 0�  in the principle plane.

Fig. 9. Plots  of  the  SPS  broadening of scattered ordinary
wave versus parameter of anisotropy @ at different angle
of inclination 0� .

Fig. 6. Evaluation of the double-humped shape of the
intensity of scattered radiation in the collisional
magnetized turbulent plasma varying angle 0�  and the
collision parameter 0.01; 0.1s �

Fig. 7. Formation of a gap at fixed angle of inclination
0

0 3� �  increasing anisotropy factor from 100@ � up to
150@ � .
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In the interval 0 0
0 5 12� � �  amplitude of the function

	A increases in 2,4 times and the spectrum broadens in two
times. The ratio of the widths of the ordinary and
extraordinary waves not depends of the inclination angle 0� :

0 0 0 0
0 0( 5 12 ) / ( 5 12 ) 7.� �	 �A � � A � � �  The width of the

SPS 	A   for the ordinary wave as a function of the angle 0�
in the principle plane has a gap if prolate plasma
irregularities are strongly stretched along the geomagnetic
lines of force at 0

0 3� � . Increasing parameter of anisotropy
in the interval 15 30@ � �  the location of a gap not varies but
maximums of the function 	A having double-humped shape
are increased. Particularly, for 15@ �  two maximums are at

0
0 1.5� � �  and 0

0 8� � ; for 30@ �  maximums are at
0

0 4.5� � � and 0
0 11� � angles. This means that the

scattered ordinary wave broadens asymmetrically with respect
to the static external magnetic field. The curve 	A  has  a
symmetrical double-humped shape not taking into account
diffraction effects ( 0). � .

5 Conclusion
          Second order statistical moments of scattered ordinary
and extraordinary EM waves in the polar ionospheric plasma:
correlation function of the phase fluctuation and the SPS are
investigated analytically for arbitrary correlation function of
electron density fluctuations in the first and second order
approximations using modify smooth perturbation method
taking into account diffraction effects. Polarization
coefficients, anisotropy factor and the angle of inclination of
prolate irregularities with respect to the external magnetic
field are taking into account. Numerical calculations were
carried out for the anisotropic Gaussian correlation function,
the incident wave with 3MHz frequency. New peculiarities of
the “Double-humped Effect” in the SPS of multiple scattered
EM waves have been revealed for the first time.

In the collision magnetized plasma spectrum broadens
at fixed collision frequency s increasing inclination angle 0� ;

decreasing parameter s and  at  fixed 0�  internal  slopes  of  a
double-humped SPS oscillate. Increasing collision frequency
and the distance travelling by EM waves in the ionospheric
plasma the SPS has a double-humped shape, it broadens and
the depth of a gap increases, the location of its maximum
weakly displaces varying collision frequency of electrons with
other plasma particles. Anisotropy factor and the angle of
inclination of prolate irregularities have a substantial
influence on a gap of the SPS.  The obtained results could
find practical application in propagation of short-wavelength
radio waves in the Earth’s ionosphere, where random plasma
irregularities are aligned with the geomagnetic field [8]; also
in communication.
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Abstract - Nowadays, networks are more important than ever 
in order to achieve corporate objectives. In fact, on both cable 
and wireless networks more data that are sensitive are being 
circulated. Such a huge quantity of precious data that are 
transferred within companies has been attracting an 
increasing number of hackers and malware applications. 
However, the related intrinsic intelligence and distributed 
nature of networks (that is what makes them so attractive to IT 
criminals) may also transform them into proactive safety tools. 
Thanks to traffic’s visibility and segmentation, corporate 
networks may also work as sensors and safety instruments.  

Keywords: Security Policies, Mobility Management, Network 
Security Management 

1 Introduction 
The increase in the number of mobile devices has 

enabled users to be ubiquitously connected through wireless 
and mobile communications technologies. However, unlike 
conventional mobile ad hoc networks, persistent connectivity 
is not a necessity in every type of network. This has led to a 
very progressive kind of social network called mobile social 
networks (MSNs). MSNs can be viewed as modern kinds of 
delay-tolerant networks (DTNs) in which mobile users 
interact with each other to share user-centric data objects 
among interested observers [1]. 

Together with the spreading of the ‘third platform’, as defined 
by IDC (International Data Corporation), a new technology 
and application paradigm is also emerging, one that is based 
on cloud, mobility, big data, and social business. Networks 
have acquired a strategic function that facilitates innovation. 
One of the reasons for such a change may be the fact that, 
through the third platform, critical applications have become 
accessible 24/7. Within such a context, cooperation is 
facilitated, space and time barriers have been disappearing 
and innovation has been gaining speed. In order to cope with 
the stunning increase of new devices and applications within 
companies, highly sensitive data are now circulating 
throughout networks. Therefore, more safety is needed, at 
both core and EDGE network levels. In reality, 80% of 
companies is doomed to suffer from at least one safety attack. 
Moreover, even if serious violations are excluded, a company 
still loses 1.3 million dollars a year, on average, because of 
safety threats and attacks.  

Safety can be described as the condition of being protected 
against different types of failure, damage, error, accidents, 
harm, or any other no desirable event. In early works, like [2], 
the term security was used to convey this meaning, but later, 
with the emergence of various networks and safety issues, 
security has been specified to a more technical concept. What 
we mean by safety in this paper is to be in control of 
recognized hazards and to achieve an acceptable level of trust, 
security, and privacy. This can take the form of protection 
from an event or exposure to something that causes damage. It 
includes the protection of users or their possessions 
(information, identity, location, etc.). 

In fact, corporate networks have never been so complex. All 
the nodes, certificates, clouds, devices, users and apps that 
access the network may potentially be infected or 
compromised. If they do not get immediately spotted, and if 
no corrective actions are immediately taken, malware and 
other vectors that enter the environment can spread quite 
quickly throughout networks. Nevertheless, the interconnected 
nature of the resources that are exposed to attacks may also 
become a fundamental resource. In other words, the 
intelligence available on the networks may also be used in a 
proactive manner to detect and correct a whole range of 
attacks and breaches. Thanks to intelligence advances, 
networks may be used as sensors to gather immediate 
information about possible threats. They may also be used to 
check the ‘regular working’ status of many items and to 
quickly identify anomalous activities. That is how their role as 
safety resources is reinforced, since they are in turn 
transformed into safety tools for access and attack control.   

2 SAFETY’S MOBILE TARGET 
A method of protecting data items in an organizational 
computer network, including, defining multiple information 
profiles for classifying the data item, defining rules for 
protecting the data item belonging to a specific information 
profile, classifying the data item according to the defined 
information profiles, applying a protection method to the data 
item responsive to the classification and the defined rules, 
automatically updating the classification of the data item 
responsive to a change in the content or location of the data 
item; and automatically transforming the applied protection 
method, throughout the lifecycle of the data item, responsive 
to a change in classification or location of the data item, 
according to the defined rules. [3] 
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Within many companies, because of the BYOD (Bring Your 
Own Device) approach and corporate mobility, two trends 
that are quite common nowadays, a huge number of devices 
can access corporate networks. Clearly, there are several 
important advantages for employees and employers when 
employees bring their own devices to work. But there are also 
significant concerns about security privacy. Companies and 
individuals involved, or thinking about getting involved with 
BYOD should think carefully about the risks as well as the 
rewards. [4] 

 The BYOD approach makes network protection more 
difficult and increases the quantity of sensitive data 
circulating within networks. Moreover, if more devices are 
connected to corporate networks, there are more endpoints 
that need protection. At the same time, staff are pressing to 
use mobile devices for mission critical tasks and, therefore, 
this enhances the expansion of mobile cloud applications 
within the ecosystem. Such applications make the networks’ 
traffic flow more complex, as the applications and associated 
data may be stored in-house or off-premises, on a public or 
private cloud, or on a host. Afterwards, data are sent to 
various locations within corporate networks, i.e. from 
headquarters to branches and even to remote staff connected 
through mobile devices. Apart from being, new items to attack 
that contain large quantities of potentially sensitive data; 
applications may also pave the way for network intrusions.  

Social networking concepts have been applied to several 
communication network settings, which span from delay-
tolerant to peer-to-peer networks. More recently, one can 
observe a flourish of proposals aimed at giving social-like 
capabilities to the objects in the Internet of Things. Such 
proposals address the design of conceptual (and software) 
platforms, which can be exploited to easily develop and 
implement complex applications that require direct 
interactions among objects. The major goal is to build 
techniques that allow the network to enhance the level of trust 
between objects that are "friends" with each other. 
Furthermore, a social paradigm could definitely guarantee 
network navigability even if the number of nodes becomes 
orders of magnitude higher than in the traditional Internet.[5] 

The advent of the Internet of Things (IoT) within companies 
adds another level of complexity. The IoT is a ‘network of 
networks’ (or ‘items’) that are identifiable in a univocal 
manner and that are able to communicate without human 
interaction through IP connectivity, both at local and global 
level. According to IDC’s forecast, by 2020 there will be 
almost 30 billion of IoT devices fully implemented. These 
endpoints, or sensors, significantly increase the surface 
available for attack within networks. At this initial phase of 
the IoT evolution, it may not be possible to set up safety 
interfaces in an intuitive manner, and it may be difficult to 
integrate them within the safety infrastructure. Uncertainties 
in the field of IoT safety raise some serious concerns. A great 
deal of the IoT value depends on the data that IoT 

devices/sensors are able to gather. The volume, range and 
depth of such data are simply staggering. IoT devices are 
already part of production environments and collect large 
quantities of precious, structured and unstructured data. Many 
of those data are highly sensitive as far as safety and privacy 
are concerned. In order to make the most of IoT usage, a close 
integration with networks’ safety is required.  

Given the constant evolution of corporate mobility, the 
increasing number of applications based on public clouds that 
are added to enhance productivity and the fast IoT 
implementation, IT teams need to review their approach about 
network safety, a requirement that network safety decision 
makers understand very well. In fact, a recent survey carried 
out by IDC that targeted safety experts has revealed that 52% 
of respondents are worried, since staff don’t seem to fully 
understand the importance of complying with safety policies. 
Almost the same percentage (45%) stated to be worried about 
the increasing complexity of cyber-attacks. Moreover, a 
significant portion of respondents (38%) mentioned that 
available budgets might be inadequate to counteract the new 
challenges. [6] 

The challenges in question are becoming more and more 
pressing (together with the problems related to obtaining 
enough funds and support to tackle network safety) and may 
represent some serious obstacles for IT teams that, therefore, 
would experience more difficulties in detecting violations and 
in adopting the necessary measures to prevent them. 
According to IDC’s data, over a year may be needed to 
integrate the updates of the third platform’s safety 
infrastructure, such as endpoint enhancement and user 
management. In the third platform age, it is especially 
important to implement a kind of network safety architecture 
that should be reactive, smart and scalable, as well as 
platform-based and fully integrated within the network’s 
infrastructure. This safety model benefits from an intrinsic 
distributed intelligence, so that networks may become active 
defense elements against intrusions, instead of being just a 
vulnerable surface. However, hackers move quickly, 
therefore, ensuring network safety is a crucial issue and even 
the smallest advantages available should be used to deploy an 
adequate response. 

Content distribution over the internet has increased 
dramatically in the recent years. A recent study published by 
Cisco System, Inc [7] revealed that the global internet video 
traffic has surpassed peer-to-peer traffic since 2010, becoming 
the largest internet traffic type. Cisco Systems also forecasts 
that internet video traffic will reach 62% of the consumer 
internet traffic by 2015. The vast majority of this traffic 
consists of big popular content transport, including high-
quality videos. Nowadays, a large amount of data is stored “in 
the network”. This allows users to ease data sharing and 
retrieval, anywhere in the world. In the cloud, customers and 
providers come with storage service guarantees, such as QoS 
metrics, drawn up in Service Level Agreement (SLA) 
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contracts. The provider is therefore responsible to ensure data 
durability and availability. To enforce SLAs, providers rely 
on content replication. Yet, they need to do this carefully; it 
can have a huge impact on storage and bandwidth 
consumptions, even more for big contents. As data popularity 
is highly non-uniform, it is important to avoid replicating 
unpopular data, that will never be accessed, and also to ensure 
enough number of replicas for a popular content which may 
be retrieved concurrently by hundreds of users. 

In parallel with the standardization of network management, 
companies have acquired an unprecedented network visibility, 
from datacenters to EDGE networks and in various 
geographical areas too.  

EDGE (Enhanced Data GSM Environment) is a faster version 
the Global System for Mobile (GSM) wireless service 
designed to deliver data at rates up to 384 Kbps and enable 
the delivery of multimedia and other broadband  applications 
to mobile phone and computer users. The EDGE standard is 
built on the existing GSM standard, using the same time-
division multiple access (TDMA) frame structure and existing 
cell arrangements. 

Devices, users and applications share the same kind of 
visibility. Given the opportunity to gather such a large amount 
of data, in addition to the increasing ability to analyze them, 
(contrary to what used to happen in the past), nowadays 
networks can detect anomalous and suspicious activities. The 
unlawful use of networks through malware, anomalous traffic 
flows, unauthorized apps and other user policy breaches, in 
addition to unauthorized devices and wireless access points 
(AP), can now be identified, placed in quarantine and 
removed more easily through the network intelligence. 

To exploit networks for safety purposes, they need to be 
considered and used as sensors and safety elements in every 
location, including datacenters, branches and campuses, as 
well as in all the endpoints and applications that get into 
contact with them. The use of network infrastructures as 
safety tools does not imply the replacement of traditional 
safety instruments, such as firewalls and Advanced Malware 
Protection, as it can actually enhance them. The following 
section is going to illustrate how Cisco’s comprehensive 
solution can be used to achieve such a goal.  

3 USE CASE: A SMALL UNIVERSITY 
The solutions implemented are based on the concept that 
safety should be integrated everywhere within the network. By 
using NetFlow (that enables the network to work as a sensor) 
and thanks to the integration with the Identity Services Engine 
(ISE) (for a granular control of policies), and with TrustSec 
(for the implementation of network segmentation), network 
safety is applied in a fluid manner, from the infrastructure to 
the end users. The tools discussed in this section support an 

end-to-end implementation in order to use the network for 
safety purposes.  

3.1 NetFlow 

Cisco’s NetFlow [8] and the recent standardization effort 
IPFIX [11] have made flow export technologies widely 
popular for network monitoring. They owe this success to 
their applicability to high-speed networks and widespread 
integration into network devices. The pervasiveness of these 
technologies has resulted in a variety of new application areas 
that go far beyond simple network monitoring, such as flow-
based intrusion detection [9] and traffic engineering [10]. 
Regardless of the application, flow data is expected to reflect 
the network traffic faithfully. Flow export is a complex 
process that includes both real-time aggregation of packets 
into flows and periodic export of flow information to 
collectors. This aggregation naturally results in a coarser view 
on the network traffic. Several works have already compared 
the precision of flow-based applications to their packet-based 
counterparts [9,10]. The scalability gain of using flow data 
normally excuses the loss of precision. Any flow-based 
application will, however, be impaired by flow data of poor 
quality, which can be caused by implementation decisions. 
For example, the imprecision in flow timestamps has already 
been discussed in [11,12]. Similarly, artifacts found in flow 
data from Juniper devices are extensively analyzed in [13]. 
However, these works do not investigate how widespread 
these artifacts are in flow data from different flow export 
devices 

NetFlow is central to the ‘network as a sensor’ approach. It is 
a tool that can create continuous records of all the 
conversations going through routers, switches and a series of 
wireless devices. All the communication sessions taking place 
on a NetFlow-enabled device provide visibility and in-depth 
analyses, including six areas that are often quite important: 
network scanning, botnet detection, denial of service, attacks 
on segmentation, host reputation amendments and worm 
propagation. 

As data may be saved for future use, NetFlow becomes an 
essential tool to identify safety violations. Detailed 
communication logs for forensic and end-to-end analyses 
provide comprehensive information on suspicious activities 
taking place within the network, allowing for a more effective 
detection and improved corrective actions. NetFlow and 
Lancope StealthWatch together ensure better network 
visibility and send real-time alerts to identify safety threats. 
The integration of Lancope StealthWatch with ISE further 
improves the correlation between the context of a device 
(who, what, where, when and how) and the network traffic. 
This enables to isolate from the network any infected devices 
quickly. 
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3.2 Identity Services Engine 

One of the significant objective of most university information 
security measures is to ensure providing robust identity and 
access management (IAM) to its users. This encompasses 
systems straddling across the globe allowing the access of 
sensitive as well as confidential data of the enterprise at any 
point in time. With rapid mounting proliferation of mobile 
devices but with limited resources, cloud computing has 
emerged as an obvious predilection for performing resource 
intensive tasks over the cloud. To address the security issues, 
cloud service providers (CSPs) are coming up with new 
services such as Security as a Service (SecaaS). From our 
analysis of security threats and its measures, we feel that 
additional controls are required for Identity and Access 
Management for mobile cloud users. We have made some 
security recommendations along with best practices for 
consumers and service providers to consider ensuring robust 
information security including IAM for growing mobile users 
in cloud. 

Conventionally privacy of data relates to obligation as well as 
trust compliance related to any information pointing to an 
identified or identifiable individual i.e. data subject. The 
objects that accumulate the personalized information of their 
client or any individual for delivering business services are 
known as data controllers. The objects that collect the 
personalized information from the data controllers for the 
purpose of processing data are known as data processors. 
Privacy of data is not restricted to certain permanent 
uniqueness attributes for identity like SSN or social security 
number, account number of bank, PIN (Personal Identification 
Number), non-encrypted password or even personalized 
information related to health such as prolonged illness or 
treatment cycle. Privacy of data also comprise varied 
information [14] like utterance or speech uttered (desires to 
conceal an utterance from some individual or a group of 
individuals), demographic identity data (user location, date of 
birth, photograph, name etc.), actions (what did I do last 
night), identification of resource, facts or transactional records 
or logs related to access (account number of bank, non-
encrypted password, wealth possessed etc., and acquaintances 
(address book, identity information of the people in known 
contacts and the people who contacted me). In mobile based 
cloud infrastructure, privacy of data is a major area of 
concern. Both mobile, cloud and associated 
intercommunication amid the mobile devices (Tablet, 
Smartphone etc.) to backend cloud servers are intrinsically 
vulnerable to data privacy threats. 

Identity Services Engine (ISE) is the platform used to manage 
safety policies. It ensures that a continuous control of access 
safety within cabled and wireless networks and VPN 
connections can be carried out in a rational manner. Access 
protection through ISE starts with user authentication and 
device classification. ISE integrates such details with 
contextual information to improve decisional processes, so 

that an adequate level of access control can be constantly 
assigned. By using more granular information, such as role, 
location and time, ISE can decide to assign a restricted access 
to the network that is extremely safe in terms of depth and 
scope. Based on policy criteria, ISE can grant a series of 
accesses to be selected according to users and devices. An 
integrated policy within the network improves operating 
performance, since it avoids the need to manage and apply 
separate and individual policies by integrating the visibility of 
policy application.  

3.3 TrustSec software-defined segmentation 

“TrustSec” is a set of computer programs and message 
communications protocols providing access control and other 
security features developed by Cisco Systems, Inc., San Jose, 
Calif., with the goal of providing self-defending networks. 
TrustSec introduced the concept of peer authentication and 
authorization between network devices. TrustSec is designed 
to determine, based on policies and roles assigned to users 
and devices in the network, whether access to a secure and 
trusted network can be granted or restricted. A Cisco TrustSec 
(CTS) network comprises network devices and end-hosts. In a 
CTS network, each network device authenticates its neighbor 
to an authentication, authorization and accounting (AAA) 
server. During the authentication process, the device sends an 
authentication request to the AAA server and retrieves from 
the AAA server authorization policies pertaining to the 
neighbor. The authentication and authorization may occur 
within the same protocol exchange or within a separate 
protocol exchange. A neighbor can be either another network 
device or an end-host. A secure link between network devices 
or a network device and an end-host has associated security 
properties, such as encryption and authorization schemes. By 
performing peer authentication and authorization, and by 
establishing trust relationships with other entities in a trusted 
network, a neighbor becomes a part of a trusted domain or 
“cloud.” Messages exchanged during the AAA process 
comprise various characteristics specific to the secure and 
trusted relationships that are established in the trusted cloud. 

TrustSec is a technology embedded in Cisco’s switches, 
routers, and wireless and safety devices. It enables companies 
to implement software-defined network segmentation. 
TrustSec applies access controls based on roles (created in 
ISE) to ensure a safe access to all the network resources, 
which are highly sensitive in terms of identity and role. 
TrustSec’s function is to simplify the processes of setting up 
and managing those policies that specify who can speak with 
whom (or with what) on the network, who can access the 
resources and how the systems involved can communicate 
with other systems. The implementation of TrustSec starts in 
the datacenter and reaches both the access EDGE and the 
remote VPNs. 
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4 BENEFITS OF USING NETWORKS 
AS SAFETY TOOLS 

In an age when corporate capital and operating costs undergo 
painstaking analyses, it is essential for IT teams to justify their 
investment decisions and to find ways to draw more value 
from their networks. By using the network infrastructure as a 
sensor and safety tool, it is possible to benefit from in-house 
solutions to protect the network from attacks that may damage 
the company and cause profit losses. An integrated, end-to-
end, safety network infrastructure, as the one implemented, 
exploits precious metadata to speed up traffic analysis. By 
using TrustSec and ISE together, it is possible to carry out a 
granular check of network accesses based on policies, with a 
software-defined segmentation that helps to control threats 
and to avoid their moving around inside the network. 
Moreover, this kind of safety paradigm is extremely scalable, 
since NetFlow, ISE and TrustSec can be activated within the 
network to protect the resources it connects to. 

4.1 A. Challenges and opportunities 

Re-thinking the power that corporate network safety holds 
require a significant change of paradigm, since protection is 
generally seen as something that should come from external 
resources, instead than from inside the network itself. Just as 
it happens when re-thinking the IT infrastructure in a radically 
different way, in this case too it is necessary to make an effort 
in order to explain the new paradigm and the cultural change 
involved to those who are in charge of the company’s 
decision-making processes. Moreover, as regards companies 
that are equipped with complex safety infrastructures, the 
stakeholders may hesitate to re-think the systems that are 
being used (especially if they seem to be working well). IT 
teams often have to find the right balance between the need to 
optimize existing investments and the need to ensure that the 
infrastructure being used can cope with future challenges. In 
addition, this is one of those cases. However, as it happens 
with any challenges, difficult situations may also offer great 
opportunities. As already mentioned, the implementation of a 
network architecture that includes highly integrated safety 
components may be a more effective investment, since it 
would eliminate the redundancies caused by the 
implementation of fragmented safety solutions. Operating 
efficiency and ROI optimization, thanks to a network that 
works as a sensor and safety tool, seem to be the best 
arguments to prove that such a solution is a great opportunity 
that should not be missed.  

5 Conclusions 
In the third-platform age, corporate networks play a new role 
in the business, in involving customers and staff, in 
differentiating competitors and in terms of innovation. 
However, given the huge quantity of sensitive data circulating 
throughout corporate networks, a variegated generation of 
hackers and cyber criminals has been actively trying to use 
corporate networks to access such data. Therefore, they may 
cause serious damages, as well as unpleasant inconveniences 
to customers and staff, in addition to spoiling the company’s 
reputation. However, the good news is that now safety tools 
can be integrated within networks, in an in-depth and end-to-
end manner, to offer unprecedented defense ability against 
attacks. In the current IT era, it is of paramount importance to 
take into consideration a network infrastructure featuring 
safety functions that are closely integrated. The solutions 
discussed here may reveal to be the most suitable ones for 
many companies.  
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ABSTRACT 
The goal of this paper is to provide a detail overview of how a 
cloud computing system is structured and how it operates. Along 
with this, the paper also describes the various types of 
deployment and service models, as well as discusses the 
underlying purpose and functions of each. It also provides 
information about the importance of scheduling and its process. 
The various needs and characteristics of job scheduling are also 
discussed in this paper with introduction to supporting 
algorithms such as FCFS, Round Robin, and SJF. Lastly, the 
paper evaluates different security issues within a cloud and 
introduces a few solutions. 
 
Keywords:  Cloud Computing; Scheduling Algorithm; Internet 
security 
 

1. INTRODUCTION 
Cloud computing is a form of technology that is becoming 
increasingly prevalent in numerous businesses and organizations 
throughout the world today.  It can be defined as an internet 
based technology that utilizes remote servers and the internet in 
order to maintain and process data and several types of 
applications. Cloud computing is typically utilized for 
processing power and on-demand storage and permits the 
sharing of various computing resources and applications. With 
the help of innovative cloud computing technologies, businesses 
and organizations are able to achieve economies of scales where 
they can increase the volume of productivity. Cloud computing 
not only increase the productivity, but it also improve 
accessibility and flexibility by making data access easier and 
convenient for consumers. This particular form of computing 
also helps consumers and businesses to save a tremendous 
amount of money by reducing the overall cost by eliminating the 
need to purchase supporting software and hardware.  
 

2. TYPES OF CLOUDS 
Cloud computing can be divided into four deployment models 
which are also known as clouds. As shown in Figure 1 the 
deployment model consist of four categories, Public, Private, 
Community, and Hybrid.  

 
Figure 1. Structure of Cloud computing development models [7] 

 
2.1 Public Cloud 
A public cloud is a deployment model or cloud infrastructure 
that is made accessible to the general public or to a large 
business group on a commercial basis. It is maintained by 
organizations marketing cloud services. This particular cloud 
allows a user to develop and implement a service in the cloud 
environment with minimal financial implications [1]. However, 
this particular model does not allow the consumer to possess any 
control over the infrastructures location. 
 

2.2 Private Cloud 
A private cloud infrastructure is primarily for single 
organization for business purposes. This particular deployment 
model can be managed not only by the predominate business, 
but by a third party as well. The information technology of the 
private cloud is often attached to a virtualized infrastructure 
within the enterprise firewall and expended in what they call a 
per transaction basis or as a capital expenditure that is repaid 
over time [1]. In viewing the private cloud in comparison to the 
public cloud, there is no difference in the structural design, with 
the exception of the level of security offered for various services 
provided. 

  
2.3 Community Cloud 
A community cloud is a deployment model that is often shared 
by numerous businesses and organizations and is structured to 
serve a specific community with similar or shared interest 
including things such as their objective, different policies, and 
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various security needs and concerns. In relation to the private 
cloud, this deployment model also has the capability of being 
managed by the primary business or by a third party. Along with 
that, it can also be presented internally or externally meaning 
that it can exist on or off premises. 
  

2.4 Hybrid Cloud  
A hybrid cloud is a deployment model that often merge or 
combines two or more of the previously mentioned cloud or 
development model together. This model offers standardized 
access to applications and data as well as application 
manageability. In hybrid environment, the business and 
infrastructure processes reside within the enterprise and is 
partially consumed by a third party. The hybrid cloud structure 
also permits the user to increase the capability of aggregation or 
customization with different cloud models. 
 

3. CLOUD ARCHITECTURE 
The architecture of cloud computing can be broken down into to 
three subcategories or three layers of service models which 
consist of Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS), and Software as a Service (SaaS).  These three 
service models structures and various examples of each are 
displayed in Figure 1.  

 
Figure 2.Structure of cloud computing service model [8] 

 
3.1 IAAS 
Within the cloud computing’s structure or architecture, the IaaS 
tends to serve as the base or foundational building block of the 
cloud structure for the other service models. Out of all three 
service models, IaaS is considered to be the most flexible. One 
of the unique function of IaaS is that it is capable of facilitating 
fast utilization of applications and progresses the nimbleness or 
quickness of information technology services by incorporating 
storage, network capacity, and processing power. This particular 
service model also provides consumers the capability to utilize 
storage, networks, and several other fundamental resources 
where users are able to operate different applications and 
operating systems as on-demand services. There are numerous 
examples of IaaS which include GoGrid, a cloud computing 
service that is managed by a multi-server control panel and hosts 
Windows and Linux Virtual Machines, and Amazon’s cloud 

drive, which allows users to upload and access their digital 
content. 
 
3.2 PAAS 
PaaS the second service model that makes up the structure of 
cloud computing. PaaS often aid a set of application program 
interface to cloud applications. This particular service model 
provides businesses the ability to design and cultivate usable 
applications in a timely and proficient manner while being 
operated in a cloud-based setting. The unique factor of PaaS is 
that it permits application developers to implement the created 
applications on a hosted infrastructure. The user or developer 
can also run their own software solutions on the platform 
without having to worry about the expense or intricacy of 
acquiring and managing the essential software and hardware 
layers. However, this particular model does not permit the user 
to control the essential cloud network, operating system, and its 
infrastructure. 
 
3.3 SAAS 
SaaS is a software model which is provided through an online 
service and aims to replace common applications regulated on a 
PC. This particular service model provides the ability for an 
individual cloud users to utilize commercially available 
applications or software programs via cloud infrastructure using 
web browsers from numerous devices. The SaaS doesn’t permit 
the user to govern the core functions of the cloud infrastructure. 
This comprises various areas such as cloud storage and network. 
However, the service model does permit the user to utilize 
specific application configuration settings which consist of 
spreadsheet or word processing tools such as Google Docs. One 
major advantage of the SaaS service model is that it increases 
user adoption and the speed of deployment. It also reduce the 
cost of implementation. Another advantage of SaaS is that not 
only it eliminates the need to install software on users’ PC, but it 
allows the users to save money through pay-per-use policy 
instead of purchasing the software at a higher price. 
 
4. CLOUD SCHEDULING 
There are several functions and background operations that 
facilitate the process of cloud computing. For instance, the 
scheduling of resources has served a significant role in cloud 
computing and affect many factors or aspects such as network 
performance and distributed computing. “Scheduling can be 
defined as a process of allocating tasks to available resources on 
the basis of tasks’ qualities and need [3]”. The main objective of 
scheduling is to increase the application of resources without 
affecting various services provided by the cloud infrastructure. 
 
Numerous researchers have introduced various algorithms for 
the purpose of scheduling, allocating, and scaling resources 
proficiently in the cloud infrastructure. The scheduling process 
in a cloud environment can be divided into three phases, 
resource discovering and filtering, resource selection, and task 
allocation [2]. In resource discovering and filtering, an 
individual known as a datacenter broker or cloud broker 
basically discovers the available resources within the network 
system and gathers status information about the resources. The 
process of resource selection is the deciding platform where the 
target resource is chosen based on specific requirements of 
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resource and task. After the process of selection is over, the task 
is then allocated the chosen resource. 
 
The process of scheduling consists of various needs. In 
scheduling, the system must be able to allocate various resources 
in a fair or rational manner. Along with this, scheduling 
algorithms must be able to provide maximum resource 
utilization and save or reduce the amount of energy being 
consumed. Developers also have to keep in mind that numerous 
jobs and resources must be scheduled in a way that permits the 
achievement of Quality of Services (QOS). 
 
4.1 Job Scheduling 
One of the type of scheduling that is used in cloud computing is 
known as job scheduling. Job scheduling serves as a mapping 
mechanism from the user’s tasks to the appropriate selection of 
resources and its execution [3]. There are several needs and 
characteristics that make up job scheduling. One of the 
characteristics of job scheduling is that it can be considered to 
be globally centralized. It means that cloud computing provides 
the centralized resource to numerous distributed applications, 
making several processes of interoperate easier to be executed. 
Because of this, emulating services and virtualized technology 
permits scheduling of cloud computing to accomplish global 
centralized scheduling. Scalability is known as another 
characteristic of job scheduling. Within the cloud infrastructure, 
scheduling must meet the scalability requirements so that the 
amount of the scheduling isn’t too low.  Another characteristic 
of job scheduling is that each node in the cloud environment can 
be classified as being independent. Each node in the cloud’s 
internal scheduling is considered to be autonomous, making the 
schedulers within the cloud environment incapable of interfering 
with the scheduling guidelines of the nodes. At last, job 
scheduling can also be described as being self-adaptive, 
meaning that depending on certain requirements, the resources 
and the applications can be shrunk or expanded when necessary. 
 
As far as the needs for the process of job scheduling, one thing 
developers must think about is load balance. Load balance can 
be maintained through various task scheduling algorithms which 
are also accountable for optimal pairing of both resources and 
task. Another requirement that must be meet is obtaining the 
best possible run time. Depending on the consumer’s needs, jobs 
can be distributed into numerous categories, where specific 
algorithms can be applied to them for the best running time, 
based on the goals for each task. The throughput of the system 
can also be considered a need for job scheduling. Within the 
cloud computing structure, an increase of throughput can be 
considered a benefit for both providers and consumers. One final 
need of job scheduling is the quality of service. The cloud’s 
primary job is to supply users with necessary cloud storage and 
computing services, and when the management of scheduling 
reaches the job allocation stage, it must also guarantee the 
quality of service of various resources. 
 
4.2 Round Robin 
The Round Robin scheduling algorithm is one of the most 
widely used scheduling algorithm in today’s computing world. It 
is fixated on the concept of fairness. Round Robin works by 
utilizing a ring as its queue to store jobs. Each queue has the 
same time allotted for execution and is executed in turn, 

meaning that once one job is done, the next will proceed. In an 
instance where a job or task is not completed in its allotted time, 
then it will be placed back on the queue, where it will then wait 
for the next available turn. If the job is completed prior to the 
end of the quantum, it then releases the CPU voluntarily. One of 
the advantage of Round Robin algorithm is that each process is 
executed at its fair turn and do not have to be waited for the 
previous process to be completed [2]. However, one 
disadvantage of Round Robin is that the largest job will have to 
take more time to complete due to fixed quantum time. 
 
4.3 First Come First Serve 
The First Come First Serve (FCFS) scheduling algorithm is a 
simple and easy algorithm to implement [3]. Here, the processes 
or jobs are distributed based on their arrival time in the ready 
queue. The disadvantage of the First Come First Serve algorithm 
is that it is non-preemptive. Due to that, the short jobs which are 
at the back of the ready queue will have to wait for the long jobs 
at the front to finish. Its turnaround and response is quite low. 
Below are the basic common steps for implementing the First 
Come First Serve algorithm [3]. 
 
Step 1: Initialize the tasks  
Step 2: Assign the first task to the queue and add tasks up to n 
numbers. 
Step 3: Add the task ‘I’ at the last position in the main queue 
 
4.4 Shortest Job First 
The Shortest Job first (SJF) algorithm operates by selecting the 
process with the shortest execution time. In this algorithm, the 
processes with the smallest execution time is selected first to 
execute putting processes with larger execution time at the end 
of the queue. Below is the pseudo code for Shortest Job First 
algorithm implementation [3]. 
 
SJF Algorithm: 
 
for i = 0 to i < main queue-size 

if task i+1 length < task i length then 
add task i+1 in front of task i in the queue 

end if 
if main queue-size = 0 then 

task i last in the main queue 
end if 

end for 
 
4.5 Priority Scheduling 
Priority scheduling algorithm prioritize processes based on their 
size. The processes which are larger in size are given higher 
rank, where the smaller processes are given lower rank [2]. 
According to the algorithm, the processes with higher rank get a 
chance to execute first and therefore processes with lower rank 
have to wait till higher rank processes finish executing. This 
situation creates “starvation”, where processes with lower rank 
have to too long to execute. Priority scheduling algorithm can be 
implemented using various Virtual Machines such as Cloud 
Sim. 
  
Algorithm 
This particular algorithm shown below stores all suitable Virtual 
Machines in a VM List [2]. 
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—————————————————————————— 
prev −99 
push first vertex 
while Stack 6= Empty do 

get unvisited vertex adjacent to stack top 
if no adjacent vertex then 

if prev 6= StackTop then 
copy all stack contents to VM List 

end if 
pop 
if Stack 6= Empty then 

prev = StackTop 
end if 
else 

mark the node as visited 
push adjacent vertex 

end if 
end while 
 
Step 1: Create VM to different Datacenter according to 
computational power of host/physical server in term of its cost 
processor, processing speed, memory and storage. 
Step 2: Allocate cloudlet length according to computational 
power. 
Step 3: VM Load Balancer maintain an index table of Vms, 
presently VM has zero allocation. 
Step 4: Cloudlet bound according to the length and respective 
MIPS. 
Step 5: Highest length of cloudlet get highest MIPS of virtual 
machine. 
Step 6: Datacenter broker sends the request to the VM identified 
with id 
Step 7: Update the available resource. 
 
5. SECURITY ISSUES 
When it comes to cloud computing one of the widely discussed 
problem is the security. With security being a reoccurring issue, 
many consumers stay away from the use of cloud services. 
User’s privacy or confidentiality is one of the most impacted 
factor of security issues. Individuals store their confidential data 
or information in could environment believing that it should be 
only accessed by the authorized users only and no one else. 
However, it is hard to prevent a security breach due to most of 
the cloud computing infrastructures are business oriented 
making various resources sharable, which increases the risk of 
data compromise. One of the solution to enhance user’s 
confidentiality is done by data encryption and a process known 
as tokenization. Tokenization is the process of replacing of 
sensitive information by a dummy token. In cloud storage 
environment, the data is stored on service provider’s server 
which could be located any part of the world. Yet, the service 
providers have to obey the privacy and confidentiality laws of 
whichever country where the server is placed [4]. In today’s 
advanced technological environment many users become 
victims of hacking and data theft. These malicious activities are 
performed using some commonly known hacking techniques 
such as phishing, injection, malwares, and other erroneous 
manipulations. One of the solution to prevent hacking or data 
theft is known as a Two-Factor authentication [5]. Two factors 
typically are ‘something you know, like pin code or password’ 
and ‘something you have like hardware token, mobile phone, 

and fingerprint. It includes like One-Time password (OTP), a 
digital certificate and biometric verification [5]. 
 
Integrity also is an important factor in the realm of cloud 
computing. In cloud computing, integrity can only be achieved 
by approved parties. One solution that ensures integrity 
assurance is the utilization of storage systems that implements a 
program known as Rain-6. Rain-6 is capable of recovering 
network failure, hard disk failure or corruption, and power 
supply shortages [4]. The data integrity can also be improved by 
adding a digital signature to the data.  
 
Issues dealing with security can also occur within a cloud’s 
deployment model such as Infrastructure-as-a-Service and 
Platform-as-a-Service.  There is a high possibility that data can 
be routed through an intruder’s infrastructure, because in cloud 
environment data is transmitted through umpteen number of 
third party infrastructure devices [6]. Due to the fact that many 
cloud computing infrastructure utilize the same technology to 
transmit data, it can face the same kind of threats to security that 
are often seen throughout the internet. A cloud’s security can 
also be threatened or effected through the use of Virtual 
Machines and can occur during the process of communication 
between both host and Virtual Machines. Also when Virtual 
Machines forward information between both host and Virtual 
Machine, the hackers take advantage of this feature to 
interchange data between cooperating malicious programs in 
VMs. Within the PaaS deployment model, various events can 
open up the door for network intrusion. However, cloud 
providers can use tools such as Virtual Private Network and 
Multi-Protocol Label Switching to ensure the prevention of 
network intrusion and that virtually secured networks are 
accessible.  
 
6. CONCLUSION 
Cloud computing has become a major part of our computing 
world now. With various types of clouds and infrastructures, it 
provide us the flexibility to choose appropriate environment for 
our use. Introduced cloud infrastructures in this paper are the 
backbone of cloud computing. Due to increased number of cloud 
computing users, there is more need of better and efficient 
scheduling algorithms to manage the jobs. As seen before, 
Round Robin is promising solution yet there are still many 
researchers who are working in effort to develop even more 
efficient algorithms. Meanwhile cloud computing world also 
facing many potential threats such hacking and data theft. 
Hacking is a major security issue for cloud computing and many 
efforts being made to stop these malicious activities as 
introduced solution earlier. In near future, the cloud computing 
world will change the face of our storage systems, data 
accessibility, and networking.   
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Abstract—Inappropriate diagnosis of mental health illnesses leads 
to wrong treatment and causes irreversible deterioration in the 
client’s mental health status including hospitalization and/or pre-
mature death. About 12 million patients are misdiagnosed 
annually in US. In this paper, a novel  study introduces an 
Intelligent Mental Health Diagnosis Architecture using Data 
Mining and Machine Learning that aids in preliminary diagnosis 
of the psychological disorder patient. This is accomplished based 
on matching description of a patient’s mental health status with 
the mental illnesses illustrated in DSM-IV-TR, Fourth Edition 
Text Revision. The study constructs the semi-automated system 
based on an integration of the technology of genetic algorithm, 
classification data mining and machine learning. The goal is not 
to fully automate the classification process of mentally ill 
individuals, but to ensure that a classifier is aware of all possible 
mental health illnesses could match patient’s symptoms. The 
classifier/psychological analyst will be able to make an informed, 
intelligent and appropriate assessment that will lead to an 
accurate prognosis. The analyst will be the ultimate selector of 
the diagnosis and treatment plan.   

I. INTRODUCTION  
In societies, diagnosing mental disorders in individuals is 

often poor due to the lack of understanding of their behavior, 
symptoms and inadequate knowledge. The therapists and/or 

psychiatrists possess to weed through the many mental health 
illnesses identified in the Diagnostic Statistical Manual IV, 
Fourth Edition Text Revision (DSM-IV-TR) [1]. Many a times, 
improper diagnosis leads to wrong treatment which may cause 
irreversible deterioration in the client’s mental health status 
including hospitalization and/or pre-mature death [2].  

The objectives of this study include reducing biased and 
incomplete assessment while introducing a consistency in 
diagnosing mentally ill individuals and minimizing further 
deterioration in mentally ill individuals due to miss-diagnosis. 
Objectives also include enhancing prognosis by utilizing 
multiple expert’s knowledge base and their cumulative years of 
training and practical experience in solving new cases.  

The final objective is improving diagnosis results through 
intelligently using and implementing approved previous 
successfully-solved cases based on the historical data as well. 
This method can be used just rather than depending on 
textbook rules & only individual assessor’s experience [3].  

The rest of this paper is structured as follow: Section two 
identifies the study model and procedures. Section three 
presents the full text indexing, Section 4 introduces intelligent 
genetic algorithm, Section five present experimental results, 
and finally the conclusion is given. 
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II. STUDY MODEL AND PROCEDURES  
Figure 2 illustrates the study model and procedures. The 

book ‘Diagnosis and statistical manual of mental disorders’ in 
text format has a softcopy. Its data (that is keywords) related to 
each disorder have been loaded into the database. Criteria for 
each disorder have been identified and formed into a question 
that needs to be asked to the user and loaded into the database. 

An intelligent genetic algorithm has been developed to 
extract keywords from the user’s symptoms. Finally, a 
graphical user interface has been developed such that the users 
can enter the description of their symptoms [4].  

Based on description, match keyword to the keywords 
presented in the database to extract classification. The 
classification order must be from highest probability of 
disorder to lowest. Classification is shown in percentage basis 
[5]. The interface allows the user to ask questions relevant to 
highest classification. Based on users input, new classification 
is generated and reordered from highest to lowest. Based on the 
symptoms, 10 relevant disorders are classified along with the 
percentage of matching. Some disorders have specific criteria 
which are formed into questions.  

Based on the questions answered, the percentage value will 
be changed. If all the questions are answered yes, then the 
percentage value increases. If all the questions are answered 
no, then the percentage value decreases. If few questions are 
answered yes and no, then according to number of yes and no, 
the percentage is calculated. The final result shows highest 
percentage disorder from the classification. If doctor does not 
accept the given the classified disorder, then doctor will be 
given a choice to determine his/her own perspective disorder 
for the patient. 

III. FULL TEXT INDEXING  
FULLTEXT  search  function  matches  a  natural  language  

query  against  a  text collection (which is simply the set of 

columns covered by a FULLTEXT index). For every row in a 
table it returns relevance - a similarity measure between the 
text in that row (in the columns that are part of the collection) 
and the query.  

The rows returned are automatically sorted and retrieved. 
Relevance is a non-negative floating-point number. Zero 
relevance means no similarity. Relevance is computed based on 
the number of words in the row, the number of unique words in 
that row, the total number of words in the collection, and the 
number of documents (rows) that contain a particular word. 
Any "word" that is present in the stopword list is ignored. 
Every correct word in the collection and in the query is 
weighted, according to its significance in the query or 
collection [5]. The weights of the words are then combined to 
compute the relevance of the row. For calculating relevance 
value, frequency Ft of each term will be analyzed, normal 
frequency of each term is calculated using formula 1: 

                                        (1) 

Inverse Document Frequency measure is calculated as 
follow:  

                   
(2) 

Weight of each term is calculated as follows: 

                                                            (3) 

 

 

 
Fig. 1.  The study model and procedures 
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Similarity of each record(relevance value) is calculated as 
follows: 

  (4) 

The above formula which represents the similarity is the 
relevance value which will be in floating numbers. By using 
this, percentage is calculated as figure 2 shows. 

The study system has been developed via two phases. in 
phase 1, a database of MySQL is created and content of the 
DSM IV text book is loaded into the database tables. These 
tables include Symptoms table. This table includes symptoms 
for each disorder. User query is compared against the contents 
of this table to retrieve the output. Questions table includes 
questions belonging to each disorder that has to be asked to the 
user. Answers table stores user symptoms, the user input to the 
questions and questions are inserted for further reference.  

In phase 1, the graphical user interface is developed as well. 

 
Fig. 2. Calculating Percentage

 

 
Fig. 3. Phase 1 

 
Fig. 4. System Functionality 

 

In phase 2, the classification is done, user answers the 
questions, and final disorder selected by the application is 
displayed. (This considers the disorder having highest 
percentage) 

IV. INTELLIGENT EXTENDED GENETIC ALGORITHM 
The intelligent extended genetic algorithm that has been 

implemented to extract keywords from the user’s symptoms 
uses Business Process Execution Language (BPEL) to be an 
optimal solution for information retrieval. It improves the 
efficiency and performance for retrieving a proper information 
results that satisfy user’s needs. The implemented algorithm 
uses several mutation operators simultaneously to produce next 
generation. This series of random mutation process depend on 
chromosome best fitness in the population and rely on high 
relevancy as well. The mutation operation will guarantee the 
success of algorithm for extracting keywords from the user’s 
symptoms since it expands the search [6]. So the highly 
effective mutation operators the greater effects on the genetic 
process. 

By implementing the algorithm, data can evolve into 
information in a way that produces robust flexibility [6]. While 
other algorithms have made numerous advancements, there is 
still a lack of the ability to evolve. Nowadays, various 
applications of genetic algorithms are in the early stages of 
being used to actively and efficiently extract data based on 
relevancy. Such applications aim to produce information that 
has adapted over time based on user requests.  
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The structure of genetic algorithm is extended to hold 
multiple populations in the population space. The Algorithm is 
designed using artificial intelligence methodologies, not 
geometric approaches, to the information retrieval problem [6].  

Our method uses an extended genetic algorithm to find an 
ideal solution instead of a more mathematical methods such as 
the k-means algorithm. This key difference allows for more 
adaptive behavior within our algorithm. Also, web services can 
induce very large amounts of data.   

As it is important to manipulate data accurately and 
efficiently, Business Process Execution Language approach has 
been proposed. It implements dynamic service capabilities with 
genetic algorithms to apply reasoning and flexible service 
workflows [7], [8], and [9].  

This paper builds a utility-based intelligent agent that 
implements a faster genetic algorithm with greater efficiency 
than the original algorithm. The genetic algorithm supports a 
flexible service composition mechanism while having the 
ability to improve efficiency over time, all while reusing 
previously tested efficiency. While semi-system can be made 
bigger, modern paradigm breakthroughs are evolving to make 
semi-system smarter.  The orchestrations of genetic algorithm 
provide flexible service workflows that can quickly adapt to 
changes. The orchestration of web services is supported by 
Business Process Execution Language [9]. BPEL composes, or 
orchestrates, the services into business flows.  

Web service is a technology that enables programs to 
communicate through Hypertext Transfer Protocol (HTTP) on 
the Internet [8]. Service standards are effective platforms for 
publishing services. These standards are Web Services 
Description Language (WSDL), Extensible Markup Language 
(XML), and Simple Object Access Protocol (SOAP). WSDL 
provides a model for describing services. XML adds an 
intelligent level to distribute information on the Internet. SOAP 
exchanges structured information in the implementation of the 
service [7].   

Chromosomes are encoded to represent a genetic algorithm 
and to be parsed into tree structures, which prevents syntax 
crossovers and allows for mutation stages. Once proper genetic 
algorithms are put in place, the desired service item from the 
web part can be requested. Upon this initial request, the first 
generation of information retrieval is randomly generated, 
which can lead to a slight decrease of efficiency. What makes 
up for this initial sacrifice in performance is that as the 
workflow processes information, the algorithm creates a new 
generation of logic and the results are assessed based on 
goodness of fit to results. As new logic workflows are 
developed, they can be selected and mutated to produce better 
results. As this process continues, eventually the service 
matchmaking with user requirements can be provided in such a 
way to enable increased efficiencies over time. Upon delivery 
of the user request, the generation cycle is terminated.  

The fitness of an individual is computed based on the 
“distances” between the keywords appearing within the user’s 
symptoms. The keywords are compared by their weights, 

meaning the ratio of their appearances to the total sum of words 
in the user’s symptoms. These weights are then treated as if 
they were coordinated for the user’s symptoms point on an n-
dimensional grid, where n is the number of different keywords 
appearing within the set of the user’s symptoms being retrieved 
by algorithm. 

In the algorithm, an individual with a lower fitness value 
actually represents a solution of greater quality than one with a 
greater fitness value. This is because the quality of the retrieval 
solution is the closeness of the keywords being extracted. Only 
the most individual fit is passed on to the next generation. The 
fitness for a chromosome is found through repetition of the 
math used for finding the similarity of the keywords in the 
user’s symptoms. For each chromosome in the generation, the 
fitness is computed by finding the average of the similarities 
for each keyword. By using this method, the fitness is also the 
average distance between any two keywords in any one user’s 
symptoms in the solution. 

Mutation is a way that changes the population to produce 
the best solution [10]. The process involves a series of 
mutations that will evolve over time taking only the mutations 
with a high relevancy, and mutating those further. The 
algorithm used one type of mutation. This type is known as a 
one-point mutation. Either a single keyword's position is 
moved through the chromosome, switching its place in the 
user’s symptoms with another symptom, or the point at which a 
symptom is organized is moved.  

To further increase the genetic diversity present in each 
generation of the algorithm, the algorithm includes a step 
where a new individual is added to the population. This 
individual is randomly generated with each generation iterated, 
to create additional diversity, even without the crossover step's 
inclusion in the algorithm. 

This algorithm removed crossover step although it is a key 
part of numerous genetic algorithms. The reason is that 
crossover decreases the efficiency of our algorithm. It would 
build new chromosomes out of sections from two different 
chromosomes, creating new generations with greater diversity. 
The lesser number of generations required comes with a cost in 
the form of a drop in efficiency.  

Currently, extended genetic algorithm stores each 
chromosome as a sequence of characters representing the user’s 
symptoms. The order of the characters in our chromosomes is 
of great importance and no repeats are allowed. Traditional 
genetic algorithms use a series of bits which represent in turn a 
series of operations and values. Using crossovers in the source 
code of our genetic algorithm negatively affects the efficiency 
of the algorithm more than it would lower the amount of 
generations required. With just our current generation loop 
utilizing only varying degrees of mutations, we are likely 
creating the same chromosomes which would result from 
crossovers. The proposed genetic algorithm is simply a way to 
go through a vast number of possible solutions with greater 
speed and efficiency than other strategies. With or without 
crossovers, our genetic algorithm should arrive at the same 
value. 
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Fig. 5. The Algorithm 

 

V. EXPERIMENTAL RESULTS  
The algorithm is tested on set of sample data. The data is 

based on 50 generations/iterations of the IECGA or K-means 
respectively, using the same random sample set of 15 
symptoms with 600 words each.  

The results are listed in Table 1 were collected over 15 test 
runs of both clustering methods on the same data set.   The 
table shows the statistics collected from our genetic algorithm 
and K-Means algorithm to demonstrate their relative 
performance capabilities. The values given are the fitness of the 
final solution generated by each run, which means that the 
lower fitness are from better solutions, while higher fitness 
values are worse solutions. As each method uses a random 
starting point, there is room for variation in solutions. 

From this data, we can observe that on average, 
implementing IECGA algorithm excels k-means algorithm. 
The test runs did not find as good a solution with k-means as 
the best solution from the genetic algorithm, and even the worst 
solution from the genetic algorithm is of better fitness than the 
average solution from k-means.  

While the data collected does not represent all possible 
input cases, and cannot claim to represent all of them, it shows 
a trend of the genetic algorithm exceeding the performance 
shown the clustering process we had used previously. 

As a result, The classifier/psychological analyst is able to 
make an informed an accurate prognosis. The analyst will be 
the ultimate selector of the diagnosis and treatment plan. Figure 
6 shows that doctor now has option of selection accepting or 

not accepting the final classified disorder. If not accepted, 
doctor can select another disorder. 

Figure 7 presents the description of all disorders entered 
into the database. 

TABLE 1 
IECGA AND K-MEANS PERFORMANCE 

 IECGA K-Means 

Maximum 1.66384 1.86476 

Average 1.56938 1.67881 

Minimum 1.35574 1.40269 

 

 
Fig. 6. Semi-system Options 
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Fig. 7. Disorder Description 

VI. CONCLUSION 
The main objective of this paper is to ensure that 

classifier/psychological analyst is capable of making an 
informed, intelligent, appropriate assessment, and an accurate 
prognosis. This study proved the applicability of potential 
Extended Clustering Genetic Algorithm to solve the efficiency 
and limitation problems in data extraction. The algorithm 
solution has markedly increased the success of information 
retrieval and relevancy between keywords-matching and 
relevant user's symptoms as shown.  

The intelligent data extraction is a challenging research 
problem that arises in many applications. This Genetic 
Algorithm can be used for many different applications 
requiring data mining, information retrieval, computational 
biology, text categorization and image annotation. It enhances 
an organization’s ability to collect information faster at lower 

cost and to make accurate decisions. Implementing this 
algorithm provides acceptable benefits in terms of agility and 
integrity. The orchestrations of genetic algorithms by 
implementing Business Process Execution Language allow 
flexible service workflows to be immediately adjusted to 
modifications and make systems smarter.   

Our future work will concentrate on the implementation of 
the algorithm to large data sets, generalization of the proposed 
approach to general graph structures, and investigation of the 
possibility of integrating multiple sources of data for improving 
the data extraction quality. 
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ABSTRACT
Datamining has been used in Computer Science 
and Mathematical domains since as early as 
the 1960s. It has many wide reaching 
applications, and can be performed in many 
different ways. The R programming language is 
one such method, and will be the main method 
discussed in this paper.  

Keywords: K-means Clustering; R Language; 
Linear Regression

I.   What is Data Mining? 
The term “data mining” is used to describe the 
computational process of discovering patterns 
in large data sets, often referred to as “big data”. 
The goal of data mining is to take this “big 
data” and find the useful information in it, thus 
transforming it into a much more easily 
understood data set that can then be used in 
many different ways. However, the way in 
which the data is mined is what distinguishes 
data mining from a simple search method. The 
searching takes place in an automatic way, and 
to such an extent that this field is very closely 
tied with that of AI, or Artificial Intelligence.  

Data mining itself is actually only a part of a 
larger process called Knowledge Discovery of 
Databases (KDD), which consists of five steps: 

(1) Selection 
(2) Pre-processing 
(3) Transformation 
(4) *Data Mining 
(5) Interpretation/Evaluation 

Many companies will tailor this strategy 
somewhat to fit their needs, but the basic idea 
doesn’t change.  

We won’t analyze the other four steps in depth,
but Data Mining can be broken down into six 
different types of “tasks”: 

(1) Anomaly Detection 
(2) Association Rule learning 
(3) *Clustering 
(4) Classification 
(5) *Regression 
(6) Summarization 
(7)

All of these tasks are useful, the application is 
what will determine which task needs to be 
used and when. Often times, more than one task 
will be used in a “mine”. Now that the data 
mining and its applications have been covered, 
the question arises: How do we utilize the 
power of data mining? 

II. The R Language
The R language is an open source standard 
programming language that is used heavily in 
statistical computing. Ross Ihaka and Robert 
Gentleman create the R language at the 
University of Auckland in New Zealand in the 
early to mid-1990s. Though R has many 
different functions and applications, we will 
focus on its data mining capabilities.
Specifically, we will see how the R Language 
can be used to simulate k-means clustering, as 
well as how to implement basic linear 
regressions in R.

III. K-means Clustering in R
Clustering describes taking a set of data and 
grouping it based on some predetermined 
specifications. K-means keeps true to this idea, 
with the stipulation that there should be k
number of groups.  

To perform this in R, we first need an initial 
data set to work with. The 2data I have chosen 
is one containing detailed information on 

Int'l Conf. Scientific Computing |  CSC'16  | 121

ISBN: 1-60132-430-8, CSREA Press ©



different species of the Iris plant, totaling one 
hundred and fifty elements. The first step is to 
read in the information and get it into a 
workable state.  

Typos aside, you can see that it was a matter of 
specifying the path, and using the assignment 
character ‘<-‘ to place that into the value “iris”. 
In the initial data set, there was a column 
labeled “X” that listed all of the species names 
corresponding to each entry, which was 
unnecessary. This led to the creation of 
“iris.features”, which had all of the same 
information, minus the ‘x’ column. Once that 
was done, the actual k-means algorithm could 
be run in one line, with the dataset in question 
on the left, followed by the number of clusters 
on the right. I knew how many different clusters 
there would be because of access to the dataset 
and knowledge that there were three different 
species. I assigned this value to “results”.

Running the k-means gave me my results of 
three clusters of sizes thirty-eight, sixty-two, 
and fifty.  It also shows which cluster each 

element was mapped to under the “clustering 
vector:” line.

This information does not give us an idea of 
how accurate our clusters are, so we need to 
find a way to compare it to our original data set 
and figure out how close we are. 

The best way to do this is to make a table of the 
information, using the species for the rows and 
the clusters as the columns. As seen above, it 
appears that the clusters were fairly accurate, 
with the “Iris-setosa” species getting cluster 
three all to itself. There is some overlapping, 
but that is all right. Now that we’ve analyzed 
the “results” in comparison to the original data 
set, perhaps it would be useful to get a look at 
the graph of the k-means to get a better idea of 
their distribution. For this demonstration, the
plot will use the petal.length for the x-axis and 
the petal.width for the y-axis. 

It would appear that cluster 3 is the green 
cluster corresponding to “setosa” species. It 
seems to have a short petal length and petal 
width. The red cluster corresponds to cluster 2, 
would appear to be mostly “versicolor”, having 
a medium length and width petal between the 
three. The black cluster corresponds with 
cluster 3 above, and is made up of mostly 
“virginica”, though there are quite a few 
“versicolor” as well.
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We can compare this graph to the graph of the 
orginal data set sorted by species to see how 
close our clusters were, in a similar way to the 
comparison of the table above. 

Comparing the two, it would appear that the 
clusters were very accurate, though there were 
a few outliers that were unable to be mapped 
correctly. Considering the nature of the data set, 
plantlife, it is impossible to eliminate them 
completely due to the variance in which plants 
can grow. However, our clusters give us a very 
good idea of the relationship between each 
species and the length and width of their petals. 

IV. Linear Regression in R
A good understanding of how to implement 
basic K-means clustering in R, and how to 
analyze your data should have been acquired 
from the previous section. However, a 
clustering analysis is not always the ideal 
technique to use when attempting to compare 
and analyze data. Another very popular and 
powerful technique is linear regression, which 
R has built in functionality for. 

As with any data analysis problem, we must 
first read in the data we will be using.  

The previous data set seemed to work well and 
have a strong correlation, so that is the data that 

will be used for this as well. Since the contents 
of the data set has already been discussed, it 
will not be covered again here. A summary of 
the important information from the data set has 
been included in the figure above. 

Now that the data is in a usable state, the first 
thing that must be done is to make a linear 
model out of the data. This is done with the 
“lm” command. Within that command, we must 
specify what elements of that data exactly 
should be used to make the model. In keeping 
with the previous test on k-means, we will 
analyze the petal width in conjunction with 
petal height, using the “~” symbol to denote the 
nature of the relationship. Once the relationship 
is established, we can easily plot the data. 

Ignoring the black line for a moment, we can 
see that we get a generally similar graph as the 
one we got before, which a byproduct of the 
linear model function.  

With the “abline” function, a regression line 
can easily be added that corresponds to the 
trend found in the data in relation to petal width 
and petal length.  

Int'l Conf. Scientific Computing |  CSC'16  | 123

ISBN: 1-60132-430-8, CSREA Press ©



Using the summary function again, a lot of 
useful data from the regression can be obtained. 
Each piece of data is useful in certain situations, 
but for the purpose of checking how well our 
regression line matches the linear model can be 
seen in the p-value. Generally, a good p-value 
is less than 0.5, which would tell you that your 
data is useful. As you can see, ours is displayed 
as p-value: < 2.2e-16. This is actually the 
smallest value that R can produce, which means 
that we have a very good relationship between 
petal length and petal width. 

V.   Summary and Conclusion 
Datamining is a very broad topic, with research 
ongoing in a lot of different areas. What has 
been presented here is nothing more than a 
snapshot of a few different methods that “big 
data” can be analyzed, and how to perform 
these analytics in the R language. 

R is a great tool for performing research on 
datasets of all sizes, and gives a plethora of 
useful functions that make the analytics very 
easy to perform. In most cases this can be done
in a few lines! However, R is just that; a tool. 
Datamining does still rely on the user to know 
how to reach their desired result. What it excels 
at is simplifying the process of coding and 
offering many different tools and methods to 
obtain the desired result. 
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Abstract — The time domain scattered field response of 

a targeted object has been observed to be composed of an 
early-time forced period followed immediately by a late-
time period during which the target reflected/scattered 
signal oscillates freely. One of the main merits of the 
conducting objects is that the natural modes of the target 
do not depend on the scattering angle. On contradictory 
to the dielectric objects it depends mainly on the incident 
and scattered angles.  The late-time portion can be 
decomposed into a finite sum of damped sinusoids that 
are oscillating at frequencies determined purely by target 
properties which is called object natural E-pulse print. 
This is useful in identifying original historical antiquates 
in museums. The E-pulse technique is effectively used in 
such cases. In this paper, convoluted E-pulse technique is 
utilized to identify metallic as well as non metallic 
original antiquities. Numerical algorithm is designated 
and coded while experimental tests reveal promising 
identification results for several objects. 

 
. 
Index Terms — Security systems, priceless objects, late 

time response, E-Pulse, convoluted E-pulse print 
technique, Method of Moments, target identification.  

I. INTRODUCTION 
 Time domain response in resonance based radar target 
discrimination schemes has generated a considerable interest 
in the past [1-4].Targets can be identified by their natural 
frequencies, which are extracted from the late time scattered 
responses when irradiated with transient electromagnetic 
signals. One of the most popular methods used in recent time 
for resonance based target discrimination is the Extinction 
pulse (E-pulse) discrimination technique. Two algorithms 
has been used, the first algorithm is based on the knowledge 
of the natural modes of the target, while the second is based 
directly on the measured response from the target. The time 
domain scattered field response of a target has been observed 
to be composed of an early-time forced period, when the 
excitation field is interacting with the scatterer (object), 
followed immediately by a late-time period during which the 
target oscillates freely. The late-time portion can be 
decomposed into a finite sum of damped sinusoids (excited 
by an incident field waveform of finite usable bandwidth), 
oscillating at frequencies determined purely by target 
properties: geometry, size and material properties. The 

natural resonance behavior of the late-time portion of the 
scattered field response can be utilized to provide an aspect-
independent means for radar target discrimination. An 
extinction (E-pulse) is defined as a finite duration waveform 
which, upon interaction with a particular target, eliminates a 
preselected portion of the target's natural mode spectrum. By 
basing E-pulse synthesis at the target natural frequencies, the 
E-pulse waveform is made aspect-independent. 
Discrimination is accomplished by convoluting an E-pulse 
waveform with the measured late-time scattered field 
response of a target. If the scattered field comes from the 
anticipated target, the convoluted response will be composed 
of an easily interpreted portion of the expected natural mode 
spectrum. If the target is different, a portion of its dissimilar 
natural mode spectrum will be extracted, resulting in an 
unexpected convoluted response. It is important to note that 
the E-pulse waveform need not be transmitted to employ this 
concept. It is assumed that an excitation waveform with finite 
usable bandwidth will be used to illuminate the target, 
resulting in a measured scattered field with the desired 
(finite) modal content. The E-pulse can then be convoluted 
numerically with the measured target response, yielding 
results analogous to E-pulse transmission that can be called 
object E-pulse print. If the maximum modal content of the 
target scattered field can be estimated from the frequency 
content of the excitation pulse, then the E-pulse waveform 
can be constructed to yield a null late-time convoluted 
response, [5,6]. In some cases, it is difficult to extract the 
natural modes of the target, so the need for a technique that 
have the ability to synthesis the E-pulse directly from its 
measured response becomes of main interest. There are 
several attempts in this topic, [7-9]. In fact, all of them give 
very similar algorithms but each one reaches it from his point 
of view. In this paper, a simplified analysis is introduced that 
gives a simple detailed algorithm for designing an E-pulse 
from the measured or calculated response of the required 
target. Target scattered response for several objects with 
different geometrical models and material properties are 
measured experimentally using simple similar transmit and 
receive antennas. The designated time domain E-pulse 
extinction algorithm is applied on these objects’ scattered 
signals.  The convoluted E-pulse print of these objects are 
extracted which verifying the idea of object 
discrimination/identification using this technique. Many 
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applications can be utilized from the convoluted E-pulse 
print technique as in security systems in museums, the main 
application in this research, where the unique identifying of 
antiquities resembles great importance for protecting 
priceless ornaments and historical statues.. 

II. CONVOLUTED E-PULSE TECHNIQUE 
     An extinction-pulse (E-pulse)  is defined as a 
waveform of finite duration Te which extinguishes the 
backscattered signal  in its late time portion. That is the 
convolution of  and  that yields the null result. 

 

                                                               (1)  
 
Where  describes the beginning of the late time period, 
and  is the duration of the E-pulse signal. 
Now, it is worth to mention that this technique is capable of 
designing an E-pulse signal for each target directly without 
the need to know the natural modes of the target. In addition, 
as a check, one can also calculate the natural modes of the 
target from the designed E-pulse coefficients.  
Design of the E-pulse Signal 
An E-pulse waveform can be represented as an expansion 
over a set of  basis functions  

                                                    (2) 
 
where are the basis function amplitudes. N is 
the number of the target natural frequencies. Choosing K = 
2N results in a homogeneous equation which has solutions 
only at discrete values of , so it is recommended 
to take K=2N+1 that results in a definite system of linear 
equations which can be solved easily. One can choose sub 
sectional basis functions in the E-pulse expansion as follows 

=           (3)                                                  

 
Applying (3) in (2), equation (3) can be rewritten as 

                              (4)                                                                   
 
By choosing a set of testing functions  and applying a 
moment method testing procedure to equation (4) yields 

                                                         (5) 
 
where the brackets  indicate the inner product 

                                       (6)                                                                            
 
The number N reflects the number of modes believed to be in  

 .   
To solve for the coefficients , one can rearrange equation 
(5) to be easily implemented. First, one can assume the 
testing function is the same as the basis function. The test 

function is defined only in the interval  
so, one can assume a unity value in this interval. Equation (5) 
can be averaging the outer integral by the value of the 
integrand at the beginning of the assumed interval multiplied 
by the interval width  , i.e. at  , in other words, 
equation (5) can be rewritten as follows after the removal of 
the interval width  

                        (7)                     
 
The interval  can be divided into 2N+1 subinterval of 
width .  
Equation (7) can be approximated to be 

                                                            (8)                     
 
where  

        (9)                     
 
and          (10)                     
 
The algorithm can be summarized in the following matrix 
equation 

                                       (11)                     
 
Equation (11) can be solved for the unknown E-pulse 
coefficients . 

III. RESULTS AND DISCUSSIONS 
The experiment is performed using the commercial Digital 

Sampling Converter GZ10. The converter has two channels, 
a transmitter and a receiver. Each port is connected to a wide 
band horn antenna operating from 2 to 18 GHz. The 
statue/object under test is positioned in front of the two 
antennas. The two antennas are similar and in line with each 
other. Figure (1) depicts the back scattered signal from a cat 
statue constructed from unknown dielectric material. The 
synthesized E-pulse signal is shown in Fig.2. The 
convolution of the E-pulse waveform with the back scattered 
signal is shown in Figure (3) where it is noticed that after the 
duration of the whole E-pulse is elapsed 9late time of 
targeted object), the convolution results in a null wave form 
which indicates right target identification.  Completely 
different convoluted E-pulse signal is reached to each object 
that verifies the object identification print. These signals can 
be recorded in a museum database and appeals objects’ 
discrimination when needed. Fig. 4 verifies this idea by 
convoluting the Cat statue E-pulse signal with other metal 
statue object scattered signal. The comparison between 
figures 3 and 4 shows that the convoluted signals are 
decaying after late time of 1.5ms in figure 3 while this isn’t 
happened in figure 4 hence the convoluted signal 
decays/tends to null after 2ms. Also the convoluted signal 
shape is completely different which verifies the object 
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identification/discrimination from its E-pulse convolution 
technique.  

Another example is the impinging of waves on a metallic 
statue. The back scattered signal is shown in Fig. 5. The 
synthesized E-pule is shown in Fig. 6. As in the previous 
example, the convolution of the E-pulse shown in Fig. 6 with 
the back scattered signal of the metal statue is illustrated in 
Fig. 7. Fig. 7 illustrates null results after the late time 
duration of the whole E-pulse is elapsed and tends to null at 
1.5ms which indicates right target identification. The two 
experimentally used objects are comparable in size which 
resembles the similarity in their late time response value, 
however the two signals in figures 3 and 7 are different. 

 
 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig.1 the Back scattered signal from a dielectric cat statue 

Fig.5 the Back scattered signal from a metallic object 
statue 

Fig.2 the Synthesized E-pulse waveform for the cat statue 

Fig.3 The convolution of the E-Pulse designed for the cat 
statue with the back scattered signal from the cat statue 

Fig.4 The convolution of the E-Pulse designed for the cat 
statue with the back scattered signal from metallic statue 

132 Int'l Conf. Scientific Computing |  CSC'16  |

ISBN: 1-60132-430-8, CSREA Press ©



 
 
 
 

 
 
 
 
 

IV. CONCLUSION 
The E-pulse technique is re-investigated over dielectric 

with fixed positions as in the case of ancient antiquates. The 
investigation reveals good results as in the case of the 
conducting objects except in the capability of moving which 
is not required in applications of museums security systems. 
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Fig.6 the Synthesized E-pulse waveform for the metallic 
statue 

Fig.7 The convolution of the E-Pulse designed for the 
metallic statue with the back scattered signal from it 
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Abstract – Statistical characteristics of multiply scattered
electromagnetic waves in the turbulent magnetized collision
plasma with electron density fluctuations are considered.
Analytical expression for the phase correlation function is
derived for arbitrary correlation function of fluctuating
plasma parameters using modify smooth perturbation method
taking into account the diffraction effects. Evolutions of the
second order statistical moments are analyzed analytically
and numerically for the anisotropic Gaussian correlation
function of electron density fluctuations in the polar
ionospheric F-region using the experimental data.

Keywords: Plasma, ionosphere, statistical moments,
turbulence.

1 Introduction
  Investigation of the statistical characteristics of
scattered radiation in randomly inhomogeneous anisotropic
media is of great interest. The elongated large-scale plasma
irregularities are observed in the polar ionosphere. It was
shown [1] that at fixed collision frequency between plasma
particles, the degree to which the absorption influences the
spatial power spectrum (SPS) of the scattered waves depends
strongly on the propagation direction of the original incident
wave with respect to the plasma boundary and also on the
strength of an external magnetic field using the complex
geometrical optics approximation. The width of the SPS of
the received radiation for sufficiently strong absorption in the
plasma is greater than in the collisionless plasma; the
spectral maximum is substantially displaced with respect to
the direction of the source. Broadening of the SPS of
scattered electromagnetic waves in turbulent collision
magnetized plasma for both power-law and anisotropic
Gaussian correlation function of electron density fluctuations
was analyzed in [2,3] in the complex ray (-optics)
approximation.

In this paper we will consider second order statistical
moments of scattered radiation: phase correlation function of
both the ordinary and extraordinary waves, broadening of the

SPS and displacement of its maximum in the collision
magnetized plasma.

2 Statistical characteristics of the phase
fluctuations
Electric field of electromagnetic wave in the

magnetized collision plasma with electron density
fluctuations satisfies the wave equation:

2
2
0 ( ) ( ) 0ij ij

i j
k

x x
! 0

� �&
� � � �� �� �& &� �

jr E r .           (1)

Electric field we introduce as 0( ) exp{ ( )}j jE E� Ir r  where

0 1 2( ) ...2 2 2I � 	 	 	r is the complex phase, 0 0i k x2 � 	
i k y3	  ( 0k k3 �� ) is the unperturbed phase. Complex

phase fluctuations are of the order (1)
1 ~ ij2 0 , (1) 2

2 ~ ij2 0 .

Dielectric permittivity of turbulent magnetized plasma is a
random function of the spatial coordinates

(0) (1)( ) ( )ij ij ij0 0 0� 	r r , (1)| ( ) | 1ij0 ��r . The first term is the

regular (unperturbed) component of the dielectric
permittivity connecting with the ionization distribution in the
ionospheric layers at different altitudes; the second term is
the fluctuating term describing electron density fluctuations
in the ionosphere. If EM wave propagates along the Z axis
and the unit vector ¢  of an external magnetic field lies in
the YOZ plane ( zk � , YOZ� 4J0H is the principle plane),
the components of the second-rank tensor ij0  of collision

magnetized plasma have the following form [4]:
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where: 1g i s� � , /effs 1 �� , eff ei en1 1 1� 	  is the

effective collision frequency of electrons with other plasma

particles, �  is the angle between the Z-axis and a static
external magnetic field. Plasma frequency

2 1/2( ) [4 ( ) / ]p N e m� ��r r  and the gyro frequency
2

0( ) ( ( ) / )u e H m c��r r  are random functions of the spatial
coordinates; ( )N r  is the electron density,

2 2v( ) ( ) /p� ��r r is the magneto-ionic parameter. If the

wavelength �  is small in comparison with the characteristic
linear scale of electron density fluctuations l , the scattered
waves are concentrated in a narrow solid angle. If a distance
L  travelling by wave in the magnetized turbulent plasma is
substantially big, diffraction effects become essential. In this
case, multiple scattering is effectively described by the
smooth perturbation method (narrow-angle scattering) taking
into account diffraction effects [5,6]. Zero-order
approximation of the wave equation contains the set of three
algebraic equations for the regular field components 0 jE

( , , )j x y z� .
          2D Fourier transformation of the phase fluctuation

1( , , ) ( , , ) exp( )x y x y x yx y z d k d k k k z i k x i k y2 <
= =

�= �=

� 	� � ,

satisfying the boundary condition ( , , 0) 0x yk k z< � �  is:
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where: xx xy xzZ Z Z Z5 � 	 	 , xx xy xzZ Z Z Z55 � 	 	� � � ,

(1)
xx xxZ 0� , (1) 2 (1)

xy xy xyZ s0 055 5� 6 	 6� , (1) 2 (1)
xz xz xzZ s0 055 5� 8 	 8� ,

(1)
xx xxZ 0� �� � , (1) (1)

xy xy xyZ 0 05 55� � 6 	 6� , (1) (1)
xz xz xzZ 0 05 55� � 8 	 8� .

          Polarization coefficients have the following form [3,4]
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          Correlation function of the phase fluctuations of both
ordinary and extraordinary waves in the turbulent collision
magnetized plasma has the following form
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where: 1 ( )x yd k k k3$ %55 55� 8 �6 	+ ,
� , 2 ( 2 )y yd k k k3� 	 	�

0 ( )x yk k k k3$ %5 5	 8 	 6 	+ , ; ( )nV k  is the arbitrary 3D

spectral function of electron density fluctuations, parameter

0/k k. 3�  describes diffraction effects, yB and xB  are  the

distances between observation points spaced apart in the
principle and perpendicular planes, respectively. From
equation (5) follows that in non-magnetized plasma 0 0H �
at 1@ �  (isotropic case), neglecting diffraction effects
( 0). � , correlation function of the phase fluctuations

( , , )x yW k k L2  and ( )nV k  are related by the well-known

formula [7]: 2( , , ) 2 ( ) ( , , 0)x y e n x y zW k k L r LV k k k2 � �� � ,

where er  is the classical electron radius.

          Let 	�  and ��  designate the displacements of the
SPS maximum of scattered ordinary and extraordinary waves
in the turbulent collision magnetized plasma, respectively in
the principle YZ plane; ;A  is the width of the SPS spectrum
of scattered waves. These expressions are obtained by
differentiation of the correlation function of the phase
fluctuations [1]
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3 Numerical calculations
Analytical and numerical calculations are carried out

for the anisotropic Gaussian correlation function of electron
density fluctuation [2,8]:

2 22 2 22 2
2

1 23/2
( , , ) exp

4 4 48
y zx

n x y z n
k ll l k lk l

V k k k p pC
�
3 3

�
�� � � � �
��

�� ��

�2
3 y zp k k l� � .                                                                 (7)

Int'l Conf. Scientific Computing |  CSC'16  | 135

ISBN: 1-60132-430-8, CSREA Press ©



This function contains both anisotropy factor of irregularities
/l l@ 3� �  (ratio of longitudinal and transverse

characteristic linear scales of plasma irregularities with
respect to the external magnetic field) and inclination angle

0�  of prolate irregularities with respect to the external
magnetic field,

2 2 2 2 2 2
1 0 0 2 01 (1 ) sin cos / , (sinp p@ � � @ �� 	 � � 	

2 2 2 2 2
0 3 0 0cos ) / , (1 ) sin cos / 2 .p@ � @ @ � � @	 � �

Anisotropy of the irregularities is connected with the
difference of the diffusion coefficients in the field align and
field perpendicular directions. Figure 1 shows the
dependence of the phase correlation function of the ordinary
wave in the collision magnetized plasma versus angle of
inclination 0�  of prolate plasma irregularities ( 200l �� m)

with respect to the external magnetic field at fixed anisotropy
factor 15@ �  in the polar ionospheric F-region. Thickness
of a plasma slab is of the order 32 km, distance between
observation points is the same 1.x yB B� �  Correlation

function has a double-humped shape with symmetrically
locating maximums in the absence of diffraction effects
( 0). �  at 310s �� and 0

0 2.5� � . Increasing collision
frequency up to 0.15s � location of maximums not varies
but depth of a gap increases by 13%. If the diffraction effects
are taken into account ( 0.1). �  double-humped correlation

function becomes asymmetrical. At 310s �� location of the

left and right maximums are at 0
0 3.2� �  and 0

0 8.3� � ,
respectively. Increasing parameter up to 0.15s �  phase
correlation function ( , )x yW2 B B  has the same shape: location

of maximums and depth of a curve not vary. Increasing
parameter of anisotropy up to 20@ �  the depth of a gap
decreases to 11%. Hence correlation function of the phase
fluctuations becomes asymmetric for large scale plasma
irregularities taking into account diffraction effects.
Increasing collision frequency from 310s ��  up to 0.15s �
the depth of a curve increases not varying location of the
maximums. Increasing anisotropy parameter @  the depth of
a double-humped shape decreases.
          Figure 2 presents the dependence of the phase

correlation function versus parameter of anisotropy @  for
small scale irregularities with characteristic linear scale

200l H� m taking into account diffraction effects and

collision between plasma particles at 1x yB B� � . In both

cases the curve has the asymmetric form. If 0.15. � ,
increasing collision parameter s correlation function
broadens in 15% and its amplitude increases in comparison
with a case without diffraction effects. 3D surface of the

Fig.  3. Figure depicts 3D picture of the phase correlation
function versus distances between observation points in the
principle and perpendicular planes.

Fig. 1. Dependence of the correlation function of the
phase fluctuations versus angle of inclination 0� at fixed
anisotropy factor 15@ �  varying collision frequency in

the interval 3 110 10s � �� � .

Fig.  2. Correlation function of the phase fluctuations
versus parameter of anisotropy for different collision
frequency s .
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( , )x yW2 B B function is presented on Figure 3 at: 15@ � ,

0 10� � , 0.1. � , 310s �� , 200l �� m, 200l �� m,

32L � km. Increasing characteristic spatial scale of
irregularities oscillations disappears. Growing the anisotropy
factor @  oscillations of a surface are increased.
         Numerical calculations of both the maximum
displacement  and the  broadening of  the  SPS are  carried  out
for the following parameters: 3l �� km, 100L � m,

0.06. � ,
310s �� . Analysis show that the maximum displacement of

the SPS in the principle plane decreases for both waves

increasing inclination angle (Fig. 4). Varying angle in the
interval from 0

0 10� �  up  to 0
0 20� � the ratio is equal to

0 0
0 0( 10 ) / ( 20 ) 3� �; ;� � � � H . The displacement of the

SPS maximum for the ordinary wave always exceed the
maximum displacement for the extraordinary wave,

	 �� 4 � . Particularly, maximum of the displacement for

both waves in the principle YZ plane at 0
0 10� �  is  at

30@ � and / 7	 �� � � . In the interval 0 0
0 10 20� � �  the

maximum displacement of the SPS for the ordinary wave by
seven times exceeds maximum displacement for the
extraordinary wave.
          Figure 5 shows the dependence of the maximum
displacement of the SPS versus angle of inclination of
prolate ionospheric irregularities with respect to the external
magnetic lines of force at different parameter of anisotropy
@ .

Maximum for both waves in the YZ plane increases in
proportion to the parameter @ . It has maximum at 0

0 10� �

Fig. 5. Plots of the maximum displacement �� of the
SPS of the extraordinary wave as a function of 0� at
fixed anisotropy parameter @  in the YZ plane.

Fig. 4. Plots of the maximum displacement �� of
the  SPS  of  the  extraordinary  wave  as  a  function  of
@ ,  at fixed inclination angle 0�  in the YZ plane.

Fig. 6. Plots of the SPS broadening of scattered
extraordinary wave versus parameter of anisotropy @ at
different angle of inclination 0� .

Fig. 7. Plots of the SPS broadening of scattered
extraordinary wave versus angle 0� at different
parameter of anisotropy @ .
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and tends to the saturation at 0
0 20� � ;

( 30) / ( 15) 1.45, ( 30) / ( 30) 7.@ @ @ @; ; 	 �� � � � H � � � � �
          Figure 6 shows the dependence of the SPS broadening

�A  for the extraordinary wave as a function of the parameter

of anisotropy @  varying inclination angle 0� . If 0
0 5� �

maximum of the function �A  is  at 16@ � , if 0
0 12� �

maximum is at 42@ � . In the interval 0 0
0 5 12� � �

amplitude of the function �A increases in 2,4 times and the
spectrum broadens in two times. The ratio of the widths of
both ordinary and extraordinary waves not depends of the
inclination angle 0� : 0 0

0 0( 12 ) / ( 12 ) 7� �	 �A � A � � ,
0 0

0 0( 5 ) / ( 5 ) 7� �	 �A � A � � . The broadening of the SPS

�A   for the extraordinary wave as a function of the angle 0�
in the principle plane has a gap if prolate plasma
irregularities are strongly stretched along the geomagnetic
lines of force, at the angle of inclination 0

0 3� � . Increasing
parameter of anisotropy in the interval 15 30@ � �  the
location of a gap not varies but maximums of the function

�A having double-humped shape are increased. Particularly,

for 15@ �  maximums are at the angles 0
0 1.5� � �  and

0
0 8� � ; for 30@ � maximums are displaced at the angles

0
0 4.5� � �  and 0

0 11� � . This means that the scattered
extraordinary wave broadens asymmetrical with respect to
the external magnetic field. The curve �A  has a symmetrical
double-humped shape not taking into account diffraction
effects ( 0). � ; increasing parameter 0k L maximums of the
broadening function �A  proportionally are increased.

4 Conclusions
         Correlation function of the phase fluctuations for the
ordinary and extraordinary waves in the collision magnetized
plasma is obtained for the arbitrary correlation function of
electron density fluctuations in the polar ionospheric F-
region taking into account diffraction effects. Numerical
calculations were carried out for the anisotropic Gaussian
correlation function of electron density fluctuations taking
into account both anisotropy factor @  and  the  angle  of
inclination 0�  of prolate irregularities with respect to the
external magnetic field varying collision frequency in the
band 3 110 10s � �� � . Depending on the angle 0�  correlation
function and the width of the SPS has a double-humped
shape. Increasing parameter of anisotropy from 15@ �  up to

20@ �  the depth of a gap decreases to 11%. If the
diffraction parameter is equal to 0.15. � , increasing
parameter 310 0.15s �� �  correlation function broadens in
15% and its amplitude increases in comparison with a case
without diffraction effects. Surface of the 3D correlation
function of the phase fluctuations oscillates for small-scale

irregularities 200l �� m, at 0 10� � , 310s �� , 32L � km.
Growing the anisotropy factor @  oscillations become
intensive. Oscillations are disappeared increasing
characteristic spatial scale of plasma irregularities.
          In the principle YZ plane displacement of the SPS
maximum ��  decreases if the angle 0�  is  increased.  The
scattered extraordinary wave broadens asymmetrical with
respect to the external magnetic field. This curve �A  has  a
symmetrical double-humped shape (Fig. 7) not taking into
account diffraction effects ( 0). � ; increasing parameter

0k L  maximums of the function �A  proportionally are
increased.
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Abstract - For studying Quark Gluon Plasma (QGP) state, a 
highly energetic quark regarded as a probe. We can not 
produce an external isolated quark source due to 
confinement. So “photon + jet” production has been hailed as 
the  “golden channel” to investigate energy loss of partons in 
the medium . We can estimate the jet energy loss by 
measuring the isolated-photon, which was produced back to 
back with hadron jet in pp collisions. Forward Calorimeter 

(FoCAL) geometry has been implemented , using GEANT 

code in AliRoot Frame work [1]. As designed FoCAL 

contains 4 super modules and each containing 30 unit 

modules . We have measured energy of Isolated-Photons 

using 3 different geometrical designs  of FoCAL detector. 
Among the three , one of the geometry designs found 

showing around 40% increase in Energy deposition (Edep). in 
the FoCAL , three different geometry designs are 
implemented , tested and one of the designs found best 

suited for doing such type of  analysis of  “photon + jet” 
measurement.

Keywords: Gamma , Calorimeter, AliRoot , Jet , FoCAL, 
QGP.

1 Introduction 
The discoveries at RHIC were accomplished 

primarily via direct measurement of particle multiplicities and 
spectra. On the other hand, there is an indirect method to 
study a state of matter. One can shoot a high momentum 
particle and probe the modification of it after passing through 
the medium. We may use a highly energetic quark as a probe 
to examine the QGP. But we can not produce an external 
isolated quark source due to confinement. This obstacle can 
be resolved by creating the probe internally at the initial state 
of nuclei collision.  From the nucleon-nucleon interactions it 
is known that when two partons undergo a scattering with 
large momentum transfer Q2 in the early stages of collision, 
the hard-scattered partons fragment into jets of hadrons with 
high transverse momentum (PT > 2GeV/c). These jets are 
emitted in opposite directions in the centre-of-mass frame in 
order to conserve momentum. When the hard scattered 
partons will traverse the hot and dense nuclear matter created 
in a high energy nucleus-nucleus collision, they lose energy 
through gluon bremsstrahlung with the energy lost depending 
on the density of color charges in the matter through they 
pass.  

This effect is called Jet Quenching and the most directly 
measurable consequence is the suppression of high transverse 
momentum hadrons in the final state (See FIGURE 1). 
Therefore any modification in the high pT spectrum is 
probing the high density medium created in the collision. 

In order to disentangle the initial from final state 
effects, we have to measure the energy of Direct 
photons or prompt photons. Photons are produced back-
to-back with an associated parton (jet) having close to 
the same transverse momentum. Furthermore, these 
photons do not strongly interact with the medium. 
Therefore, photon + jet production has been hailed as 
the  “golden channel” to investigate energy loss of 
partons in the medium [2, 3].  Direct photons produced 
in collisions can be divided into prompt photons 
produced in hard processes in the initial collision, and 
non-prompt photons produced by jet fragmentation, in-
medium gluon conversion and medium-induced 
bremsstrahlung. Prompt processes such as q+g → q+γ,
q¯+g → γ+q , q+¯q → g+γ and g+g → γ+g lead to final 
states with a high pT parton (gluon or quark) balanced 
by a prompt photon with roughly comparable pT [4] as 
shown in Figure 2. Thus, they provide a calibrated 
parton inside of the medium, allowing a direct, 
quantitative measurement of the energy loss of partons 
in the medium and of the medium response. 
Experimentally, events with enriched production of  
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Figure 1:  Feynmann   Diagrams Contributing to Photon 
Production. 

prompt photons are selected using an isolation requirement. 
Background photons from the decays of neutral mesons, such 
as π0, η and ω, are suppressed by taking γ/π0 discrimination 
ratio, as they are predominantly produced via jet 
fragmentation. Feynmann   Diagrams (See Figure:2) 
Contributing to Photon Production . 

2   FORWARD CALORIMETER (FOCAL)  

                       Forward Calorimeter (FoCAL) is sampling 
EMCAL. It is one of the upgrade plans for the ALICE. 
FoCAL intends to locate at z  360cm from IP and cover the 
positive rapidity (A-side of ALICE) of 2.5 < η < 4 in 
maximum as shown in Figure 3.   FoCAL will make it 
possible to perform the electromagnetic measurements such as 
π0 and photons, jet measurements and their correlations with 
respect to the central rapidity region.  The FoCAL design 
consists of the following parts : 

• 40 layers of Super Modules . And each Super Module 
consists of 30 Unit Modules in 2 different types of 
arrangements.  A-Type Super module (SM) consists ( 6 Col X 
5 Row ) Unit Modules and B-Type Super module (SM) 
consists ( 5 Col X 6 Row ) Unit Modules . Each Layer 
consists of 2 A-type and 2 B-type Super modules as shown in 
the Figure -3. 

            The FoCAL is  a sampling type calorimeter in which 
Tungsten(W) follows Polystyrene(PS) scintillator for all the 
40 layers.  The tungsten is used as the converter material 
between two Polystyrene scintillators. The Polystyrene 
scintillator gives the better position resolution.  Geometry1 of 
FoCAL in which Absorber width (Awid) is 0.3cm & 
Scintillator width (Swid) is 0.3cm.  Each layer consists of two 
types of super modules A − type and B − type. Each type of 
super module has unit modules distributed in a matrix of 
specific rows and columns. A−type super module has 30 unit 
modules distributed in 6 Col × 5 Rows,  while B − type super 
module also has 30 unit module distributed in 5 Col × 6 
Rows.  One unit module is 12 cm × 12 cm giving a total of 
144 cells. Thus one unit cell is a square cell of 1 cm × 1 cm 
dimensions.   

             The pair of each A − type and B − type super module 
are adjusted in such a manner that the center of each layer 

remains unallocated by any cell. The region is reserved for 
beam pipe when the interaction takes place at a distance z = 
360 cm from the first layer of detector plane .   

• In Geometry2  of FoCAL we only changed the width of 
Scintillator (i.e). Awid = 0.3cm & Swid=0.4cm. 

• In Geometry3 of FoCAL we changed widths of both 
Absorber and Scintillator (i.e.) Awid = 0.4cm & Swid = 
0.4cm. 

 

Figure 2: FoCAL With A & B type modules. 

3.  Energy Response    

                     FoCAL is mainly used to measure the energy of 
γ, e−, e+ particles impinged on it. A particle deposits energy in 
calorimeter in eV to KeVs and the total energy deposited 
inside the calorimeter by the particle is called “Total 
Deposited Energy” by that particle. The total deposited 
energy of the particle is always proportional to the  incident 
particle energy i.e., Edep = αEγ, where α is constant and its 
value is different for different particles. The relative energy 
response of FoCAL is the ratio Edep/Eγ. The FoCAL response 
increases linearly as a function of the incident particle energy. 
Such a calorimeter, like FoCAL, is said to be linear for 
detection of that particle. Linearity of a calorimeter response 
is an important property of the device.  

                         In Figure 4 , one can see that the energy “ Edep 

“ has been plotted with various Incident Photon energies. One 
can see a very Linear response of FoCAL Detector. The 
Increase  “ Edep “ has been seen  very Linear for 1.0 to 200 
GeV of Incident Photon Energies .  In that Figure a 
comparison of “ Edep “ for    all three geometries are given.  
From that Figure one can conclude that Photon energies from 
1.0 to 200 GeV can be measured with large accuracy in all 
three Geometries , which is very important requirement for 
our “Gamma-Jet”  analysis.                  

                         The width of the Absorber and Scintillator is a 
very important factor for the shower containment, and thus for 
the physics also. In the present work we measure energy of 
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Photons from “γ − jet events” produced by PYTHIA using 3 
different detector  Geometries of FoCAL, which are defined 
above. 

4. Comparison of Total Energy Deposition(Tot. Edep.) of 
all Geometries. 

                               From [Figure 4] One can see that large 
increase in Tot.Edep. of Geometry2 & Geometry 3 , than the 
Geometry1, this is due to an increase in Swid=0.1cm than 
Geometry1 Swid width.  If we compare Tot. Edep. of 
Gemetry2 (Awid=0.3cm, Swid=0.4cm) with the Tot. Edep. of 
Geometry3(Awid=0.4cm, Swid=0.4cm) as shown in [Figure 
4] one can see that slight but definite increase in Tot.Edep. of 
Geometry2(Awid=0.3cm, Swid=0.4cm) than the 
Geometry3(Awid=0.4cm, Swid=0.4cm). From here we 
conclude that Geometry2(Awid=0.3cm, Swid=0.4cm) can be 
better suited for γ-jet analysis. Further discussions on Edep 
from various Geometries is there in the following sections . 

  

   Figure 3: “Edep”  Vs  Incident Photon Energy for 
Geometry 1,             Geometry2,    and          Geometry3. 

5.  Physics Simulation Results 

                  In present work we measure Gamma energies from 
γ-jet using  Geometry1 , Geometry2 and Geometry3.   In 
Figure 5, we plotted Total Energy Deposition(Tot. Edep.) Vs 
Incident Gamma Energy for Geometry1, Geometry2 and 
Geometry3. If we compare Tot.Edep.  for Geometry2 and 
Geometry3 with Geometry1. One can find definite increase in 
Gamma Energy response of Geometry2 and Geometry3 than 
Geometry1 but if we compare Tot.Edep. of Geometry2 and 
Geometry3, we find Geometry2 has a slight more Tot.Edep. 
than Geometry3 as clearly seen from Figure 5.  Let us try to 
understand the reason for Tot.Edep. of Geometry3 be lesser 
than Tot.Edep. of Geometry2. In high-density materials 
(tungsten, Z=74), the signal from an electron or photon 
absorbed in the FoCAL is the ionization or excitation of the 
active layers (i.e. Scintillator) by all shower electrons and 
positrons that traverse these layers [5,6,7,8]. However a 
significant amount of energy is carried by low energy photons 
(Eγ < 1MeV ) that have a short range in the sampling layers, 
thus suppressing the energy response. This effect is called the 
transition effect [9]. The soft γs responsible for the 
suppression of the EM calorimeter response in high-Z 

sampling calorimeters interact overwhelmingly in the absorber 
layers. The γs produced in  these interactions only contribute 
to the calorimeter signal if the interaction occurs in a thin 
region, with an effective thickness (δ), near the boundary 
between the active and passive layers. To increase the fraction 
of shower γs that interact in the δ region, the sampling 
frequency can be increased. By making the absorber layers 
thinner, the transition effects can be overcome [9].Thus, 
Geometry2(Awid=0.3cm, Swid=0.4cm) in which we increase 
the width of Scintillator only is better described for γ-jet 
analysis , as in this Geometry low-energy photons also 
contribute to the energy response. Hence, Gamma Energy 
from γ-jet events produced in PYTHIA generator can be 
measured more accurately with the Geometry2 (i.e.), by 
increasing the width of the Scintillator only. 

 

        Figure 4: Comaring EDEPs of all Geometries. 

6.  Analysis & Conclusions : 

                      In Figure 6 we plotted Energy deposition 
for Geometry2/Geometry1 and Geometry3/Geometry1 
in terms of their excess percentages . From Figure 6 the 
energy deposition for Geometry3/ Geometry1 roughly 
increases by  20% to 30%  than the Geometry1.  

FIGURE 6: PERCENTAGE OF EDEP EXCESS IN 
GEOMETRY 2 &3 OVER GEOMETRY 1. 

        Similarly for Geometry2/Geometry1, if we see the 
Figure 6 where we find the increase in Energy 
deposition(Edep.) is roughly from 30% to 40 % than 
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Geometry1. For Geometry2, one can see that there is 
30% increase in Tot.Edep. than the Geometry1 from 10 
GeV to 200 GeV of γ-energies except for 150 GeV 
where it comes to be 40%.  

          It may be due to statistical fluctuations but 
otherwise we expect the excess should be definitely 
more than 30%.  Similarly for Geometry3 
Tot.Edep. excess is less than or around 30% for all 
the Incident γ-energies which can be clearly seen 
from Figure 6.  We can conclude that for γ-jet 
analysis our FoCAL Geometry2 will be much 
suitable. We also expect to get better results by 
increasing the statistics to the level of 1,00,000 
events in each Geometry case. So we conclude that 
Geometry2 of FoCAL is best suited for doing γ-jet 
analysis , as evident from the results discussed 
above.   
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Abstract - It is important how wireless hosts find 
other hosts efficiently for load and web service 
purposes because hosts in an ad-hoc network move 
dynamically. In this paper, I propose a three-tier 
architecture which includes content networks, social 
networks and service networks. It is a new web and 
load services structure for ad-hoc computer networks 
using SOA (Service Oriented Architecture) and Web 
2.0 concepts to implement functions for web and load 
service purposes. This structure applies web service 
functions to implement services seeking and load 
distributions. Furthermore this project discusses the 
construction of a knowledge sharing and learning 
platform based on the three-tier architecture. Different 
communities may provide their services to each other 
using that new knowledge platform, and this forms a 
“virtual community.” This also leads to the desired 
accomplishments of “Service Reusability” and 
“Service Innovation.”  In addition, it can also propose 
frameworks of new SOA, and evolve in other 
applications in web 2.0 style. It furthermore provides 
a platform and more resources to enhance the 
interactions among different fields. 

Keywords:  Web Services, Web 2.0, Service Oriented 
Architecture (SOA), Load service and 
distribution 

1. Introduction 

Computer networks provide parallel computation and 
services. It is important that hosts find services form 
other hosts, and send loads to other hosts for some 
certain function implementations through network 
transfers. With the increasing popularity of mobile 
communication and computing, the demands for web 
and load services grow fast. When a computer is 
overloaded or it needs special services from others, it 
may send requests to other computers for web and 

load services it needs. For example, a computer may 
need some jobs to be executed with higher quality of 
services or it needs some jobs to be done within a 
short period of time, while its processor is too slow to 
perform those jobs. Therefore, it sends part those jobs 
to other computers which have higher execution 
speeds. Since wireless networks have been wildly 
used, how a host finds services it needs or how it 
transfers loads to others has become a very important 
issue because not all hosts have the abilities to 
manipulate their loads. For instance, a host with low 
battery power cannot finish all its jobs on time and 
should ask other nodes to provide services to finish 
the jobs on time, or it should transfer some of them to 
other nodes.  

Before a host transfers its loads to other hosts or 
asks for load services from other hosts, it must find 
available hosts using resource allocation algorithms. 
There are several resource allocation protocols been 
developed for this purpose, for example, IEFT 
Service Location Protocol (SLP) [8] and Jini [25] 
software package from Microsystems. However, 
these protocols only address how to find the resources 
in wired networks, not in wireless networks. Maab 
[15] develops a location information server for 
location-aware applications based on the X.500 
directory service and the lightweight directory access 
protocol LDAP [26]; while it does not cover some 
important issues about the movements of mobile 
hosts, for example, how to generate a new directory 
service and how a host gets the new services, when a 
directory agent moves away its original region. In an 
Ad-Hoc network, its system structure is dynamic and 
hosts can join or leave the network any time. How to 
provide load services and how to find available hosts 
providing load services become important issues. The 
goal of this paper is that users can easily find and 
share resources based on the concepts of “service 
reusability” and “service innovation”  
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Due to the great population of Web Services 
techniques, this new architecture is structured for web 
services using SOA model with Web 2.0 [8, 11]. By 
using Web 2.0 with SOA, hosts which need services 
can easily find network resources. SOA service 
systems can be used in any computer system platform 
[1, 2, 3] with XML. This is a very important 
characteristic for hosts to share or request services 
from different platforms or network systems. With 
the help of Web 2.0, hosts can find the required 
services easily from the Internet [4].   

Figure 1 shows the basic SOA structure [5, 6, 7], 
which is built by three major components – the 
Directory, Service consumer, and Service provider. 
SQA is operated by the following: The Directory 
provides a platform for information that a service 
provider can register in the Directory for providing 
services; a service consumer can find its desired 
service it needs in the Directory.  Once the Directory 
finds services that a service consumer needs, it sends 
a query response back to the service consumer to 
notify it the result. At this moment, the service 
consumer has the information about the hosts which 
can provide services; the consumer contacts the 
service provider directory by sending requests. The 
service provider now will send responses back to the 
consumer for the services the consumer needs. This 
is also called the “invoke” process. 

 

Figure 1: SOA structure 

2. System structure 

The system structure for the SOA model is illustrated 
in Figure 2. There are two layers in this structure – 

the Service Network layer, and the Service Logic 
layer.  

The Service Network layer is the main network 
that connects to the internet using the regular network 
protocols. It receives requests from internet and 
forwards requests to the Service Logic layer in Web 
Service (WS) object forms.  Each WS object is based 
on the SOA model which can communicate each 
other in social network way. The Service Logic layer 
is the main layer that uses WS objects to 
communicate each other in the sub-network under the 
Service Network layer. Different WS object has 
different objectives, for example, some WS objects 
are used for social network communication, while 
other WS objects are used for accessing contents in 
Content Networks. Since they are in SOA form, it is 
easy for them to find the resources they need for 
different purposes. Inside the Service Logic layer, 
there are sub-networks for different purposes and 
functions. For example, nodes can form social 
networks; storage devices can also form a content 
network for data accessing. All these operations are 
managed by the WS objects under the SOA model. 
For the service reusability purpose, most WS objects 
are generated by the Service Network layer for data 
and object consistency.  

In Figure 2, all the services and requests are in 
the forms of Web Service objects which are defined 
and implemented by XML. For users who need 
services, requests are sent by those users to the 
Service Network Layer. The Service Network is the 
gateway for accepting requests and sending back 
requesting results to the requesters.  

All the requests are processed by the Service 
Logic Layer, which finds the required information 
and applications for requests. The Content Network 
is a network which communicates with databases. 
The Social Network contains relations for social 
communities. The following procedure illustrates 
how it works.  

1) Users send requests to a Service Network. 

2) The Service Network forwards requests to 
Service Logic Layer via Web service 
functions. 

In this step, requests are transferred to 
objects that can communicate with the 
Service Logic layer.  

3) When users send requests, Service Network 
has the ability to generate the desired WS 
objects according to the requests forwarded 
by the Service Network. 
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4) Service Logic Layer performs the required 
functions for these requests. It accesses data 
and information from Content Network 
according to Web service functions. A User 
can also contact other users using WS 
objects under the Service Logic Layer. 

5) After the Service Logic Layer has the results 
for the requests, it sends the results back to 
the Service Network using Web service 
functions. 

6) Service Network then sends the results back 
to the users who sent initial requests. 

 

 

Figure 2: Using SOA for Web2.0 applications 

There are several advantages with this design structure.  

1) With the system structure, users can join the 
desired networks anywhere once they 
connect to the Internet.  

2) With the characteristics of Web 2.0 with SOA 
model, users can join the desired networks 
they need to share or find resources easily 
they need.  

3) Using WS objects for the communication 
makes it easy for service reusability and 
service innovation. Users do not need to 
construct special system or programs for data 
accessing and analysis. 

4) Different Service Networks communicate 
with each other to find and share available 
resources.    

3. Implementation and Simulation 

Based on the structure of SOA model with Web 2.0 
application, the system can be built in a three-tier 
structure. The lowest level is the sub-networks 
including Content Network, Social Network, which 
provides resources for data sharing. The middle level 
is the Service Logic layer, which provides WS objects. 
The top level is the Service Network layer that accepts 
requests or sends request results back to the users. 

Ajax and other tools are used to construct the 
system at first. I am also going to construct a virtual 
community, and work on a simulation for data 
generation and analysis.  Ten thousand nodes with 
1000 Web services will be used in the simulation. The 
simulation will compare the performance for data 
sharing and load transferring to the system without 
using SOA structure.  

4. Conclusion 

Usually it is hard to find the required network 
resources in the Internet for load balance and load 
service purposes. Because of this, I propose a new 
structure for hosts in computer networks to easily find 
web service resources, especially when a host needs 
services which are not commonly provided in the 
Internet. With the help of Web 2.0 and SOA, hosts can 
find what they need because of the “long tail” property 
of Web 2.0 and the platform free property of SOA. 
Hosts can find and use the services easily since all the 
requests and services are constructed in the same 
service structures. This can also improve network 
system performances. With this new system, hosts can 
join and share resources in their service communities.  

This system performance will be evaluated by 
using a simulation. Usually it is very hard to evaluate 
the performance for Web 2.0. This project should have 
great helps in finding performances for network 
systems with the usage of Web 2.0 and SOA. 
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ABSTRACT - The Mexican Sign Language (MSL) is the 
language used by the Deaf community in the urban regions 
of Mexico. The National Institute of Statistics and 
Geography (INEGI in Spanish) showed in the results of the 
National poll of Income and Household Expenditure 2012 
that 6.6% of the population of this country has a disability 
to achieve at least one of the activities such as walking, 
seeing, hearing, speaking or communicate, learn, and be 
able to make personal and mental care. Also reports that 
8.6% of the national population presents disability to speak 
and 16.5% to hear [1]. This paper aims to show the use of 
Leap Motion Controller (LMC) to identify the elements of 
the Mexican Sign Language, as well as finding an 
opportunity area to help people who have this disability, and 
can communicate with people who do not suffer it; and learn 
the MSL. 

Keywords –  HCI, Mexican Sign Language, Leap Motion 
Controller, Deafness. 

1 Introduction 
 Hearing impairment is the restriction on the perception 
of sound, people who leads with this impairment from this 
disability have to use different forms of communication to 
relate with others. INEGI (in spanish, Instituto Nacional de 
Estadística y Geografía) in the study of Persons with 
disabilities in Mexico, "A vision to 2010", reports that for 
every 100 people with disabilities, 12 of them have difficulty 
hearing. This same study reports that the causes of hearing 
impairment are 13.4% in births, 25% through illness, 9% by 
an accident, 44.5% due to advanced age and 6.5% 
corresponds to some other cause [2]. In Mexico the natural 
language of people with this condition is known as the 
Mexican Sign Language [3]. 

 The General Law for the Inclusion of Persons with 
Disabilities (Current text published in the Official Journal of 
the Federation on May 30, 2011) says: "The language of a 
deaf community, which consists of a series of gestural signs 
articulated with the hands and accompanied by facial 
expressions, deliberate look and body movement, endowed 

with linguistic function is part of the linguistic heritage of 
the community and  the grammar and vocabulary is so rich 
and complex  as any oral language” [4]. 

1.1 Mexican Sign Language - MSL 
 The Mexican Sign Language or MSL is the natural 
language of the Deaf community. Usually these languages 
have emerged between the deaf communities and are part of 
their culture and a reflection of his worldview; Also this 
language is in a constant production process, as happens 
with any other natural language [5].  

 The Mexican Sign Language (MSL) contains special 
rules, for example, point to a person is not considered as 
disrespectful or impolite. 

 Similar, if a person wants to be an interpreter of the 
MSL must  wear colors that contrast with his skin, avoid 
wearing rings with movements, necklaces, long earrings, 
bracelets and scarves, should not be used painted nails and 
avoid chewing gum during interpretation, because 
sometimes the mouth movements correspond to words that 
are being made with the signs.In the case of men, if they 
wear a tie, it is recommended to use vest as it is can interfere 
with hand movements [6]. 

 The Mexican Sign Language can be represented in two 
ways: dactylology and ideograms. The dactylology is the 
representation of the spelling of the spoken language and is 
represented by the alphabet, each word of the alphabet can 
be represented by making a hand sign. While the ideogram 
way is the representation of a word with one or more signs. 
[6]. 

2 Related works 
 During the investigation we found some related works, 
the following being the most representative: 
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2.1 Design and implementation of a 
translator hands sign language to a 
language text system using artificial 
vision in a controlled environment [7] 

 This system interprets the Ecuadorian signs language 
alphabet made with hands and then converts into text and 
voice; also, has a coach that shows how to do the signs for 
the user without hearing disabilities, so the user can 
communicate with other people that have this disability, and 
vice versa. It was developed in different stages, to name a 
few, the acquisition stage, digital image processing, 
Labview Vision Asistant, etc. 

 The system was developed in a controlled 
environment, it use a commercial computer camera with 
USB peripheral input, a fluorescent bulb for lighting and 
black colored fomix, this because the color black does not 
generate much shine when is illuminated with focus. 

 They performed 6 samples per letter because there is a 
small difference between the two hands. With the help of 
and Vision Assistant and the classification methods: nearest 
neighbor, nearest neighbor and minimum distance, they 
were generated 9 databases with 24 letters of the alphabet 
having a 82.15% success rate in tests. 

2.2 Image recognition of Mexican Sign 
Language. [8] 

The system developed in this work can recognize 25 
words of the Mexican Sign Language alphabet using the 
Kinect device. The system has two main modules which are: 
learning and recognition. These modules are supported by 
three processes: standardization, strengthening and 
forgetfulness, which recognize the signs by using patterns 
that are stored in evolutionary matrices. 

The recognition module starts when the Kinect takes 
capture of the image of the performed sign and this is 
compared to those found in the database, while the learning 
module appears when it detects a new pattern, ie there is at 
least 90% similarity between the image stored in the 
database and taken by Kinect. 

The process of strengthening gathers information 
patterns, which have a value equal or above the threshold. 
During the process of forgetting eliminate pattern areas with 
few occurrences and and they are insignificant. The end 
result was the recognition of 25 letters of the MSL alphabet 
with a similarity percentage of 90% and above. 

 

2.3 Transforming Indian Sign Language into 
text using Leap Motion [9] 

The system implements algorithms such as Dynamic 
Time Warping (DTW), Intelligence Sense (IS), using Leap 
Motion Controller device converts the signs of Indian 
language text in an appropriate Signs. 

The sign recognized by a viewer and a optimal match 
between two time series is calculated from capture of the text 
and the DTW algorithm. In these time, the data are deformed 
into nonlinearly form, causing similar region alineation 
thereby obtaining a minimum distance between them, 
adding them to a knowledge base that contain the metric 
calculation of each signal. 

The Leap Motion Controller assigns a unique ID when 
it detects a hand, finger or tool. The ID remains the same, as 
long as that entity remains visible within the field of view of 
the device. If tracking is lost and recovered, the Leap Motion 
can assign a new ID, just as the system discards an 
inappropriate signal that does not match the knowledge base. 

2.4 Arabic Sign Language recognition using 
the Leap Motion Controller. [10] 

This paper proposes an approach to the recognition of 
sign language Arabic, it was developed with the Java 
programming language in conjunction with the NetBeans 
IDE using the device Leap Motion Controller (LMC) for 
detection of the hands and fingers; thus the LMC will 
provide data and information of the movements. 

In the acquisition of data, the system includes a pre-
processing state, a state of extraction and a classification 
state. To develop the system were required to implement 
classifiers such as: Multiplayer Perceptron Neural Networks 
(MLP) and Nave Bayes Classifier (NBC). 

They were taken 10 samples of each letter and each 
sample has 10 data frames, which implies a total of 100 
samples per letter; taking into account the 28 letters of 
alphabet system would 2800 data tables. All this information 
was collected and imported into MATLAB for analysis and 
processing. The results obtained in this study were: With 
98.3% of the NBC classifier and 99.1% of MLP classifier. 

2.5 Towards the development of a mexican 
speech-to-sign-language translator for the 
deaf community [11] 

This Paper present an application in which the 
development of a mexican speech-to-sign-language 
translator can assist to normal people to interact with deaf 
people. The ASR (Mexican Automatic Speech Recognizer) 
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is the main module and likewise has the Text Interpreter and 
MSL (Mexican Sign Language) Database. 

To have a good performance the ASR was necessary 
the use of a corpus Mexican Spanish Corpus DIMEx100. 
This corpus aims to make it possible the construction of 
acoustic models and pronunciation of dictionaries. With the 
tool TranscribeMex it is possible to obtain the definition of 
the phonemes Mexican Spanish language. 

One requirement is that the samples must be labelled at 
the orthographic and phonetic levels to perform supervised 
training of the acoustic models of the ASR system. The 
Orthographic labelling was performed manually with the 
software Wavesurfer. The algorithm used was the HMM 
(Hidden Markov Models). 

In the module of Text Interpreter and MSL Database; 
where the word is found, the interpreter proceeds to display 
the sequence of MSL movements associated to that word, 
otherwise, if the word is not found in the database, the word 
is “spelled” and described the dactylology way of MSL. 

The vocabulary consists of 25 words, 23 letters of the 
alphabet, obtaining accuracy at 97.2% and a set of 400 words 
used in total. 

3 Implementation of Leap Motion in 
identifying signs 

3.1 Leap Motion Controller 
The Leap Motion Controller (LMC) is a USB 

peripheral device that detects and reads movements within a 
3-D interaction space to precisely translate and control 
software on a computing device [12]. As is illustrated in 
Figure 1, the controller consists of three Infrared Light 
emitters and two Infrared Light cameras [13]. 

The effective range of the Leap Motion Controller 
extends from approximately 25 to 600 millimeters above the 
device (1 inch to 2 feet). In Figure 2 the origin is centered at 
the top of the Leap Motion Controller. 

The x- and z-axes lie in the horizontal plane, with the 
x-axis running parallel to the long edge of the device. The y-

axis is vertical, with positive values increasing upwards 
while the z-axis has positive values increasing toward the 
user [12]. 

In the paper of Potter, Araullo & Carter (2013) The 
Leap Motion controller: A view on sign language they give 
an approach suitability of use of Leap Motion Controller for 
recognition of Australian sign language, showing its 
strengths and weaknesses of the mentioned device. 

The strengths that stand out is the accuracy level with 
which the LMC account if you include the Leap Motion API. 
The LMC can consistently recognize individual digits in a 
hand, being able to identify, measure digit, address and 
fingertip location, likewise the LMC is also capable of 
tracking very small movements. 

The weaknesses in the LMC are the precision and 
fidelity of detection when the hands do not have linear of 
sight with the controller. Another weakness mentioned is 
when the fingertips of one hand touching the fingertips of 
the other hand or when there is a close approximated 
between the fingertips, the LMC is unable to recognize the 
gesture and therefore cannot be displayed. 

3.2 Identification of the Mexican Sign 
Language 

The signs are made with hands, facial gestures and 
body movements.  

The book “Manos a Voz” [6] which has a collection of 
1,113 words divided into 15 topics: alphabet, food, animals, 
antonyms, house, calendar, colors, school, family, fruits and 
vegetables, numbers and related words, body parts, 
pronouns - adjectives - prepositions - articles, and other 
words. Some of the signs presented in the book “Manos a 
voz”, will be used to perform the research of the recognition 
of the Mexican Sign Language using the Leap Motion 
Controller; only some signs of this book because of the 
limitations that the LMC has be recognized, as illustrated in 
Figure 3 the LMC only recognizes our hands and arm, before 
that limit the number of signs to be recognized is restricted. 

Figure 1 Schematic View of LMC [13]  

Figure 2 Coordinate system [12] 
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Signs like the one illustrated in Figure 4 which is the 
word blow comes with a facial gesture; these signs are 
accompanied by facial gestures they will not be detected by 
the LMC. 

 

4 Future work 
Order to overcome the limitations that the Leap Motion 

Controller might implement algorithms for pattern 
recognition, to sign on which must unite hand or fingertips 
are recognized. Among the algorithms that could be used 
they are: 

� Hidden Markov Model – HMM: Composed of a finite 
set of states in which each of them is associated with a 
probability distribution. The major feature is its double 
stochastic process, hidden or not observable either 
observable [14]. 

� Support Vector Machine – SVM: This is a supervised 
classification method aimed at determining the optimal 
boundary between two groups [15]. Applications that can be 
developed with the use of this algorithm are: image 
classification, character recognition, protein detection, 
pattern classification, identification of functions, etc. [16]. 

� Multilayer Perceptron – MLP: This is a supervised 
neural network consists of several layers, usually they are 
three: the input layer, the hidden layer and output layer. The 
integration of several layers allows you to solve problems 
that are not linearly separable [17]. 

� Dynamic Time Warping – DTW: Algorithm used to 
find the optimal alignment between two temporal sequences. 
This algorithm is used primarily in applications for speech 
recognition [18]. 

 

5 Conclusions 
Based on the study of related research and study of 

Leap Motion Controller made by [19] we can conclude that 
it will be necessary to implement an algorithm of those 
mentioned before for the wide range of signs that contains 
the Mexican Sign Language, it can be recognized. 

Likewise catalog signs which are candidates to be 
recognized and discard those that may not be recognized 
even with the support of an algorithm. 

Furthermore, seek the support of a specialist in the area 
of sign language, to make the sign correctly and check if 
there is any sign that represents the same as those signs that 
have not been recognized. 
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Introduction 
The goal of this article is to provide 

updated results for the proof of concept that 
digital signal processing has progressed to the 
point of equivalence to traditional analog 
Doppler flow meter designs. This article will 
show the non-linear formula and a new 
correction filter coefficients for low end carrier 
frequency noise previously uncorrected.   
 
Categories and Subject Descriptor 
Proof of Concept for a Digital Ultrasonic 
Doppler Liquid Velocity Flow Meter Updated 
 
General Terms 
Digital Ultrasonic Doppler Liquid Velocity Flow 
Meter 

Keywords 
Doppler Liquid Flow Meter, Doppler Effect, 
Liquid Doppler Effect Formula 

Background 
 The ability to read the speed of liquids 
flowing through a pipe without breaking the 
pipe wall is extremely coveted. Using the 
Doppler Effect, a close approximation (typically 
within 2%) can be calculated given prerequisites 
(which can be found in the original article) [1]. 

This article is a follow up to the 
previous article CSC3521 published in July 2014. 
The goal of this article is to provide updated 

results for the proof of concept that digital 
signal processing has progressed to the point of 
equivalence to traditional analog Doppler flow 
meter designs. This article will show the non-
linear formula and a new correction filter values 
for low end carrier frequency noise previously 
uncorrected.  

Originally, the thought was that the 
Doppler Effect formula was something 

like  (this was 

outside the scope of the first article so an 
empirically formula was determined. Since then 
the calculations for the frequency to velocity 
formula has been formulated.  
 Another issue previously unresolved 
was the low frequency carrier noise (detected 
by abnormally high amplitude values near the 0 
Hz region). In the original testing, a high pass 
filter was added to eliminate the low end noise, 
but this did not compensate for the carrier 
added noise. A new filter was used to attempt 
to minimize and semi-compensate for the 
carrier noise.  

Original Results 

Plots and Graphs 
Here are the original test 2 results using 

the ≈70.4Hz to 1 fps conversation value. “The 
following will be screen shots of the collected 
frequency-domain results from test 2: 
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� For approximately 0.950 fps an 
approximate 68 Hz was the peak. 

 
A 60Hz power peak is also present. A notch 
filter at 60Hz needs to be applied. 

  
� For approximately 1.950 fps an 

approximate 137 Hz was the peak. 

 
Again, a notch filter at 60 Hz needs to be 
applied to eliminate the power peak. 
 
• For approximately 3.400 fps an approx. 
237 Hz was the peak. 

 
Again, a notch filter at 60 Hz should be 
applied to eliminate the power noise peak. 
 

•     For approximately 4.400 fps an 
approximate 301 Hz was the peak. 

 
Again, a notch filter at 60 Hz needs to be 
applied to eliminate the power peak. 
 

• For approximately 6.700 fps an 
approximate 446 Hz was the peak. 

 
Again, a notch filter at 60 Hz needs to be 
applied to eliminate the power peak. 
 

• For approximately 8.900 fps an 
approximate 530 Hz was the peak. 

 
Again, a notch filter at 60 Hz needs to be 
applied to eliminate the power peak. 

 

Int'l Conf. Scientific Computing |  CSC'16  | 153

ISBN: 1-60132-430-8, CSREA Press ©



The complete non-corrected results for Test 2 
are as followed:   
Test 2 
Reference Results  
gpm fps Hz Calculation Error 

2.6 0.965 78 1.091 13.057% 
5.25 1.949 133 1.927 -1.129% 
9.25 3.434 235 3.366 -1.980% 

11.95 4.436 301 4.300 -3.066% 
18 6.682 446 6.461 -3.307% 

20.85 7.74 530 7.741  0.013% 
[1]” 
 As you can see, originally there is an 
approximate 2-3% error present. This is 
acceptable due to the generic conversion value 
used, but a more accurate conversion formula is 
possible.  

Updated Results 

Doppler Effect Formula 
The original thinking was as followed: 

“After testing, it appears to be almost linear 
around 70.4Hz. On the lower speeds, it was 
about 67.96Hz at a velocity of 0.947 feet per 
second (fps) which is about 71.75 Hz per fps. At 
the maximum speed available with the testing 
flow loop, it was approximately 524.1Hz at a 
velocity of 7.684fps which is 68.2Hz per fps. A 
mid-flow test was also done which yielded a 
return frequency of 318.1Hz for a liquid speed of 
4.566fps which is 69.666Hz per fps. A nonlinear 
pattern appears to be present in the lower 
velocities. More testing is required to grasp the 
full formula, but at first glance it appears to be 
something like  

 [1].” 

Since the initial results were published, 
the following was formulated. “The change in 
frequency of a wave emitted by a moving 
source is calculated from the component of its 
velocity moving towards (or away) from the 
sensor.  The general Doppler Effect ratio of 

emitted and detected frequencies shift is given 
by the following formula:  

 

where: 
� c is the wave velocity within the liquid 

medium in meters per second (mps). 
� is the velocity in mps of variation of 

density moving within the pipe.  
� is the velocity of the sensor moving.” [2] 

Due to the sound speed of water varying 
depending on its temperature, the liquid sound 
speed should be taken into account when 
testing the design. Also the angle of which the 
crystal is penetrating the pipe will affect the 
return frequency shift. The transducer should 
not be moving therefore  should be zero. The 
final formula is  

 

After applying some algebraic principles and 
including the transmission frequency, the 
formula for the Doppler shift to velocity is: 

  

After a few test velocities, the frequency to mps 
is discovered to be nonlinear. Rather, it is more 
like the linear region of a parabola. Therefore a 
flat 70.4Hz per fps calculation will not reap the 
most accurate result spanning the spectrum as 
previously assumed. Preliminarily using the 
following formula shows a greater accuracy 
result: 

 

where: 
� Medium SS=sound speed of the liquid in mps 
� Δf=the delta frequency shift in Hz 
� =the transmission frequency in Hz 
� °=the angle of the crystals.
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Results Using New Formula 
Reference Results 

gpm fps Hz Calculation Error 

 2.60 0.965   68* 1.006 4.249% 
 5.25 1.949 134 1.983 1.744% 
 9.25 3.434 235 3.478 1.281% 
11.95 4.436 301 4.455 0.428% 
18.00 6.682 446 6.603 -1.182% 
20.85 7.740 530 7.848 1.395% 

*Typo Corrected from Original Table 

Carrier Frequency Noise Reduction 
According to Dr. Theodore Grosch, Dr. 

Wojciech Klimkiewicz, Dr. Peter Moosbrugger, 
and Dr. Lynn Carpenter who wrote an article  
called “Automotive Radar Design for Collision 
Warming” (1993, December) [3], the carrier 
frequency noise can be compensated using a 
simple high pass filter starting at the max 
frequency. In this paper, they commented on a 
method to eliminate naturally occurring low 
frequency carrier noise by adding a high pass 
filter starting at the highest frequency 
expected. The filter formula is: 

 [3]. 

According to their paper, this will approximate 
the naturally occurring noise and thereby 
flatten out the increasing amplitude noise 
created by the carrier signal near the low end 
frequencies.  

Current High Pass Digital Filter 
Coefficients 
 A simple first order high pass filter is 
required. The current high pass filter 
coefficients used in the z-domain calculated are: 
0.995 -0.995 for the numerator, and 1.0000 
-0.9949 for the denominator. More research 
needs to be done to determine if these are the 
optimal coefficients.  

Updated Graphs with High Pass 
Filter Coefficients  

The following are screen shots of the 
original Test 2 data collected with the new high 
pass filter added in the frequency-domain 
(calculations for the velocity were calculated 
using the Doppler Shift to velocity formula): 

� For approximately 1.006fps an approximate 
68 Hz was the peak. 

 
 
� For approximately 1.983fps an approximate 

134 Hz was the peak. 

 
 

� For approximately 3.478fps an approximate 
235 Hz was the peak. 
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� For approximately 4.455fps an approximate 
301 Hz was the peak. 

 
 
� For approximately 6.603fps an approximate 

446 Hz was the peak. 

 
 

� For approximately 7.848fps an approximate 
530 Hz was the peak. 

 

Conclusion 

By using:  

as the formula to convert the  to velocity 
instead of the approximation of 70.4Hz per fps 
originally used gives increased accuracy, and 
adding a simple additional: 

 
high pass filter sudo-flattens the noise created 
by the carrier frequency. As a result, the ability 
to locate the maximum amplitude is 
significantly simplified. All that is required is to 
determine the max() amplitude of the given 
sample group down to yet an undetermined 
frequency. 

These two simple additions simplify and 
increase the accuracy of the process to convert 
the Doppler Effect frequency shift to the liquid 
velocity speed. 
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MATLab Code Sample [4] 

NameOfFile=['APPROX 2FPS.WAV']; 
[y,fs,nBits]=wavread(NameOfFile);   
 
Lfft=2048; 
 
Nth=10;  
Hpth=1; 
wl=2500/fs;  
 
%create Butterworth low pass filter 
[numl,denl]=butter(Nth,wl,'low'); 
[irl, time]=impz(numl,denl,Lfft); 
 
%create 1/max3 high pass filter 
[numh,denh]= butter(HPth,wl^3,'high'); 
[irh, time]=impz(numh,denh,Lfft); 
 
%convoluting filter w/ signal in  
%frequency-domain 
Y=abs(fft(y,Lfft)); 
IRl=fft(irl,Lfft);  
IRh=fft(irh,Lfft);  
 
YC=Y.*IRh; 
YC=IRl.*YC; 
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Abstract— We present a computer simulation study of bi-

nary annihilation reaction A + B → ∅ where A and B
are generated at a planar interface. The simulations are

based on discrete lattice cellular automata type model where

diffusion is represented by a random walk. The results are

presented as stationary particle profiles with an attempt to

determine the exponent in the power law for the decaying

profile. In some cases it is different from the classical mean

field result.

Keywords: Cellular automata, random walk, chemical kinetics,

annihilation

1. Introduction
The binary annihilation reaction A + B → ∅ has been

of a recurrent interest over the past 40 years [1], [2]. The

annihilation reaction appears in astrophysical and cosmolog-

ical problems [1] down to a rather microscopic length scales

[3]. The electron - hole recombination in semi conductors,

acid - base neutralization in solution chemistry are the

examples. In the mesoscopic description the relaxation of

a single component nonuniformities can be tackled with this

annihilation model as positive excess can be represented

by A particles and negative by B particles bringing about

uniformity by annihilation when the both species meet.

In the batch volume system in the absence of perfect

mixing the kinetics of this reaction displays a slow down

compared to the classical ideal mixing case [4]. The slow

down results from segregation i. e. formation of A and

B filled regions with the annihilation possible mainly at

their boundaries. If we start from a random distribution of

such particles there is a first period of faster kinetics. It

corresponds to annihilation of the well mixed part of the

batch. Then however the segregated regions of A and B

remain because of random excesses of one of the species

in these regions. A further annihilation can proceed only

through the boundaries. It marks a crossover from the clas-

sical regime to the slower so called Zeldovitch regime [4].

Our own interest in this reaction comes from our previous

work on mechanisms of corrosion where we observe a

coupling between segregation and autocatalytic mechanism

of corrosion [5]. We have not found any work so far on

the annihilation reaction in an inhomogeneous system. Here

we take a simpler case than our corrosion model. The

annihilating species A and B are produced at a planar

wall. When the production of A and B is balanced i. e.

at the vsame rate for each species then a stationary decay

profile of their density exists. How the anomalous kinetics

can influence this decay? How far can A and B carry the

information about the distribution of their sources away from

the interface? The rest of the paper is organized as follows.

In the next section we provide the classical, ideal mixing

results. Then we briefly present our numerical simulation

approach. Next we present and discuss several simulation

results in the form of stationary profiles. We conclude the

paper with a perspective on our future studies particularly

in the domain of corrosion.

2. Reagent decay profile
Reagent decay profile can be readily obtained from clas-

sical chemical kinetics:{
dcA,B

dt

}
annihilation

= −KABcAcB (1)

combined with mass conservation in transport processes:{
∂cA,B

∂t

}
transport

+∇jA,B = 0 (2)

and Fick’s law:

jA,B = −DA,B∇cA,B . (3)

where cA, cB , jA, jB denote concentrations and fluxes

of particles A and B respectively. KAB denotes the rate

constant of annihilation, DA = DB = D is the diffusion

coefficient of A and B particle assumed equal in this paper.

Using arguements of symmetry cA = cB and jz,A = jz,B =
jz is the flux component perpendicular to the surface and

those parallel vanish. Then it is straightforward to obtain

the solution.

c(z) =
3D

8KAB

1

(z − z0)2
(4)

where z20 = 3
8

D
KABc0

if we set the wall where A and B are

created at z = 0 with boundary condition c(z = 0) = c0.
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We can obtain somewhat more general result following the

field theoretical approach of Toussaint and Wilczek [4] in

the limit of fast annihilation irrespective of the form of the

kinetic law for this annihilation provided that the reaction is

fast.

2.1 Toussaint-Wilczek approach

If annihilation is fast enough soon we find the system in

a state described by:

f(r, t) = cA(r, t)− cB(r, t) (5)

where for cA > 0 we have cB = 0 or vice -versa for cB > 0
we have cA = 0. Hence we have:

cA(r, t) + cB(r, t) = |f(r, t)| (6)

Taking into account the planar symmetry the partial

Fourier transform of f(r, t) can be written as:

f̃(ω,K, z) =

∫
f(r, t) exp(−iωt− i K · R)dtds R (7)

where ω is the angular frequency and K is the wave vector

in the space inverse to the R space and K = | K| is its

modulus. In the usual three dimensional space s = 2 is the

plane dimensionality. Generally s = d− 1 in d dimensions.[
iω −DK2 +D

∂2

∂z2

]
f̃(ω,K, z) = 0 (8)

In the stationary condition ω → 0 we can solve this equation

requiring that f̃(ω = 0,K, z) → 0 far away from the

plane.The solutions have the form:

f̃0(K, z) = f̃0(K, 0) exp(−Kz) (9)

Let us postulate the following form for the probability of

f̃0( K, 0):

P[f̃0(K, 0)] =
1

Z
exp

(
−
1

2

∫
|f̃0(K, 0)|2h(K)d K

)
(10)

as it follows from R invariance that the effective hamiltonian

linear operator for the Gaussian model must be diagonal in
K space and only K = | K| dependent. Anticipating that

K → 0 determines the long distance behavior of the profile

we postulate h(K) in the form:

h(K) =
1

Kμ
(h0 + h2K

2 + ...) (11)

where we have isolated the eventual singular term K−μ from

the regular part. Let us limit the expansion just to this term.

It can be verified that the moments of f0(R = 0, z) can

be obtained from the following Gaussian functional integral:

Z(λ) =

∫
Df̃0(K, 0)

e

(
−

∫
( 1

2 |f̃0(K,0)|2h0K
−μ

−λf̃0(K,0)e−Kz) d �Ks

(2π)s

)

(12)

from the derivatives
−dn lnZ(λ)

dλn for λ = 0 and in particular

Z0 = Z(λ = 0) is the partition function for the Gaussian

model. The Gaussian integral can be done analytically by

standard methods [4]:

Z(λ) = Z0 exp

(
λ2 ∗ Is

2

)
where Is =

∫
Kμe−Kz

h0(2π)s
d Ks (13)

Following [4] we immediately have that:

c(z) =
1

2
< |f(R, z)| >=

√
Is
2π

∝ z−
μ+s

2 (14)

Let us note that μ = 0 corresponds to even distribution in
K-space. It leads to the profile decay law c(z) ∝ z−1. In

contrast, to obtain the classical decay law c(z) ∝ z−2 we

have to assume μ = 2.

3. Cellular automata model and its par-

allel implementation
We use a discrete, cellular automata type approach to the

annihilation reaction. We assume in this paper that the two

annihilating species execute randome walk over the lattice

sites by swapping with empty, randomly selected nearest

neighbor lattice sites S.

Ann1 + Snn2 → Snn1 +Ann2 (15)

Bnn1 + Snn2 → Snn1 +Bnn2 (16)

We assume symmtry between A and B. Both species oc-

cupy just one site. Their random walks conform to simple

exclusion, in which at most one species A or B can occupy

a site.

Ann1 +Ann2 → Ann1 +Ann2 (17)

Bnn1 +Bnn2 → Bnn1 +Bnn2 (18)

It follows that if the pair of random neighbours A − A or

B−B is selected for swapping nothing really happens. When

A and B meet i. e. A wants to step on B or vice versa we

select two outcomes fot this event. One is annihilation:

Ann1 +Bnn2 → Snn1 + Snn2 (19)

Bnn1 +Ann2 → Snn1 + Snn2 (20)

The other one is: nothing happens:

Ann1 +Bnn2 → Ann1 +Bnn2 (21)

Bnn1 +Ann2 → Ann1 +Bnn2 (22)

The probability to choose annihilation Pann is one of

the model parameters. Note that reactions 16, 18 and 22

conserve the numbers NA and NB while reactions 20 do

not. They conserve however NA−NB i. e. the charge if we

think about A and B as oppositely charged species in an

electrolyte that may mutually discharge and become a part

of an irrelevant environment. Reaction 20 is the only way A
and B are removed from the system and it is in pairs. They
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are created independent of one another on the surface of the

wall.

Mnn1 + Snn2 → Mnn1 +Ann2 (23)

Mnn1 + Snn2 → Mnn1 +Bnn2 (24)

Ideally they should be created in pairs. However this

poses several problems and we choose another solution.The

particles A and B are created independently of each other

initially with probability Pcrea = 0.5 for A nad for B.

We imagine that the creation of particles is associated with

charging of a capacitor and requires energy φCdQ where

dQ = 1 for A creation and dQ = −1 for B creation.

The potential φC = Q/C where Q = NA −NB is created

because of the the charge imbalance. If the capacity is huge

then A and B are created practically independently with

Pcrea = 0.5 and a possible drifting of the charge imbalance.

The drift may radically change the kinetic behavior as the

decay profile of one species in the excess of the other

species is exponential. Therefore we have to use the capacity

small enough to suppress the drifting and maintain charge

neutrality. If the capacity is too small the system overre-

acts the charge imbalance leading to oscillations. However

there is an intermediate range of capacity values where

the charge fluctuates only slightly and the average profiles

are independent of this capacity value. We use sequential

programming for simulations in 1D and 2D. It becomes

inexpedient in 3D and we use a parallel algorithm suitable

for CUDA environment as described in our paper [6] and

ref. [7]. The 1D system is 1024 sites long, A and B are

randomely generated at the first site. The simulations in 2

D are performed on a rectangular grid of sizes 256× 1024
sites. the simulations in 3D are done in a 384×384×192. It

takes from 200 000 to 500 000 time steps to reach a steady

state of which we can take the data for subsequent averaging

to reduce the statistical noise. Periodic boundary conditions

are applied along axes x and y in 3D and x axis in 2D.

For z axis impenetrable wall conditions are imposed at the

boundaries.

4. Results and discussion
In Figures 1 and 2 we present stationary profile for 1D

system in the usual and log-log representation. A nonlinear

fit to the data has been performed based on the following

dependence:

cAB(z) =
A

(z − z0)γ
(25)

We use implementation of the nonlinear least-squares

Marquardt-Levenberg algorithm as embedded in gnuplot

plotting package [8].The results of the fit are:

A = 0.440984± 0.001349(0.3058%)

z0 = −0.697827± 0.002913(0.4174%)

γ = 0.879757± 0.001251(0.1422%) (26)

where the values and standard deviations are taken "as is"

from the gnuplot software. They are pretty sensitve to the

initial guess of the parameters and the assumed data ranges

so that the range of plausible obtaned values for γ is 0.88-

0.92. From the Toussaints-Wilczek approach we expect γ =
fracμ+ s2. Here s = 0 and here we have to assume μ = 2
to obtain the nearest integer value of γ = 1. We will see that

this assumption seems to work in higher dimensions even if

it is hard now to give a meaning to K2 in 0 dimension. Let

us see the results for s = 1 in 2D system in Figure 3. The

set of fitted parameters is:

A = 0.898733± 0.002726(0.3033%)

z0 = −1.31978± 0.00235(0.1781%)

γ = 1.50609± 0.001485(0.09863%) (27)

Now for γ = μ+s
2 = 3

2 if μ = 2 well matches result of the fit.

The range of plausible values based on initial fit parameter

values and changing the range of data is γ = 1.48−1.51. It

follows that the exponent can be slightly lower but generally

the tendency to have Coulomb like K−2 correlation at the

initial plane dominates. Finally let us inspect 3D simulation,

where we should find γ = 2. The data are presented in

Figure 4. The fitted parameters are

A = 179706± 364.2(0.2026%)

z0 = −1.60451± 0.002067(0.1288%)

γ = 1.98246± 0.000725(0.03657%) (28)

Again this is slightly lower but rather close to the expected

value γ = 2 for μ = s = 2 in three dimension. Manipulating

data ranges has much less influence than in the previous

cases and we estimate the variation of γ = 1.98− 1.99.
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4.1 Conclusion

We have presented simulation data on the profile of

mutually annihilating particles produced at random at a wall

and decaying with a power law away from the wall. The

decay is much slower, γ ≈ 1 and γ ≈ 1.5 in 1 and 2 D

sytems than predicted by classical kinetics γ = 2 and found
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in simulations for 3D system γ = 2 ≈ 1.98. This is in

line with the Toussaint and Wilczek based approach here

applied to stationary profile in spacial coordinate rather than

time. It seems that stationary regime is dominateded by a

critical K2 type concentration fluctuation of the species at

their production plane. Surprisingly this is also true in 0

dimension. These systems are likely to display segregation

already observed in anomalous fluctuation governed kinetics

in 1 and 2 dimension for initially spatially homogeneous

sytems [9]. The search for this kind of phenomena motivates

our present and future work on inhomogeneous stationary

systems of annihilating A and B species.
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Introduction 
The goal of this article is to provide the 

final results for the proof of concept that digital 
signal processing has progressed to the point of 
equivalence to traditional analog Doppler flow 
meter designs. This article is a continuation of 
articles CSC3521 [1] and CSC3102 [2] published 
previously at this conference.  The goal of this 
article is to show the final peripheral schematic, 
some of the key software code, and the final 
testing results from the microcontroller 
calculating the same test data.  
 
Categories and Subject Descriptor 
Proof of Concept for a Digital Ultrasonic 
Doppler Liquid Velocity Flow Meter Updated 
 
General Terms 
Digital Ultrasonic Doppler Liquid Velocity Flow 
Meter 

Keywords 
Doppler Liquid Flow Meter, Doppler Effect, 
Liquid Doppler Effect Formula 

Background 
The ability to read the speed of liquids 

flowing through a pipe without breaking the 
pipe wall is extremely coveted. Using the 
Doppler Effect, a close approximation (typically 
within 2%) can be calculated depending upon 

some simple prerequisites which can be found 
in the original article CSC3521 [1].  

The following publication in the series 
formulated an equation for the conversion from 
the Doppler shift frequency to meters per 
second(MPS). The final equation is given below: 

 

where: 
� Medium SS=sound speed of the liquid in mps 
� Δf=the delta frequency shift in Hz 
� =the transmission frequency in Hz 
� °=the angle of the crystals.

In that same paper, an addition 1/f3 filter was 
included to give added accuracy in the lower 
frequency region (less than 60Hz down to 
approximately 30Hz).  

 [3]. 

According to Dr. Theodore Grosch, Dr. Wojciech 
Klimkiewicz, Dr. Peter Moosbrugger, and Dr. 
Lynn Carpenter [3], this filter will approximate 
the naturally occurring noise in the low 
frequency region and thereby flatten out the 
increasing amplitude noise created by the 
carrier signal near the low end frequencies. 

The goals of this publication is to 
present the hardware used in the final 
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experiment, to review some of the key software 
code used in the microcontroller, and to 
compare the microcontroller’s results with 
MATLab’s [4] results for the same data. This 
comparison will reveal that the microcontroller 
is calculating similar results to MATLab [4] in 
near real time (about 1 second delayed).  

Hardware Schematic 
 The goal of this preliminary prototype 
design was to have a minimal amount of analog 
hardware filters. As a result, only second order 
analog op-amp filters were used. Below is the 
peripheral components hardware schematic: 

 

Each of the circular icons indicates a connection 
to either the microcontroller pins or the external 
transducers (which makes contact with the pipe). 

Key C/C++ Code 
The code which makes this version of a 

noninvasive Doppler velocity meter possible is 
the Fast Fourier Transform (FFT) which was 
derived from the book, “Numerical Recipes in C 
publication - Second Edition - (Cambridge 
University Press) [5].” (The full code used with 
modifications can be seen under the Appendix 
section of this article). The goal of this code is to 
convert the sampled data into the Frequency-
Domain.  

Next, a separate function then detects 
which frequency has the greatest amplitude 
and, finally, calculates the velocity using the 
formula determined in the last article (CSC3102) 
[2]. A full unmodified version of the code used 
can be requested from Southern Polytechnic 
State University Library in Marietta, Georgia. 
The title is “Results of Research and 
Development of Digital Signal Processing Filters 
and Doppler Calculations for a Non-Invasive 
Liquid Velocity Flow Meter,” Prepared by Daniel 
L. Garcia and supervised by Professor Wilcox.  

Micro Controller Results  
(Plots and Graphs) 

The final testing step was to determine 
if the functions and hardware created/modified 
would return similar results to the originally 
recorded testing values. (The original data was 
recorded from approximately 20 seconds of 
audio samples at each frequency. Thus, a 
random start location for the sampled data was 
taken and stored into the microcontroller at a 
length of 4096 data points, and then ran 
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through the code.) The results from the 
microcontroller test were then re-written back 
into MATLab and graphed. The copied data was 
also stored into MATLab and ran through 
MATLab’s FFT as a comparison. This was also 
graphed. Finally, the original complete sample 
recording was FFT and graphed. The following 
are the results of each test displayed side by 
side in order to accomplish a graphical 
comparison: 

� 4.6fps Test 1 Data Comparison: 

 

� 5.5fps Test 1 Data Comparison:

 
� 1.15fps Test 1 Data Comparison: 
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� 6.5fps Test 1 Data Comparison: 

 
� 7fps Test 1 Data Comparison: 

 

� 8fps Test 1 Data Comparison: 

 

All results are similar in overall appearance and 
peak locations. There are some noticeable 
variations with the original data. This is 
primarily because of how MATLab calculates its 
FFT using short time processing when the 
sample size is smaller or larger than the 
conversion size.  The micro-controller’s version 
of the FFT does not calculate the FFT using this 
feature. 

Conclusion 
The theory that microcontrollers have 

progressed to the point that the liquid velocity 
could be calculated in near real-time with a 
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minimal of hardware/analog components has 
been proven to my satisfaction. Data recordings 
of the high frequency Doppler shift converted 
down to the low frequency range through an 
analog multiplier circuit (similar to AM radio 
systems), then processed to the frequency-
domain through the microcontroller reveal 
similar results to MATLab’s analysis of the same 
data. An estimated time of conversion is about 
one second for the capturing of the data 
samples and less than a quarter of a second for 
the conversion process to the calculation of 
velocity in mps.  The total time for the 
acquisition, conversion, calculation and, 
ultimately, displaying the results on the LCD 
screen should take less than approximately 1.5 
seconds. The conclusion is that a near real-time 
system is possible with a minimal of 
hardware/analog components.  

Appendix 

MATLab Code Sample [4] 
NameOfFile=['APPROX 2FPS.WAV']; 
[y,fs,nBits]=wavread(NameOfFile);   
 
Lfft=2048; 
 
Nth=10;  
Hpth=3; 
wl=2500/fs;  
 
%create Butterworth low pass filter 
[numl, denl]=butter(Nth,wl,'low'); 
[irl, time]=impz(numl,denl,Lfft); 
 
%create 1/max3 high pass filter 
[numh, denh]= butter(HPth,wl^3,'high'); 
[irh, time]=impz(numh,denh,Lfft); 
 
%convoluting filter w/ signal in  
%frequency-domain 
Y=abs( fft( y, Lfft )); 
IRl=fft( irl, Lfft);  
IRh=fft( irh, Lfft);  
 
YC=Y.*IRh; 
YC=IRl.*YC; 

FFT() Function from Numerical Recipes [5] 
void fft(double data[], int nn, int isign) 

{ 
    int n, mmax, m, j, istep, i; 
    double wtemp, wr, wpr, wpi, wi, theta; 
    double tempr, tempi; 
 
    n = nn << 1; 
    j = 1; 
    for (i = 1; i < n; i += 2) 
    { 
 if (j > i) 
 { 
  tempr     =  data[j];    

data[j]   =  data[i];    
data[i]   =  tempr; 

  tempr     =  data[j+1];  
data[j+1] =  data[i+1];  
data[i+1] =  tempr; 

} 
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 m = n >> 1; 
 while (m >= 2 && j > m) 
 { 
  j -= m; 
  m >>= 1; 
 } 
 j += m; 
    } 
 
    mmax = 2; 
    while (n > mmax) 
    { 
 istep = 2*mmax; 
 theta = TWOPI/(isign*mmax); 
 wtemp = sin(0.5*theta); 
 wpr = -2.0*wtemp*wtemp; 
 wpi = sin(theta); 
 wr = 1.0; 
 wi = 0.0; 
 
 for (m=1; m<mmax; m+= 2) 
 { 

for (i=m;i<=n;i+=istep) 
  { 
j =i + mmax; 
tempr = wr*data[j] - wi*data[j+1]; 
tempi = wr*data[j+1] + wi*data[j]; 
data[j] = data[i] - tempr; 
data[j+1] = data[i+1] - tempi; 
data[i] += tempr; 
data[i+1] += tempi; 
  } 
wr = (wtemp = wr)*wpr - wi*wpi + wr; 
wi = wi*wpr + wtemp*wpi + wi; 
 } 
 mmax = istep; 
    } 
}[5] 
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University of North Carolina at Charlotte, Charlotte, NC 28223, USA
Email: sgao3@uncc.edu, chen@uncc.edu

Abstract—In our "Unsolved Problems in Computational Sci-
ence", we will talk about some interesting open problems in
computational science. These problems are related to number
theory, geometry theory, combinatorics, graph theory, linear
algebra and group theory. They are easy to state and understand
although they are very difficult to be solved by researchers in
mathematics or computer science. It seems to us that it is very
challenging to find suitable mathematical methods or efficient
algorithms to deal with them.

In this paper, we will discuss some enumerative problems on
pattern avoidance in lattice paths. And many closed formulas,
integer sequences, generating functions, and open problems are
posted.

Keywords: Lattice path, pattern avoidance, generating func-
tion, closed formula, integer sequence

I. INTRODUCTION, NOTATIONS AND PRELIMINARIES

Notations:
East step: E or → or (1, 0), or x-step
You can see more in the table below:

(0, 1) (1, 0) (1, 1) (0,−1)
↑ → ↗ ↓
N E NE S

(−1, 0) (−1,−1) (−1, 1) (1,−1)
← ↙ ↖ ↘
W SW NW SE

↑≥k: k or more consecutive ↑ steps
↑=k: k consecutive ↑ steps
avoiding ↑≥k: no k or more than k consecutive ↑ steps
avoiding ↑=k: no k consecutive ↑ steps, but can have more

than or less than k consecutive ↑ steps

x�: the largest integer not greater than x, floor(x)
�x: is the smallest integer not less than x, ceiling(x)
[xn]f(x) denotes the coefficient of xn in the power series

expansion of a function f(x).
[xmyn]f(x, y) denotes the coefficient of xmyn in the power

series expansion of a function f(x, y).(
n
r

)
, the number of combinations of n things r at a time.

(
n

r

)
=

n!

(n− r)!r! =
(

n

n− r
)

=

(
n− 1
r − 1

)
+

(
n− 1
r

)

(−n
r

)
= (−1)r

(
n+ r − 1

r

)

A lattice path [8] is a path from the lattice point (x1, y1)
to the lattice point (x2, y2), x1 ≤ x2, y1 ≤ y2, we mean a
directed path from (x1, y1) to (x2, y2) which passes through
lattice points with movements parallel to the positive direction
of either axis. Here, we refer to two types steps, x−steps and
y−steps, where an x ( y )−step is a directed line segment
parallel to the x ( y ) axis going right (up) joining two
neighboring points. For counting purposes we may, without
loss of generality, consider lattice paths from the origin to
(m,n) and observe that each such path is characterized by
having exactly m horizontal steps and n vertical steps. If we
denote by f(m,n) the number of paths from (0, 0) to (m,n),
elementary reasoning gives the results

f(m,n) =

(
m+ n

n

)
.

Lattice paths are encountered in a natural way in various
problems, e.g., ballot problems [7], compositions, random
walks, fluctuations, queues, and the tennis ball problem.

The number of lattice paths from the origin to (m,n), m >
n + t, not touching the line x = y + t, where t is a nonzero
integer satisfies [5](

m+ n

n

)
−
(
m+ n

m− t
)

.

The number of lattice paths of length n starting from the
origin that are below the line y = x+ t, where t is a positive
integer satisfies

n∑
i=max{�1+n/2�,t}

(

(
n

n− i
)
−
(
n

i+ t

)
).

When t = 0, the paths have to touch the line x = y at
the origin, and therefore the number paths from the origin to
(m,n) that do not touch the line x = y except at the origin
is given by

m− n
m+ n

(
m+ n

n

)
.

The number of lattice paths of length n starting from the
origin that are below the line x = y except at the origin is
given by

n∑
i=�1+n/2�

2i− n
n

(
n

n− i
)

.
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The number of lattice paths from (r, s) to (m,n) that never
rise above the line y = x is [1](

n+m− r − s
m− r

)
−
(
n+m− r − s
m− s+ 1

)
.

Then the number of lattice paths from (0, 0) to (m,n) that
never rise above the line y = x is(

n+m

m

)
−
(
n+m

m+ 1

)
.

The number of n-step lattice paths starting from (0, 0) that
never rise above the line y = x is

n∑
i=�n/2�

n!(2i+ 1− n)
(i+ 1)!(n− i)!

=

(
n


n/2�
)

.

The number of paths from (0, 0) to (n, n) that never rise
above the line y = x is the m-th Catalan number, denoted by
Cn, and define C0 = 1.

Cn =
1

n+ 1

(
2n

n

)

=

(
2n

n

)
−
(
2n

n+ 1

)

=
n∑
i=0

(
n

i

)2

with generating function

1−√1− 4x
2x

.

Also,

Cn+1 =
n∑
i=0

CiCn−1

=
2(2n+ 1)

n+ 2
Cn.

The follow table is the number of lattice path from (0, 0)
to (m,n) and weakly above the line y = x:

n = 8 1 8 35 110 275 572
n = 7 1 7 27 75 165 297
n = 6 1 6 20 48 90 132
n = 5 1 5 14 28 42 42
n = 4 1 4 9 14 14
n = 3 1 3 5 5
n = 2 1 2 2
n = 1 1 1
n = 0 1

m = 0 m = 1 m = 2 m = 3 m = 4 m = 5

The numbers on the diagonal are the Catalan numbers.
We can see that the sum of the numbers on the n-th slope

−1 line is
(

n
�n/2�

)
:

1, 2, 3, 6, 10, 20, 35, 70, 126, 252, 462, ...

It is the number of n-step lattice paths starting from (0, 0)
that never rise above the line y = x.

The number of ways of putting n like objects into r different
cells is [10] (

n+ r − 1
n

)
=

(
n+ r − 1
r − 1

)
.

It is also the number of nonnegative integer solutions to the
equation

r∑
i=1

xi = n.

The above number also equals

[xn](1 + x+ x2 + x3 + ...)r

= [xn](
1

1− x )
r

= [xn](1− x)−r

= [xn]
∑
i≥0

(−r
i

)
(−1)ixi

= [xn]
∑
i≥0
(−1)i

(
i+ r − 1

i

)
(−1)ixi

=

(
n+ r − 1

n

)
.

The number of ways of putting n like objects into r different
cells with no cell is empty is(

n− 1
r − 1

)
.

It is also the the number of positive integer solutions to the
equation

r∑
i=1

xi = n.

The above number also equals

[xn](x+ x2 + x3 + ...)r

= [xn](
x

1− x )
r

= [xn]xr(1− x)−r

= [xn−r]
∑
i≥0

(−r
i

)
(−1)ixi

= [xn−r]
∑
i≥0
(−1)i

(
i+ r − 1

i

)
(−1)ixi

=

(
n− 1
n− r

)
=

(
n− 1
r − 1

)
.

If p is a prime, then
(
p
i

)
is divisible by p for 1 ≤ i ≤ p−1.

Fibonacci number: Fn is defined as F0 = 0, F1 = 1, Fn =
Fn−2 + Fn−1 for n ≥ 2. The generating function is

1

1− x− x2 .

Definition 1. A B-Sheffer sequence is a sequence of polyno-
mials (pi)i∈N0 such that deg pi = i, Bpi = pi−1, and p0 �= 0,
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associated with an operator B that can be written as a power
series of order 1 in the derivative operator, D. If a B-Sheffer
sequence has the initial value pn(0) = δ0,n, then it is a B-
basic sequence. [9]

II. MAIN RESULTS

Theorem 2. The number of lattice paths avoiding ↑≥2, from
(0, 0) to (m,n) is (

m+ 1

n

)
.

Proof: The m East steps provide m+1 positions (we can
say m+1 different cells) for n North steps to be inserted with
each cell containing at most one element (North step). Then
there are

(
m+1
n

)
ways to choose n cells.

Corollary 3. The number of lattice paths from (0, 0) to (ns+
1, nt− 1), avoiding ↑≥2is

(
ns+ 2

nt− 1
)

.

Corollary 4. The number of n-step paths with east and north
steps and with two consecutive north steps forbidden is equal
to

�n/2�∑
i=0

(
n+ 1− i

i

)
= Fn+2.

Theorem 5. The number of lattice paths from (0, 0) to (m,n)
avoiding ↑≥3is

�n/2�∑
i=0

(
m+ 1

n− i
)(
n− i
i

)
.

Proof: Without loss of generality, we assume that there
are i copies of double North Steps, n − 2i copies of single
North step in a lattice path from (0, 0) to (m,n) and avoiding
↑≥3. It is clear that 0 ≤ i ≤ 
n/2�. The m East steps provide
m+1 positions (we can say m+1 different cells) for n North
steps to be inserted with each cell containing at most one
element (↑ or ↑2). There are

(
m+1
n−i

)
ways to choose n cells

for the i copies ↑2 and n − 2i copies of ↑. We have
(
n−i
i

)
ways to distribute the i copies ↑2.

Corollary 6. The number of lattice paths of length l, starting
from (0, 0), avoiding ↑≥3is

�2(l+1)/3�∑
n=0

�n/2�∑
i=0

(
l − n+ 1
n− i

)(
n− i
i

)
.

Corollary 7. The number of lattice paths from (0, 0) to (ns+
1, nt− 1) avoiding ↑≥3is

�(nt−1)/2�∑
i=0

(
ns+ 2

nt− 1− i
)(
nt− 1− i

i

)
.

Theorem 8. Let f(m,n) be the number of lattice paths from
(0, 0) to (m,n) avoiding ↑≥k and −→≥k, taking steps from
{↑,−→}. Then

f(m,n) = f(m− 1, n) + f(m,n− 1)− f(m− k, n− 1)
− f(m− 1, n− k) + f(m− k, n− k).

Theorem 9. The number of lattice paths from (0, 0) to (m,n)
avoiding ↑≥2 and →≥3is(

n+ 1

m− n− 1
)
+ 2

(
n

m− n
)
+

(
n− 1

m− n+ 1
)

.

Corollary 10. The number , say f(n), of lattice paths of length
l, starting from (0, 0), avoiding ↑≥2 and →≥3is

�2(l+1)/3�∑
m=�(l+1)/2�

(
l −m+ 1
2m− l − 1

)
+ 2

�2l/3�∑
m=�l/2�

(
l −m
2m− l

)

+

�2(l−1)/3�∑
m=�(l−1)/2�

(
l −m− 1
2m− l + 1

)
).

f(n) = f(n− 2) + f(n− 3)
f(1) = 2, f(2) = 3, f(3) = 4.

The generating function is

1 + 2x+ 2x2 + x3

1− x2 − x3 .

Theorem 11. The generating function of the number of lattice
paths from (0, 0) to (m,n) avoiding ↑≥i, →≥jsatisfies

[xmyn]

(
i∑

k=1

xk−1)(
j∑

k=1

yk−1)

1− (
i∑

k=2

xk−1)(
j∑

k=2

yk−1)

.

Proof: Let P (x, y) be the generating function of the num-
ber of lattice paths from (0, 0) to (m,n) avoiding ↑≥i,→≥j .

P (x, y) =
∑
s≥0

∑
t≥0
p(m,n)xmyn.

Case 1. The contribution of paths starting with s East steps
and followed by t North steps (0 ≤ s ≤ i− 1, 0 ≤ t ≤ j − 1)
is

xsyt.

The total contribution for all possible s and t is(
1 + x+ x2 + ...+ xi−1

) (
1 + y + y2 + ...+ yj−1

)

= (
i∑

k=1

xk−1)(
j∑

k=1

yk−1).

Case 2. For the walks obtained by concatenating a path, u
(for possible u) North steps, and then v (1 ≤ v ≤ i− 1) East
steps, the contribution is

yuxvP (x, y).
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The total contribution for all possible u and v is

(y + y2 + ...+ yj−1)(x+ x2 + ...xi−1)P (x, y)

= (
i∑

k=2

xk−1)(
j∑

k=2

yk−1)P (x, y).

Adding these two contributions give the equation

P (x, y) = (

i∑
k=1

xk−1)(
j∑

k=1

yk−1)+(
i∑

k=2

xk−1)(
j∑

k=2

yk−1)P (x, y).

Therefore,

P (x, y) =

(
i∑

k=1

xk−1)(
j∑

k=1

yk−1)

1− (
i∑

k=2

xk−1)(
j∑

k=2

yk−1)

.

Theorem 12. The number, say f(m,n), of lattice paths from
(0, 0) to (m,n) avoiding ↑≥3and →≥3is

2

�m/2�∑
i=m−n

(
m− i
i

)(
m− i

n−m+ i
)

+

�m/2�∑
i=m−n−1

(
m− i
i

)(
m− i− 1

n−m+ i+ 1
)

+

�m/2�∑
i=m−n+1

(
m− i
i

)(
m− i+ 1

n−m+ i− 1
)

.

The generating function of the above numbers is(
1 + x+ x2

)
(1 + y + y2)

1− xy(1 + x+ y + xy) .

Also, for m ≥ n,

f(m,n) = 2

n∑
r=�m/2�

(
r

m− r
)(

r

n− r
)

+

min{m−1,n}∑
r=max{�(m−2)/2�,�n/2�}

(
r + 1

m− r − 1
)(

r

n− r
)

+
n−1∑

r=�m/2�

(
r

m− r
)(

r + 1

n− r − 1
)

.

Example:

[xmyn](

(
1 + x+ x2

)
(1 + y + y2)

1− xy(1 + x+ y + xy) )

counts the number of lattice paths from (0, 0) to (m,n)
avoiding ↑≥3and →≥3.

Proof: Now we prove the second formula of f(m,n). We
define a level-stretch (up-stretch), one or some unextendable
continues level (north) steps.

Case 1. If there are r level stretches and r up stretches in
a walk, then

�m/2 ≤ r ≤ n.

The generating function of this case is

2

n∑
r=�m/2�

(x+ x2)r(y + y2)r.

[xmyn]2

n∑
r=�m/2�

(x+ x2)r(y + y2)r

= 2[xmyn]

n∑
r=�m/2�

(

r∑
i=0

(
r

i

)
x2ixr−i)(

r∑
j=0

(
r

j

)
x2jxr−j)

= 2[xmyn]

n∑
r=�m/2�

(

r∑
i=0

(
r

i

)
xr+i)(

r∑
j=0

(
r

j

)
xr+j)

= 2
n∑

r=�m/2�

(
r

m− r
)(

r

n− r
)

.

Case 2. If there are r+1 level stretches and r up stretches
in a walk, then

max{�(m− 2)/2, �n/2} ≤ r ≤ min{m− 1, n}.

The generating function for this case is

min{m−1,n}∑
r=max{�(m−2)/2�,�n/2�}

(x+ x2)r+1(y + y2)r.

[xmyn]

min{m−1,n}∑
r=max{�(m−2)/2�,�n/2�}

(x+ x2)r+1(y + y2)r

=

min{m−1,n}∑
r=max{�(m−2)/2�,�n/2�}

(
r + 1

m− r − 1
)(

r

n− r
)

.

Case 3. If there are r level stretches and r+1 up stretches
in a walk, then

�m/2 ≤ r ≤ n.

The generating function for this case is

n−1∑
r=�m/2�

(x+ x2)r(y + y2)r+1.

[xmyn]

n−1∑
r=�m/2�

(x+ x2)r(y + y2)r+1

=

n−1∑
r=�m/2�

(
r

m− r
)(

r + 1

n− r − 1
)

.
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Corollary 13. The number of lattice paths from (0, 0) to (n, n)
avoiding ↑≥3and →≥3is

2

�n/2�∑
i=0

(
n− i
i

)(
n− i
i

)
+ 2


n2 �∑
j=1

(
n− j
j

)(
n− j + 1
j − 1

)
.

Theorem 14. The generating function for the number of lattice
paths from (0, 0) to (n, n) avoiding ↑≥3and →≥3, is

(1− t)2√(1 + t+ t2) (1− 3t+ t2)− (1− 3t+ t2)(1 + t2)
t2(1− 3t+ t2)

= 2t+ 6t2 + 14t3 + 34t4 + 84t5 + 208t6 + 518t7 + ... .

A proof in detail of this theorem involves Finite Operator
Calculus [6].

Proof: Let f(m,n) be the number of paths from (0, 0)
to (n, n) avoiding ↑k and −→k,taking steps from {↑,−→}.
Then

f(m,n) = f(m− 1, n) + f(m,n− 1)− f(m− k, n− 1)
− f(m− 1, n− k) + f(m− k, n− k).

Using Finite Operator Calculus it can be shown that the
basic sequence for this recursion for k = 3 has the generating
function∑

n≥0
bn (x) = 2

−x
(
1 + t−

√
(t+ 1) (4t2 + t+ 1)

)x

The initial values determine a Sheffer sequence, whose
generating function at x = 0 is the generating function in
the Theorem.

fn (m) = fn (m− 1) + fn−1 (m)− fn−3 (m− 1)
− fn−4 (m− 3) + fn−6 (m− 3)

∇ = B − E−1B3 − E−3B4 + E−3B6

E =
1

2
+
1

2
B − 1

2

√
1 + 2B + 5B2 + 4B3

∑
n≥0

bn (x) = 2
−x
(
1 + t−

√
(t+ 1) (4t2 + t+ 1)

)x

= φ (t)
x

φ1 (t)
x
=
∑
n≥0

x
bn (n+ x)

n+ x
tn

fn (n+ x) = fn (n+ x− 1) + fn−1 (n− 1 + x+ 1)− ...
E−1Bfn (n+ x) = fn−1 (n− 1 + x)
with fn (n− 1)− fn−3 (n− 2) = 0 for all n ≥ 5.

Let B̄ = E−1B. Then

sn (m) = sn (m− 1) + sn−1 (m+ 1)− sn−3 (m+ 2)
− sn−4 (m+ 1) + sn−6 (m+ 3)

∇ = E1B̄ − E2B̄3 − E1B̄4 + E3B̄6
E−1∇ = B̄∇+ (E−1B̄ − B̄4) (1− E2B̄2)

∇ = E1B̄ (E−1 − B̄3) (1 + E1B̄) = τ (B)
fn (n− 1)− fn−3 (n− 2) = 0 for all n ≥ 5

gn+3 (n)− gn (n− 1)
f4 (3)− f1 (2) = 1; f3 (2)− f0 (1) = −1;
f2 (1)− f−1 (0) = 0;
f1 (0) = −1; f0 (−1) = 1
L 〈fn (n+ x)〉 = fn (n− 1)− fn−3 (n− 3 + 1)
= Eval−1 − Eval1

(
E−1B

)3
⇒ op (L) = E−1 − EB̄
sn (x) = fn (n+ x) =

∑n
l=0 〈L|fn−l〉 op (L)−1 b̄l (x)

= op (L)
−1
b̄n (x)−op (L)−1 b̄n−1 (x)−op (L)−1 b̄n−3 (x)

+op (L)
−1
b̄n−5 (x)

s (x, t) =
(

1
2t3

(
−t2 + 1− t−√(t2 − 3t+ 1) (t2 + t+ 1)))x

× (1− t− t3 + t4) /(
1
2t3

( −t2 + 1− t
−√(t2 − 3t+ 1) (t2 + t+ 1)

))−1

−t3
(

1
2t3

(
−t2 + 1− t−√(t2 − 3t+ 1) (t2 + t+ 1)))

(s (0, t)− 1− t2)/t2) is the generating function.

Corollary 15. The number of lattice paths from (0, 0) to
((ns+ 1), (nt− 1)) avoiding ↑≥3and →≥3is

2

�(ns+1)/2�∑
i=n(s−t)+2

(
ns+ 1− i

i

)(
ns+ 1− i

nt− 1−m+ i
)

+

�(ns+1)/2�∑
i=n(s−t)+1

(
ns+ 1− i

i

)(
ns− i

n(t− s)− 1 + i
)

�(ns+1)/2�∑
i=n(s−t)+3

(
ns+ 1− i

i

)(
ns+ 1− i+ 1
n(t− s)− 3 + i

)

Example 16. For m ≤ 7 and n ≤ 8, the number, say f(m,n),
of lattice paths from (0, 0) to (m,n) avoiding ↑≥3and →≥3is
as follows:

n = 8 1 15 87
n = 7 4 30 114
n = 6 1 10 43 113
n = 5 3 16 45 84
n = 4 1 6 18 34 45
n = 3 2 7 14 18 16
n = 2 1 3 6 7 6 3
n = 1 1 2 3 2 1
n = 0 1 1

m = 0 m = 1 m = 2 m = 3 m = 4 m = 5

f(m,n) = f(m− 1, n) + f(m,n− 1)− f(m− 3, n− 1)
− f(m− 1, n− 3) + f(m− 3, n− 3).

f(6, 6) = f(5, 6) + f(6, 51)− f(3, 5)
− f(5, 3) + f(3, 3)
= 113 + 113− 16− 16 + 14
= 208.
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Theorem 17. The number of lattice path from (0, 0) to (m,n)
avoiding ↑≥4,→≥4is

2

�n/3�∑
i=0

�(n−3i)/2�∑
j=0

(
n− 2i− j

i

)(
n− 3i− j

j

)

min{�n/3�,
 2i+j2 �}∑
s=0

(
n− 2i− j

s

)(
n− 2i− j − s
2i+ j − 2s

)

+2

�n/3�∑
i=0

�(n−3i)/2�∑
j=0

(
n− 2i− j

i

)(
n− 3i− j

j

)

min{�n/3�,
 2i+j+12 �}∑
s=0

(
n− 2i− j − 1

s

)(
n− 2i− j − s− 1
2i+ j + 1− 2s

)
.

The above number equals

[xmyn](

(
1 + x+ x2 + x3

)
(1 + y + y2 + y3)

1− xy (1 + y + y2) (1 + x2 + x) ).

Theorem 18. Given two positive integers n and r and let
p(n, r) be the number of vectors (x1, x2, ..., xr), such that

n =

r∑
i=1

xi

xi is positive integer for i = 1, 2, ..., r. Then

p(n, r) =

(
n− 1
r − 1

)
.

Proof:

[xn] (x+ x2 + x3 + ...)r

= [xn]xr(1− x)−r

= [xn]xr
∑
i≥0

(
i+ r − 1

i

)
xi

=

(
n− 1
r − 1

)
.

Remember
(−n
k

)
= (−1)k(n+k−1k

)
.

Theorem 19. Given three positive integers n, r and k and let
p(n, r, k) be the number of vectors (x1, x2, ..., xr), such that

n =

r∑
i=1

xi

xi is positive integer, and 1 ≤ xi ≤ k for i = 1, 2, ..., r. Then

p(n, r, k) =

min{r,
n−1k �}∑
h=0

(−1)h
(
n− kh− 1
r − 1

)(
r

h

)
.

Example:
p(3, 3, 1) = p(3, 3, 2) = 1: (1, 1, 1)
p(3, 2, 2) = 2: (1, 2) and (2, 1)
p(4, 3, 2) = 3: (1, 1, 2), (1, 2, 1) and (2, 1, 1)
p(n, r, k)− p(n, r, n− 1) ≥ 0 for 0 < n ≤ r(k + 1)/2.

Proof:

[xn] (x+ x2 + x3 + ...+ xk)r

=
[
xn−r

]
(1 + x+ x2 + ...+ xk−1)r

=
[
xn−r

] (1− xk)r
(1− x)r

=
[
xn−r

]
(1− xk)r(1− x)−r

=
[
xn−r

]
(
∑
h≥0
(−1)h

(
r

h

)
xkh)(

∑
i≥0

(
i+ r − 1

i

)
xi)

=

min{r,
n−1k �}∑
h=0

(−1)h
(
n− kh− 1
r − 1

)(
r

h

)
.

Theorem 20. Given four positive integers n, r, k, and t, and
let p(n, r, k, t) be the number of vectors (x1, x2, ..., xr), such
that

n =
r∑
i=1

xi

xi is positive integer, and t ≤ xi ≤ k for i = 1, 2, ..., r. Then

p(n, r, k, t) = p(n− (t− 1)r, r, k − (t− 1)

=

min{r,
n−rt+r−1k−t+1 �}∑
h=0

(−1)h×
(
n− rt+ r − hk + ht− h− 1

r − 1
)(

r

h

)
.

Example:
p(3, 3, 1, 1) = 1: (1, 1, 1)
p(3, 2, 2, 1) = 2: (1, 2) and (2, 1)
p(4, 3, 2, 1) = 3: (1, 1, 2), (1, 2, 1) and (2, 1, 1)

Proof:

[xn] (xt + xt+1 + xt+2 + ...+ xk)r

=
[
xn−tr

]
(1 + x+ x2 + ...+ xk−t)r

=
[
xn−tr

] (1− xk−r+1)r
(1− x)r

=
[
xn−tr

]
(1− xk−r+1)r(1− x)−r

=
[
xn−tr

]
(
∑
h≥0
(−1)h

(
r

h

)
x(k−r+1)h)(

∑
i≥0

(
i+ r − 1

i

)
xi)

=

min{r,
n−rt+r−1k−t+1 �}∑
h=0

(−1)h×
(
n− rt+ r − hk + ht− h− 1

r − 1
)(

r

h

)
.

III. OPEN PROBLEMS

Problem 21. How to find the number of lattice paths from
(0, 0) to (m,n) avoiding ↑≥i,→≥j , and weakly above the
diagonal y = x. And how to find a good generating function
for this problem?
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Problem 22. How to find the number, say f(m,n), of lattice
path from (0, 0) to (m,n) avoiding ↑≥3, −→≥3, and weakly
above y = x? (This problem is a special case of the above
problem: i = j = 3)

You can see some numbers of this problem:

n = 14
n = 13
n = 12
n = 11
n = 10 1
n = 9 5
n = 8 1 14
n = 7 4 25
n = 6 1 9 29
n = 5 3 12 20
n = 4 1 5 9 8
n = 3 2 4 4
n = 2 1 2 2
n = 1 1 1
n = 0

m = 0 m = 1 m = 2 m = 3 m = 4

For m+ 2 ≤ n,

f(m,n) = f(m− 1, n) + f(m− 1, n− 1) + f(m− 1, n− 2)
− f(m− 3, n)− f(m− 3, n− 1)− f(m− 3, n− 2).

For m+ 1 = n,

f(n, n+ 1) = f(n− 1, n+ 1) + f(n− 1, n)
− f(n− 3, n+ 1)− f(n− 3, n).

For m = n,

f(n, n) = f(n− 1, n)− f(n− 3, n).
Example:

f(9, 12) = f(8, 12) + f(8, 11) + f(8, 10)

− f(6, 12)− f(6, 11)− f(6, 10)
= 1023 + 1156 + 956− 27− 70− 130
= 2098

f(6, 7) = f(5, 7) + f(5, 6)− f(3, 7)− f(3, 6)
= 70 + 45− 4− 9 = 103

f(5, 5) = f(4, 5)− f(2, 5)
= 20− 3 = 17

(1) We can say the numbers on the first line with slope 2
are:

1, 1, 1, 1, 1, 1, 1, 1, ...

(2) The numbers on the second line with slope 2 are:

1, 2, 3, 4, 5, 6, 7, ..

(3) The numbers on the third line with slope 2 are:

0, 2, 5, 9, 14, 20, 27, 35, 44, 54, ...(
n+ 1

2

)
− 1, for n ≥ 2

(4) The numbers on the fourth line with slope 2 are:

0, 1, 4, 12, 25, 44, 70, 104, 147, 200...

f(n) =
1

6
n(n+ 5)(n− 2), for n ≥ 3

f(n+3) is the number in the sequence [11, A000297] which
counts other things:

Some kind of partitions by P. Erdos, R. K. Guy and J. W.
Moon [2].

Rooted trees by J. Riordan [10].
(5) The numbers on the fifth line with slope 2 are:

0, 0, 2, 9, 29, 67, 130, 226, 364, 554, 807, ....

1

24
(n− 2)(n3 + 8n2 − 9n− 48), for n ≥ 4

(6) The numbers on the sixth line with slope 2 are:

0, 0, 0, 4, 20, 70, 176, 370, 693, ....

1

120
(n− 2) (n4 + 12n3 − 21n2 − 232n+ 360) ,

for n ≥ 5
(7) The numbers on the seventh line with slope 2 are:

0, 0, 0, 0, 8, 45, 168, 454, 1023, 2045, 3751, ...

1

720
n
(
n5 + 15n4 − 65n3 − 675n2 + 3304n− 3300) ,

for n ≥ 6
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Abstract—In this work, decoy state enabled Quantum Key 
Distribution (QKD) system configurations are studied using a 
specialized modeling and simulation framework. QKD systems 
exploit the laws of quantum mechanics to generate 
unconditionally secure cryptographic keying material for use in 
high-security applications such as banking, government, and 
military environments. However, QKD systems have 
implementation non-idealities which can negatively impact 
system performance and security. Moreover, performance-
security configuration tradeoffs are not fully understood nor 
have they been comprehensively studied. This article extends 
previous work and addresses these gaps by examining decoy state 
enabled QKD system configurations outside of typical operating 
regimes. The results of this study demonstrate that practically-
oriented QKD systems can provide high quantum throughput
(i.e., system performance) and ensure photon number splitting 
attacks are detected with high confidence (i.e., system security).

Keywords—Quantum Key Distribution; Decoy State Protocol; 
Modeling & Simulation

I. INTRODUCTION

Quantum Key Distribution (QKD) is a complex cyber 
security technology which exploits the laws of quantum 
mechanics to generate unconditionally secure cryptographic 
keying material for use in high-security environments such as 
banking, government, and military environments. The genesis 
of QKD traces back to the late 1960s, when Stephen Wiesner 
first proposed the idea of encoding information on photons 
using two conjugate encoding bases [1]. In 1984, Charles 
Bennett and Gilles Brassard extended this idea by introducing
the first QKD protocol, known as “BB84,” to generate shared 
secret keying material between two geographically separated 
parties [2]. From its relatively unnoticed beginnings, QKD has 
emerged as an important development in the cyber security 
solution space with commercial offerings available from 
several venders across Asia, Europe, and North America [3].

However, these systems have implementation non-
idealities and practical engineering limitations which can 
negatively impact system performance and security. 
Moreover, performance-security configuration trade-offs are 
not fully understood nor have they been comprehensively 

studied. To address these gaps, a specialized Modeling and 
Simulation (M&S) framework is used to study the security 
and performance of real-world QKD systems [4], [5]. This 
work extends previous work [6] and examines decoy state 
protocol configurations different from typical operating 
regimes. The results of this M&S study demonstrate that 
practically-oriented QKD systems can provide high quantum 
throughput (i.e., performance) and ensure Photon Number 
Splitting (PNS) attacks are detected with high confidence (i.e., 
security).

II. QUANTUM KEY DISTRIBUTION (QKD) SYSTEMS

Fig. 1 illustrates a notional QKD system architecture,
where single photons – known as quantum bits or “qubits” –
are encoded and transmitted between two parties to securely 
generate a shared cryptographic key �. The QKD system 
consists of a sender “Alice,” a receiver “Bob,” a quantum 
channel (i.e., an optical fiber or direct-line-of-sight path), and 
a classical channel (i.e., a conventional networked 
connection). Alice is shown with a laser source configured to
prepare (generate and encode) single photon optical pulses, 
while Bob measures them using specialized Single Photon 
Detectors (SPDs).

Fig. 1. QKD System Context Diagram. The sender “Alice” and receiver 
“Bob” generate shared secret key � for use in data encryption.

Typically, the QKD-generated shared key � is used to 
increase the security posture of traditional symmetric 
encryption algorithms such AES through frequent re-keying 
(i.e., reducing the time and information available for 
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cryptanalysis attempts). More ideally, QKD is often discussed 
as an enabler to the One-Time-Pad (OTP) – the only known 
encryption algorithm to achieve perfect secrecy [7], [8]. This 
is because QKD can uniquely generate unlimited amounts of 
unconditionally secure random keying material, making 
previously unrealistic OTP configurations possible. In this 
way, QKD enables unbreakable communication between two 
parties.

A. The BB84 QKD Protocol
While there are many competing QKD protocols, BB84 is 

relatively easy to understand and remains a popular 
implementation choice. As illustrated in Table I, BB84 is a 
prepare-and-measure QKD protocol where Alice prepares 
photons in one of four polarization states (e.g., |��, |�� , |��,
or |��) according to a randomly selected basis (“rectilinear” 
shown as � or “diagonal” shown as 	) and bit value (0 or 1). 
Alice then transmits the encoded photons to Bob over the 
quantum channel, where he measures each photon using a
randomly selected measurement basis (� or 	). If Alice and 
Bob’s bases agree, the photon is read correctly with a high 
probability, otherwise a random result occurs.

TABLE I
EXAMPLE BB84 PROTOCOL

Alice Prepares Bob Measures

Encoding 
Basis Bit Prepared State

Decoding    
Basis Result

� 0 |�� � 0
� 1 |�� � 1
� 0 |�� 	 random
� 1 |�� 	 random
	 0 |�� � random
	 1 |�� � random
	 0 |�� 	 0
	 1 |�� 	 1

 
The unconditionally secure nature of QKD is based on the 

inherent uncertainty of the measurement result when encoding 
and decoding photons with two conjugate bases as is the case 
with BB84 [9], [10]. Thus, whenever an eavesdropper “Eve” 
attempts to listen on the quantum channel, she must randomly 
select a measurement basis and will inevitably be wrong 50% 
of the time. Eve necessarily introduces detectable errors,
which contribute to the system’s Quantum Bit Error Rate 
(QBER). If the QBER exceeds the system’s security threshold 
(e.g., QBER > 11% [11]), the QKD process is aborted as it is 
assumed an adversary is listening on the quantum channel.

B. Implementation Non-Idealities and System Vulnerabilities
BB84 security proofs assume several idealities, including 

perfect on-demand single photon sources, lossless quantum 
transmission, perfect transmitter-receiver basis alignment, and 
perfect single photon detection [2], [10]. However, these 
assumptions are not valid when building real-world QKD 
systems [12]. For example, reliable on-demand single photon 
sources are not currently available nor are they expected in the 

near term [13]. Therefore, most QKD systems attenuate 
classical laser pulses down from millions of photons to weak 
coherent pulses with a low Mean Photon Number (MPN) 
represented by a Poisson distribution [13]


(�|�) = ����

�!
(1)

where � = MPN and � represents the number of photons in a 
pulse. For example, when � = 0.1, ~90.5% of the pulses have 
no photons, ~9.0% of the pulses have one photon, and ~0.5% 
of the pulses have two or more photons. These multiphoton 
pulses introduce a significant vulnerability, exposing 
information about the unconditionally secure key. For 
example, with an MPN of 0.5, as is often the case in decoy 
state QKD systems, nearly 25% of the pulses emitted by Alice 
are insecure multiphoton pulses. This implementation 
vulnerability has been subject of a number of practical and 
theoretical attacks, since the first QKD system [14].

C. Photon Number Splitting (PNS) Attacks 
Fig. 2 provides a simplified depiction of Eve conducting a 

PNS attack against the QKD system (i.e., Alice and Bob). The 
powerful theoretical attack is designed to take advantage of 
this multiphoton vulnerability in order to obtain a full copy of 
Alice and Bob’s shared secret key bits without introducing 
additional errors [15], [16]. In accordance with QKD security 
proofs, Eve is an all-powerful adversary limited only by the 
laws of quantum mechanics [11]. This means she is allowed to 
interfere with the quantum channel (thereby introducing losses 
and errors) and listen to the classical channel.

���(� �(� ���� ��À�¾�½�ÂÂ�½� �+À�� ��� +À�ã!� �¾� ¾��¿� ���Ã�¼��� �� ���¼��
Number Splitting (PNS) attack against the QKD system (Alice and Bob).

In order to conduct the PNS attack, Eve replaces Alice and 
Bob’s quantum channel with a lossless channel, requiring a 
geographically separated Eve�. For each weak coherent pulse 
Alice generates, Eve performs a Quantum Non-Demolition 
(QND) measurement to determine the number of photons � in 
each pulse without causing errors in the pulse’s encoded state.
If � � 1, Eve blocks the pulse and sends nothing to Bob. If 
� � 2, Eve splits one photon from the pulse and stores it in 
her quantum memory. She then sends the remaining � � 1
photons to Bob via the lossless channel, typically achieved 
through quantum teleportation via entangled photon pairs [17].
$���Ã¾�� �	� +À�È¾� ��¾¾��¾¾� ������� +À�ã�  Ã¾¼� �ÂÂ�Á� ����
matching so as to not exceed Bob’s expected detection rate to 
avoid obvious detection.
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This process allows Eve to store a copy of every photon 
sent to Bob without introducing additional errors during 
quantum exchange. Once Alice and Bob announce their 
measurement basis information over the classical channel, Eve 
is then able to correctly measure her stored photons. In this 
manner, Eve is able to obtain a complete copy of Alice and 
Bob’s unconditionally secure cryptographic key bits.

D. The Decoy State Protocol
In 2003, the decoy state protocol was introduced to detect 

PNS attacks [18]. It was quickly improved upon in [19], [20]
and is now widely employed (see [6] for a comprehensive 
listing). In particular, the decoy state protocol is advantageous 
as it is relatively easy to implement (low cost), increases the 
system’s distributed key rate (high performance), and provides 
the ability to detect PNS attacks (high security).

As shown in Table II, decoy state enabled QKD systems 
typically employ three states: 1. Signal, 2. Decoy, and 
3. Vacuum [20]. In this configuration, the signal state 
facilitates increased key distribution rates and greater 
operational distances by using a higher MPN (i.e., 0.6 is 
greater than the value 0.1 typically used in non-decoy state 
protocols). The decoy state allows the system to detect PNS 
attacks through differential analysis between the signal and 
decoy states. Lastly, the vacuum state is used to characterize 
noise on the quantum channel (i.e. erroneous detections).

TABLE II
EXAMPLE DECOY STATE PROTOCOL CONFIGURATION

State PURPOSE MPN
Occurrence 
Percentage

Signal
�

The signal state is used to transmit 
pulses used for generating secret key. 0.6 70%

Decoy
�

The decoy state is used to detect
unauthorized eavesdropping on the 
quantum channel through statistical 
differential with the signal state.

0.2 20%

Vacuum
��

The vacuum state is used to determine 
the “dark count” or noise level of the 
receiver’s single photon detectors (i.e., 
when no photons are transmitted).

~0+ 10%

The decoy state protocol extends the BB84 protocol by 
configuring Alice to randomly transmit signal, decoy, and 
vacuum states according to their prescribed occurrence 
percentages and respective MPNs. In order to maintain 
protocol integrity, each state must be identical (i.e., 
indistinguishable pulse shape, wavelength, duration, etc.) such 
that Eve cannot distinguish a decoy state from a signal or 
vacuum state. The only information available to Eve, which 
she obtains by making a QND measurement, is the number of 
photons � = 0, 1, 2, …N in each pulse.

Through a slightly modified version of quantum exchange, 
the QKD system is able to detect PNS attacks by statistically 
identifying differences between the signal and decoy states, 
such as the efficiency-based security condition [21]

������� = �"�#$% . (2)

Under normal operational conditions (i.e., when no PNS 
attacks are occurring), the signal and decoy state efficiencies 
are the same for a given QKD architecture because the 
quantum channel efficiency is relatively fixed and not 
dependent on the state type (signal or decoy). Conversely, the 
PNS attack adversely impacts the decoy state more so than the 
signal state because of its lower MPN. Thus, an adversary is 
assumed to be conducting a PNS attack on the key distribution 
channel when �&'*+-/ 3 �"�#$%.

While the decoy state protocol was introduced to detect 
PNS attacks, it has primarily been used to increase key 
generation rates without detailed consideration of its practical 
impact on performance or security. While the researcher’s 
previous work [6] addresses the system’s ability to detect PNS 
attacks in detail, this work extends those results beyond 
typical operating regimes and includes additional discussion 
regarding performance-security tradeoffs.

III. STUDYING DECOY STATE ENABLED QKD SYSTEMS

In this section, performance and security measures as they 
are used in this study are described. Note this paper is not a 
formal study of unconditionally secure key rates, which is 
already well studied in a number of research articles [11].
Instead, decoy state configurations are studied at a more 
rudimentary level, that is, performance is described by 
quantum throughput and security is described as the system’s 
ability to detect PNS attacks.

In this study, the performance and security of the modeled 
decoy state QKD system is studied across four signal state 
MPNs. Specifically, the traditionally employed decoy state 
MPN of 0.5 [20] is compared to higher MPNs of 0.8, 1.0, and 
1.2 as suggested by [22]. Additionally, the decoy state MPN is 
fixed at 0.1 as suggested in [20], while the decoy state 
protocol occurrence percentages for the signal, decoy, and 
vacuum states are set to 99%, 0.5%, and 0.5% based on 
previous work [6].

A. Measuring Implemtation Performance
QKD system performance is typically described as the 

unconditionally secure key rate 4. However, in this study the 
system’s quantum throughput is used as it provides a more 
direct accounting of the system’s physical layer performance
when comparing MPNs. That being said, the system’s 
quantum throughput is closely related to the system’s secret 
key rate, 4, described as [19], [20]

4 � 5{�6789:;<>?:;<+6A[1 � >?(BA)]} C 7D9 (3)

where 5 is the protocol efficiency (i.e., 50% of system’s 
detections are sifted out due to an incorrect measurement 
basis), 6 = EFGH�I $J ������ �K�K� "�K�#K�$��

L$K�� �FGH�I $J ���K ������ �K�K� OF����
is the 

measured signal state gain, ; = 3% is the signal state QBER, 
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789:;< is the efficiency of error reconciliation technique 
��(�(�� �(�3� 	�½� �½½�½� ½�¼�¾� �	� ä4@� [23]), >? is the Shannon 
binary entropy calculation >?(S) = �STUV?(S) �
(1 � S)TUV?(1 � S) [8], 6A is the estimated gain from single 
photon pulses emitted by Alice, BA is the estimated QBER for 
single photon pulses emitted by Alice, and 7D9 = 5 Mhz is the 
system’s modeled pulse rate. A more thorough treatment of 
this equation and its parameters is given in [5].

From Eq. (3), it is important to note the signal state gain 
6 is directly measured during system operation, while the 
gain due to single photon pulses emitted by Alice 6A is merely
bound. This is because practically-oriented QKD systems (i.e., 
systems which balance cost, performance, and security trades 
towards affordability) are unable to distinguish between a 
detection event due to a secure single photon pulse or an
insecure multiphoton pulse – it is simply detected or not 
detected [11]. Thus, both the total measured quantum 
throughput (i.e., akin to 6) and a worst case single-photon 
throughput based on Poissonian statistics (i.e., akin to 6A) are 
considered for performance metrics.

B. Measuring Implementation Security
The QKD system’s security is described as the likelihood 

of detecting PNS attacks (i.e., 0-100%) using a 99.9% 
prediction interval and the decoy state security condition as 
described in Eq. (2). For each of the four configurations 
considered (i.e., MPN = 0.5. 0.8, 1.0, and 1.2), simulations 
were conducted without and without PNS attacks for a total of 
eight treatments each with 1,000 simulation runs. A large 
number of runs are conducted to well-characterize the 
system’s security posture and provide sufficient statistical 
evidence to detect PNS attacks with high confidence.

Additionally, regarding performance-security tradeoffs, it 
is of interest to understand the minimum number of decoy 
state detections required to detect PNS attacks with high 
confidence. This allows the decoy state configuration to be 
maximized for higher secret key rates. More specifically, the 
signal state occurrence percentage and MPN can be chosen to 
meet the minimum requirements to ensure PNS attacks are 
detected, thus, enabling maximum performance.

IV. ANALYSIS OF RESULTS

A. Quantum Throughput
Fig. 3 illustrates the resulting quantum throughput for the 

four configurations considered (i.e., signal state MPN = 0.5, 
0.8, 1.0, and 1.2) over an operational distance 50 km with 
10 dB loss representative of telecom single mode fiber at 1550 
nm wavelength [13]. Additionally, Bob’s architecture induces 
~4 dB of loss with 10% detection efficiency as is common in 
practically-oriented QKD systems. 

As expected, the resulting quantum throughputs are linear 
in nature with decreasing improvement when accounting for 
the worst case single-photon throughput. While single-photon 
throughput grows with higher MPNs, QKD security proofs 

suggest an optimized signal state MPN of ~0.5 [20], [24] to 
maximize the number of single photon pulses and minimize 
the number of insecure multiphoton pulses. However, QKD 
developers wishing to increase system performance can select 
higher MPNs beyond this theoretical security limit to reduce 
the number of non-empty pulses as shown in Table III [25].

TABLE III
MPN COMPARISONS

MPN

Number of photons per pulse
(Poissonian Distribution) % of  non-empty 

pulses

% of non-
empty pulses 
that are single 
photon pulses0 1 å�

0.5 61% 30% 9% 39% 77%
0.8 45% 36% 19% 55% 65%
1.0 37% 37% 26% 63% 58%
1.2 30% 36% 34% 70% 52%

Note: when considering higher MPNs, it is important to 
remind the reader that the unconditionally secure nature of 
QKD requires that secret key only be generated from single 
photon pulses, despite the fact that the system cannot tell the 
difference between a secure single photon detection and an
insecure multiphoton detection. Thus, information loss due to 
multiphoton pulses must be strictly accounted for and negated 
with advanced information theory techniques such as entropy 
estimation and privacy amplification [11].

B. Detecting Photon Number Splitting (PNS) Attacks
Fig 4. presents results of the decoy state configuration 

when the signal state MPN = 1.2 (MPNs of 0.5, 0.8, and 1.0 
are not shown as the results are similar). The normal signal 
and decoy state efficiencies (i.e., without PNS attacks) are 
shown in blue and green. Additionally, the system’s expected 
variation is captured by the 99.9% prediction interval based on 
the decoy state’s measurements. The overlapping efficiencies, 
imply ������� = �"�#$% . Thus, the system is operating in a 
known secure state.

Conversely, when subject to PNS attacks the decoy state 
efficiency, shown in red, is outside the system’s 99.9% 
prediction interval demonstrating the system is under attack
(i.e., ������� 3 �"�#$%). This effect occurs because Eve’s PNS 
attack blocks a disproportionate number of decoy state pulses 
due to its lower MPN, and thus, reduces the decoy state’s 
calculated efficiency. In the four configurations considered at 
50 km distances, the PNS attack was successfully detected 
with significant statistical confidence in all 4,000 trials (i.e., 
100% detection). For example, in the worst case (i.e., when 
efficiencies are closest) the attack is detected with 
 < 0.001.

Lastly, Table IV provides an important finding regarding 
the minimum number of decoy state detections to reliably 
detect PNS attacks. From these results, we learn that a very 
small number of decoy state detections ä14 is sufficient to 
detect PNS attacks with high confidence. More specifically, in 
all 1,000 PNS attacks, the decoy state efficiency is readily 
detectable as it is below the 99.9% lower bound of 0.00607.
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TABLE IV
DECOY STATE DETECTIONS FOR HIGH PERFORMANCE CONFIGURATION

(99% SIGNAL STATES WITH MPN = 1.2, 0.5% DECOY STATES WITH MPN = 0.1)

Number of 
decoy states

detected

Number
of trials

Percentage
of

total

Average
efficiency

Standard
deviation

0 4 0% 0.00000 0
1 16 2% 0.00024 0.0000093
2 45 5% 0.00061 0.0000136
3 87 9% 0.00097 0.0000198
4 144 14% 0.00134 0.0000314
5 188 19% 0.00171 0.0000317
6 153 15% 0.00208 0.0000496
7 103 10% 0.00244 0.0000448
8 109 11% 0.00281 0.0000606
9 56 6% 0.00317 0.0000622

10 46 5% 0.00354 0.0000792
11 31 3% 0.00391 0.0000743
12 12 1% 0.00425 0.0000809
13 6 1% 0.00458 0.0001317
14 1 0% 0.00490 N/A

V. CONCLUSIONS

This work demonstrates how a specialized system-level 
M&S framework can be used to study complex cyber security 
technologies such as QKD. The results of this study shown 
that higher MPNs (i.e., MPNs of 1.0 – 1.2) can be employed 
by decoy state enabled QKD systems to provide increased 
single-photon throughput while ensuring PNS attacks are 
detected with high confidence. Additionally, these results aid 
cyber security specialists in understanding the QKD system’s 
sensitivity to PNS attacks.
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Figure 3. Quantum throughput for simulated QKD system configurations. For each configuration, 1,000 trials are conducted using an otherwise fixed architecture.
As the quantum throughputs demonstrate, higher Mean Photon Numbers (MPNs) improve system performance.

Figure 4. Detectability of the Photon Number Splitting (PNS) attack for the QKD systems configuration when the signal state MPN = 1.2. As demonstrated by the 
99.9% prediction interval, the PNS attack is readily detectable.
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Abstract—The Department of Defense (DoD) is actively pursu-
ing the use of Live, Virtual, and Constructive (LVC) simulation to
provide cost-effective training. This paper studies the planning
and execution of a Command and Control (C2) LVC training
event hosted by the Distributed Mission Operations Center
(DMOC) in support of Air Combat Command’s Weapons School
curriculum. This training consists of operators from four C2
platforms responsible for managing a simulated battlespace
with 100’s of constructive entities (friendly, adversarial, and
neutral) while integrating operations with space, cyberspace,
and intelligence representatives. In this paper, the processes
for planning and executing the C2 LVC event are captured
and compared to the systems engineering technical processes
described in the International Organization for Standardization
15288 standard. Lastly, the DMOC C2 LVC event planning and
execution processes are decomposed and examined to gain insight,
and offer suggestions for improving the effectiveness of LVC
training opportunities.

Index Terms—Live, Virtual, Constructive, Simulation, Com-
mand and Control, Training

I. INTRODUCTION

Today’s global security environment is increasingly unpre-

dictable and the American Armed Forces must be prepared

to respond to a variety of threats (e.g., the growth of ISIS,

Chinese expansion in the South China Sea, the rise of Kim

Jong-un in North Korea, and Russia’s annexation of Ukraine)

[1]. For this reason, military training which increasingly

blends physical and virtual experiences to simulate contested

environments is a top national level priority for the United

States military [1]. Additionally, shrinking budgets and grow-

ing operational demands have created a situation where the

military is continuously required to “do more with less” [2].

Previously, when the military faced similar budgetary issues

it was argued that the most efficient way to “do more with

less” was to improve Command and Control (C2) because the

effective employment of C2 is a force multiplier and often

the deciding factor in modern warfare [3], [4]. Thus, training

of C2 personnel is of utmost importance and should focus on

developing the C2 decision-making skills required to manage

a complex battlespace [4], [3], [5]. However, these training

opportunities are rare because they are difficult to organize,

costly, subject to unpredictable environmental conditions, and

pose significant risks to personnel and equipment [6], [7], [5],

[8].

In this paper, we describe how recent advances in Live,

Virtual, Constructive (LVC) simulation can help solve this

training deficiency. More specifically, we study the planning

and execution of a C2 LVC training event hosted by the

Distributed Mission Operations Center (DMOC) in support

of Air Combat Command’s (ACC) Weapons School curricu-

lum. Current LVC simulation environments enable training,

familiarization, and rehearsal activities on not only the issues

facing today’s forces, but issues surrounding conflicts and

technologies of the future. Previously these activities were

either impossible or unfeasible due to finances, physical dis-

tance, public perception, intelligence sensitivities, or sheer

scale [9], [10]. For example, it is now possible for individuals

from geographically distributed locations, different warfighting

commands, countries, and even operational domains (i.e., Air,

Land, Sea, Space, and Cyberspace) to train together via more

robust and realistic simulation environments [11], [12].

First, we provide a brief background which explains the

applications and challenges associated with LVC simulations.

Then, we define the DMOC approach for planning and exe-

cuting a C2 LVC event and examine them using the Systems

Engineering (SE) technical processes of ISO 15288 [13]. Next,

the DMOC C2 LVC event planning and execution processes

are decomposed into supporting activities. Finally, the C2 LVC

training event is examined to gain insight and offer suggestions

for improving the effectiveness of DoD training opportunities.

II. BACKGROUND

Because C2 requires tacit and explicit knowledge, it must

be both taught and developed [4], [3], [14]. For example,

military members are often exposed to repeated stresses and

dynamic decision making environments to create mental mod-

els that accelerate and improve decision-making [15], [14],

[16]. In the past, these training scenarios largely consisted of

“role-playing” highly scripted scenarios. For simple training

scenarios with a limited number of participants, this may be

sufficient; however, training C2 operators to effectively wage

a large air campaign that integrates disparate services and

coalition partners becomes exceedingly complicated and cost

prohibitive [2], [5], [1]. To meet these needs the United States

Air Force (USAF) and the Department of Defense (DoD) are
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actively pursuing the use of LVC simulation to provide robust

C2 operational training.

A. What is LVC?

Fig. 1 provides a common framework used in the DoD

for distinguishing between the live, virtual, and construc-

tive domains [17]. Live refers to warfighters operating their

real-world equipment, virtual involves warfighters operating

simulated systems (e.g., flight simulators), and constructive

includes all of the software generated object representations

required to create and enhance the simulated environment for

a given scenario [2]. Applying this classification framework

simplifies the classification of warfighting activities into the

live, virtual, or constructive domains. LVC events often com-

bine multiple domains [2], [18]. Additionally, LVC simulation

often integrates both local and distributed participants into a

single, seamless training scenario.

Fig. 1. Simulation Classification Framework [17].

B. LVC Benefits

Due to the multiple domains LVC technology is capable of

integrating, it has numerous applications within both military

and civilian environments. Fig. 2 denotes common LVC uses

within the DoD [19], [10], [2], [18], [20]. Three main branches

of LVC within the DoD are training, testing, and research and

analysis. Within the past three decades, LVC training tech-

nology has grown to support training applications from one-

on-one tactical level exercises to nation-on-nation wargaming

simulations [10], [2], [21], [6]. Moreover, LVC is increasingly

used to augment live operational training [5], [2]. For example,

5th generation fighters (e.g., F-22) currently utilize LVC train-

ing environments because live range availability and technical

capabilities are unable to accommodate the full functionality

of new weapon systems [22].

The LVC environment, also enables dynamic testing and

experimentation which is not always possible at live test ranges

[18], [9], [23]. For example, LVC environments can be used

to test and experiment with network enabled weapons in a

simulated congested environment [24], [25]. This helps to

prevent exposing weapons and tactics to foreign intelligence

collection while also simulating realistic demands for infor-

mation in order to study system-of-system interactions. Like-

wise, in research and analysis applications, LVC technology

enables strategy development and acquisition decisions based

on simulated information and interactions that might need to

be protected at higher classification levels. It is also apparent

within the acquisition guidance of DoD Directive 5000.01,

DoD Instruction 5000.02, and Chairman of the Joint Chiefs

Staff Instruction (CJCSI) 3170.01G that the requirement for

LVC, and more specifically Modeling & Simulation (M&S)

within acquisition programs is necessary due to the interop-

erability and joint nature of modern warfare [23], [26], [20],

[7].

Within the DoD, LVC technology has been shown to provide

significant cost savings and additional training, testing, and

experimentation opportunities [5], [2], [21]. It also minimizes

risks to weapon systems, the environment, and operators [6].

Moreover, LVC has demonstrated the capability to enable

scalable distributed training and collaboration events with

options to provide secure environments for strategy devel-

opment, research, and experiments that would otherwise be

unattainable [19], [18], [2], [27]. For additional discussion of

logical uses, see “Credible Uses of the DIS System [9].”

C. LVC Challenges

While the benefits of LVC training simulations are numer-

ous, creating an effective virtual training environment that

incorporates various C2 players into one scenario can be

challenging. Most of the USAF C2 weapon systems in use

today were developed decades ago and have antiquated train-

ing simulators (e.g., E-3 Sentry in 1977, and E-8 JSTARS in

1991) [28], [29]. They are under powered by today’s standards

and the software developed for them was never intended to be

networked with other simulators or interface with vast libraries

of constructive objects. Because these simulators were often

designed to only satisfy specific training requirements, they

require specialized gateways and software filters to enable

basic interoperability [30]. Additionally, they were developed

before information assurance became a concern, which causes

significant accreditation issues. Furthermore, there are over a

dozen competing software architectures for LVC simulators

[31]. This creates significant interoperability problems when

sharing or communicating simulation related data and attempt-

ing to maintain temporal consistency throughout the network

[17]. While these legacy software and interoperability issues

create challenges, recent LVC advancements are enabling more

realistic simulation environments to be realized [2], [23], [31].

III. LVC TRAINING EVENTS

Within the Air Force, the 705th Combat Training Squadron,

known as the Distributed Mission Operations Center (DMOC)

is the premier unit for planning and executing campaign-level

C2 LVC operational training [2], [32]. In addition to theater-

wide training events, the DMOC hosts a number of smaller

training events each year. Their method for planning and ex-

ecuting LVC training events has developed over several years

and is tailored to enable rapid adaptation to customer needs

[33]. This section systematically decomposes and examines

the DMOC’s planning and execution processes for routinely

training operators in C2 warfare.

This paper’s discussion of LVC training event processes

and activities is strongly based on observations and interviews
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Fig. 2. LVC Applications within the DoD.

related to the DMOC processes for planning and execut-

ing a Weapons School C2 LVC training event. This is a

medium sized LVC event with approximately 30 trainees

and 20 support personnel responsible for directly executing

the event. The trainees are USAF Weapons School students,

supplemented with additional operators from Active, Guard,

and Reserve units to fill mission critical roles and enhance

the value of the event. The primary platform/mission sets

involved are the E-3 Sentry (Airborne Warning and Control

System-AWACS), E-8 Joint Surveillance Target Attack Radar

System (JSTARS), Control and Reporting Center (CRC), RC-

135 Rivet Joint. Intelligence and Space operators participate in

a supporting role assisting the C2 decision makers throughout

the exercise [34]. Of the 20 supporting personnel, about half

are white force operators responsible for controlling ≥ 300
constructive entities, which represent enemy (red), friendly

(blue), and non-combatant (gray) players. The remainder of

the support personnel include Subject Matter Experts (SMEs),

Weapon School instructors, exercise evaluators, and members

of the technical troubleshooting and response teams that ensure

proper execution of the training event. Participants and support

personnel for this event were located both locally at the

DMOC, Kirtland AFB, NM, and externally at Offutt AFB,

NE.

While the focus of this analysis is on the planning and

execution of a Weapons School C2 training event, the de-

scription and application of the DMOC process is nearly the

same for larger more robust Distributed Mission Operations

(DMO) training scenarios such as VIRTUAL FLAG (VF) [33],

[32], [30], [8]. Upon initial inspection, the DMOC approach

to planning and executing a training event appears similar to

many project and program management approaches utilized by

corporations and governments alike [13], [20], [35], [36]. In

Fig. 3 the DMOC processes are defined and compared to the

established SE technical processes of ISO 15288 for managing

a complex system from cradle to grave [13]. Beginning with

defining requirements and not ending until the completion of

the disposal process, each ISO 15288 technical process defines

activities that enable the DMOC to optimize project benefits

and reduce risks introduced by technical and management

decisions.

First, notice that the SE technical processes are very well

aligned with the DMOC processes. As specified in ISO 15288,

each of the DMOC processes is tailored as described in detail

below in Fig. 4. Additionally, notice that many of the processes

are executed in an iterative and co-dependent fashion; thus,

not all of the processes are in numbered order. For example,

the DMOC’s Technical Planning process cannot begin before

Resourcing has occurred. Given this constraint, the DMOC’s

annual budget has been modified to allocate funding for pre-

planning activities associated with re-occurring events [30].

Alternatively, if the event is new and not considered in the

budget, funding for the planning process will need to be

agreed upon and allocated before proceeding with formal event

planning and execution [32]. The following sections describe

the DMOC processes as presented in the lower half of Fig. 3

and detailed in Fig. 4.

1.0 Requirements Gathering

The focus of this process is gathering all of the training

requirements and objectives for effective training that meets

stakeholder needs. This process contains three activities:
1.1 Pre-Planning: includes identifying potential stakehold-

ers, developing a “10% plan” based on previous training

events, and determining available training dates.
1.2 Planning Conference: involves representatives from all

of the major stakeholders and provides an opportunity for

each unit to express their training requirements and objectives.

Also, a preliminary schedule is developed for progress meet-

ings, milestones, scenario testing, simulator integration testing,

travel, and training dates.
1.3 Establish Working Groups: typically a technical work-

ing group focused on developing the technical aspects of the
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Fig. 3. DMOC Processes Mapped to ISO 15288 SE Technical Processes.

training scenario and an operations working group focused on

operational training aspects and realistic scenario development.

Other working groups may be created as necessary for atypical

training events (e.g., integrating new simulators, mission types,

or higher security classifications).

2.0 Requirements Decomposition

The goal of this process is translating user requirements into

system specifications and estimating the resources necessary

to support event execution. It is composed of two activities:

2.1 Develop Estimates: manning, schedule, technical, and

cost estimates are developed and set as the baseline for

event execution. This includes determining the number of

servers, simulators, contractors, SMEs, white force, Inter-

Service Agreements (ISAs), and days required to accomplish

the training requirements.

2.2 Refine Scenario Scope: evaluates unit requirements

and objectives provided by the planning conference, and

reviews relevant Service, MAJCOM, and COCOM training

expectations. With this information, training requirements are

revisited and system specifications are defined. It also involves

identifying constraints, such as limited bandwidth access,

support personnel, or classification conflicts.

3.0 Feasibility Analysis

This process includes a series of assessments to determine

if an event is feasible and results in a go/no-go decision where

the DMOC Commander approves/disapproves the DMOC

Directive–the authorization that allocates resources for the

event. The feasibility analysis process involves three major

activities:

3.1 Funding & Manpower Assessment: evaluates the

DMOC’s capability to support an event with required SMEs,

contractors, and white force for the duration of the event.

3.2 Information Assurance Assessment: ensures the in-

tegrity of classified information required for the scenario (e.g.,

current weapon capabilities or operation plans). This activity

is complicated by the addition of foreign players, visitors, or

external network connections.

3.3 Technical Assessment: critically reviews DMOC tech-

nical capabilities and determines how to apply technical re-

sources to support the training event.

4.0 Resourcing

This process ensures all resources required for successful

event execution are in place or available. It is comprised of

two major activities:

4.1 Gather Funds: any funds required for the simulation

event are either allocated from the DMOC budget or gathered

from participating units. The DMOC is resourced for recurring

annual events. Additional events are typically one off, “pay to

play” events [32].

4.2 Revise/Write Contract Documentation: required only

when changes to support contracts or additional unbudgeted

work is needed. Most events require some modification not

originally accounted for but if the modification is small or

simple enough, military or government personnel are able to

adjust accordingly. However, if the required changes are too

complicated, contracts might need to be modified to include

additional work. Current contracts are not fee for service

so each modification to manning requirements or after hour

operations significantly increases the contracting workload

[30], [8].

5.0 Technical Planning

This process involves developing and implementing the

technical solutions necessary for network connectivity and

simulator interfaces with internal and external participants.

The two activities in this process are:
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5.1 Manage Network Interface: ensures network access

agreements for restricted networks, arrangements for sufficient

bandwidth, and network security measures are complete and

active for event execution. Also, this activity is responsible for

creating and maintaining special hard-drives for restricted data

and partitioning the network to prevent data leaks.

5.2 Manage Simulator Interface: involves creating and

assessing software filters and gateways required to share

simulation information within the training scenario.

6.0 Scenario Development

Within the DMOC, scenario development is mainly com-

pleted by SMEs and often scenarios developed for a particular

customer or set of customers do not change drastically (i.e.,

Joint Kill Chain Event, Coalition VF, and WPS C2EW events,

and they require only minor updates to constructive entity

capabilities or the sequence of events). Done properly, the

scenario is developed in sections of code that can be reused in

later events while maintaining enough flexibility to be updated

as required. This is accomplished largely through creating

robust class, entity type, and behavior models within the

environment generators. For example, classes of entities can

have predetermined behaviors they execute when called into a

scenario. Where an aircraft of a particular type associated with

a particular country will default to a general set of programmed

behaviors rather than requiring scripted flight patterns and

responses for each entity in each scenario. It includes three

major activities:

6.1 Gather Intelligence: an iterative activity that the in-

telligence personnel at the DMOC accomplish to ensure the

most accurate capabilities and limitations, as well as current

Tactics, Techniques, and Procedures (TTPs) of both red and

blue forces are incorporated into the scenario.

6.2 Write Scenario: includes scouring the current and

available real world documentation within an geographical

area of interest and incorporating as much realism into the

scenario plot or storyline as possible. At times the “realism”

of a scenario is adjusted to create a challenging scenario

capable of pushing the boundary of the trainee’s knowledge

and decision making faculties. Thus maximizing the value of

the training experience.

6.3 Program Scenario: the technical side of turning the

storylines into executable code or scripted entities and creating

the constructive environment for the training event. Environ-

ment generators in use at the DMOC include a basic globe

with relevant topographic information allowing the scenario

to be based anywhere in the world with relative ease. With

each new major world event, or strategic military focus (i.e.,

pivot to the pacific), training scenarios will shift and lead to

new entities, reference waypoints, and detailed TTPs for use

in subsequent scenarios.

7.0 Integration

This process ensures the simulation scenario can execute

properly with realistic events in a stable DMO environment.

It includes two major activities:

7.1 Internal Integration Test: ensure simulators and support

equipment within the DMOC battlespace work properly. Each

simulator and additional piece of support equipment is inte-

grated and tested iteratively to troubleshoot any possible inte-

gration issues for equipment completely within the DMOC’s

control. Additionally an internal test of the scenario script is

conducted to highlight any potential conflicts with simulators

or the information being passed within the DMOC network.

7.2 External Integration Test: builds upon the internal

testing and evaluates each connection to external customers,

players, and support entities to ensure every aspect of the train-

ing event can be executed with minimal technical interference.

Once each connection is established there is also a period

of load testing to ensure appropriate bandwidth and detect

additional interface issues prior to event execution.

8.0 Event Execution

Successful event execution is “delivering quality DMOC

capabilities and training to warfighters while providing an

event that makes them want to come back” [37]. This involves

completing several major activities:

8.1 Familiarization: typically the first day of an event starts

with a less complicated scenario to introduce the operators

to the training simulation equipment. Because this is not

considered the main training event, it offers an additional

opportunity to find and/or fix any operational issues or errors

and is considered the final phase of external integration.

8.2 Operational Training: formal execution of the training

scenario with all players involved. Training can span several

days and usually grows in difficulty. For instance, the Weapons

School C2 training scenario consists of five fully scheduled

days beginning at approximately 0600 and not ending for

the students until approximately 2100. The scenario alternates

between a “flying” day and a preparation/briefing day. Each

“flying” day introduces progressively more complex scenarios

involving larger numbers of constructive entities, including

red, blue, and gray forces, increasingly difficult priority bal-

ancing decisions, and requiring more rapid dynamic responses.

8.3 Collect Operational Metrics: begins approximately one

week prior to event execution and involves a team of SMEs

comparing the training elements required for each participant

with elements built into the planned scenario. From these

training requirement documents a list of measurable metrics

are generated for use in evaluating trainee performance within

the simulation. Collected metrics are used in daily debriefs,

after-action reports, and aid analysis for training improvements

in future events. Thus serving two purposes, increasing the

value of the training for participants by highlighting lessons

learned to the whole group and improving the quality of future

events by exposing scenario strengths and weaknesses.

8.4 Technical Troubleshooting: completed iteratively

throughout the event and is focused on quickly solving tech-

nical issues to enable event execution. Most minor technical

issues are resolved on the spot by one of the technical

SMEs. Larger, more complicated issues are routed through

188 Int'l Conf. Scientific Computing |  CSC'16  |

ISBN: 1-60132-430-8, CSREA Press ©



an Engineering Change Request (ECR) system for in-depth

analysis and solutions, as well as, progress tracking.

9.0 Wrap-up

The wrap-up process is aimed at gathering meaningful

feedback from participants, both operators and white force as

well as compiling any lessons learned internally. The three

major activities within this process are:

9.1 Internal Improvement: captures lessons learned by

DMOC facilitators, develops a “get well plan” for any major

issues that could negatively impact future events, and updates

event continuity binders within the DMOC.

9.2 External Improvement: gathers and tracks feedback

from the training participants and associated units. Feedback

can range from a formalized survey after a VIRTUAL FLAG

(VF) to informal queries for feedback following the smaller

warfighter focused events. More emphasis is placed on collect-

ing feedback and making improvements to the VFs because

the DMOC “owns” them from beginning to end. Other events

are typically “owned” by external customers, even though they

are executed within the DMOC battlespace.

9.3 Document Finalization: extracts all of the lessons

learned and archives reusable event elements (software code,

contract modifications, etc.) for potential use in future events.

As shown in Fig. 4, each of these activities is essential to

the planning and execution of an LVC event. Moreover, each

of the processes are tailored to focus on the DMOC mission

of developing, integrating and delivering DMOC capabilities

and training to warfighters.

IV. OBSERVATIONS

Surveys were gathered from twenty participants of the

most recent Weapons School C2 training event in May 2016.

Although the sample population is not large enough for

strong statistical significance, the responses are considered in

combination with the Researcher’s observations and past after

action reports.

Based on these inputs the primary area for improvement

is reducing training detractors such as errant constructive

entities, unrealistic weapon effects, and simulation events that

might distract or frustrate a trainee to the point of reducing

the training value. The DMOC works diligently within its

sphere of influence to first, fix technical issues rapidly, second,

minimize “SIMisims” (i.e., technical problems limited to the

simulation environment), and lastly, ensure sufficient white

force are available to maintain the integrity of the training.

First, technical shortfalls can be mitigated with sufficient

development time. The DMOC is constantly adapting to

changes throughout the planning and execution processes. For

this reason, it is vital to establish requirements and a network

baseline early to avoid costly rework. The DMOC’s method

for mitigating this issue early in the planning process, is to

gather qualified representatives from each of the stakeholders

to participate in the planning conference and working groups.

This helps prevent many issues, but there is also a team of

technical SMEs on call during an event to respond as required.

Second, to address SIMisims that might detract from the

training experience, the DMOC scripts training scenarios and

develops tools to avoid known issues. Other issues that occur

more randomly include targets that do not die or respond

appropriately to simulated stimuli and time variations within

the simulation that affect the simulator synchronization. For

these instances there are additional technical SMEs available

to rectify any issues in real time, during event execution.

Lastly, for immediate improvement to LVC training, ad-

vances need to be made in controlling constructive entities. For

instance, imagine a training scenario incorporating hundreds

of constructive entities (fighters, tankers, helicopters, and ISR

assets). As a white force controller, it your responsibility

to control the maneuvers of several fighter formations and

respond with correct radio communications when contacted

by a C2 trainee. For maximum training value, trainees require

a factually correct and timely response to any command or

request for information without unreasonable delays. If they

are asking for each member of your formation to respond

to different threats with specific weapons each in a unique

direction, one can quickly see how task intensive the scenario

can get with insufficient numbers of white force. Even in the

medium training simulation studied here, there were times that

a white force individual would attempt to physically control

and verbally respond on behalf of dozens of constructive

entities. While the ability to instantiate large numbers of

constructive entities (over 300 in this case) is one of the

major benefits of operating in the LVC environment as it

provides more realistic congested airspace for C2 trainees,

training suffers when there are insufficient numbers of white

force controllers to respond to C2 direction in a reasonable

amount of time or the verbal response is worded incorrectly.

Constructive entity control may be improved by supplying

a sufficient number of qualified white force (i.e., operational

units, recently retired, or specially trained personnel). This is

the easiest and most immediate option, but often requires ad-

ditional personnel and resources from operational units; many

of whom are already saturated with training and deployment

requirements. Another method is developing adequate dynamic

behavior to anticipate communication from C2 trainees. This

has been attempted and has yet to provide entities that cor-

rectly and reliably respond to the many various commands a

C2 trainee might attempt to employ [8], [32].

V. CONCLUSION

This work provides a basic understanding of the DMOC

approach to planning and executing a medium scale C2 LVC

training event and its relation to the SE technical processes

contained in ISO 15288. First, the ISO 15288 SE technical

processes were mapped to relevant DMOC processes. Then,

the DMOC approach to planning and executing a C2 LVC

training event was codified and explained in Sec. III. Next,

insights and suggestions for improving LVC training effec-

tiveness were provided.

Overall, the DMOC approach to planning and executing

medium scale LVC training events is effective and represents
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a tailored SE approach with emphasis on the production and

execution of high quality C2 training. For immediate cost

effective improvements to nearly every LVC training event,

improvements need to be made to the control and response

characteristics of constructive entities. Either through develop-

ing more intelligent behavior models, or increasing the number

of white force personnel. Additionally, at a more strategic

level, the technical issues of interfacing various simulators

can be mitigated in the long run by mandating and enforcing

a minimum interoperability standard and LVC architecture

for new and updating simulators in order to enable gains to

training efficiency on an attrition basis.
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