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Abstract. Alpine plants are sensitive to climate change and
their functional traits influence their abilities to live in specific
habitats on mountain slopes. Inthe RAPT (Researching Alpine
Plant Traits) project, we collected in-situ data that was used to
develop a model of existing plant functional traits along a
gradient of elevation and climatic variables on Sgoran Dubh
Mor, a summit of the GLORIA (Global Observational Research
Initiative in Alpine Environments) target region in the
Cairngorm Mountains of Scotland. The MATLAB function
polyfit(), for polynomial curve-fitting linear regression and the
numerical model approach to the collected trait data were used
to obtain representations of species models that corresponded
well with the data on existing plant functional trait distribution.
This model may be used to predict changes in the distribution
of plant functional traits, and possibly species, with climate
change in mountainous regions of the Earth.
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1 Introduction

Plants are inextricably linked with environmental constraints
and thus have evolved to respond to abiotic and biotic factors
in the environment [1], and characteristics of plants that
influence their interactions with the environment are called
plant functional traits. Examples of plant functional traits
include but are not limited to: 1) overall growth form; 2) types
of flowers and diaspores produced; 3) formation of clones; 4)
photosynthetic pathways; 5) possession of evergreen or
deciduous leaves; and 6) morphometric characteristics of
leaves such as thickness, area, and complexity of shape.
Particular functional traits may prove advantageous to plants
that are subjected to different climatic conditions, and may then
prove instrumental in determining which species are lost,
become newly established in, or remain in plant communities
that are subjected to climate change.  Alpine plants are
sensitive to climate change [2, 3] and analysis of their
distributions and functional traits is an important tool in
determining species-specific and functional type-specific
responses of alpine plants to climate change [1, 4].

The Global Observational Research Initiative in Alpine
Environments (GLORIA) program is an international network
of long-term monitoring target regions established on summits
of many of the world’s mountain ranges [1, 2, 3, 4] with the
purpose of understanding the responses of alpine plants to
climate change. As functional traits are found in every plant,
and as alpine plants are sensitive to climate change, and as
climatic conditions change with elevation, we investigated
plant functional traits along an elevational gradient downslope
from the Scottish GLORIA target region. The goals of the
investigation were to develop a knowledge base of the current
distribution of alpine plant species with particular functional
traits and to develop predictive models of species responses and
plant functional type responses to alpine climate change.

Table 1: List of Plant Functional Traits and Properties

Plant Functional Traits Units
Avg. Leaf Thickness mm
Avg. Leaf Length mm
Avg. Leaf Width mm
Leaf Dry Weight grams
Plant Height mm
Plant Lateral Spread mm
Leaf Area cm?
SLA (Specific Leaf Area) cm?/g

The software tool MATLAB was utilized to develop the models
of each species through the data recorded from eight distinct
functional traits. Table 1 shows the list of the plant functional
traits, and the units in which each trait was measured. Once
models are made of each trait for each species, they are used to
derive overall species model functions. The MATLAB
function polyfit() is the polynomial curve fitting function that
finds the coefficients of a polynomial P(x) of degree N that fits
the data best in a least-squares sense. P is a row vector of length
N+1 containing the polynomial coefficients in descending
powers [7],

P *xN+PR)*x" 1+ -+ P(N)xx+P(N+1) (1)



The approach in modeling each plant species is to accurately
determine the mathematical functions that describe the
functional traits of each species. The data points recorded for
each functional trait only describe unique characteristics of
each species, but the data does not represent any certain order
that can yield to a definitive model function. Therefore, the
data of each functional trait is randomly positioned within its
own set of values. Each function’s coefficient values were
collected and averaged to determine the overall coefficient
values that produce each species’ function model. In order to
evaluate and validate the model functions, the functions were
compared to the changes of functional traits with the elevation
changes. It is hypothesized that by using polynomial curve-
fitting linear regression MATLAB function polyfit() as the
numerical model approach to the data collected for plant
functional traits, all species model representations can be
obtained.

2 RAPT Project Overview

The Researching Alpine Plant Traits (RAPT) project is an
investigation of the responses of alpine plants and their
functional traits to climate change in the Cairngorm Mountains
of Scotland. RAPT was developed in order to investigate plant
functional traits along an elevational gradient on Sgoran Dubh
Mor, a peak in the Cairngorm Mountains of Scotland. The
RAPT project was established at Sgoran Dubh Mor because it
is the highest sub-summit of the Scottish GLORIA target region
and because information gained on plant functional traits from
Sgoran Dubh Mor can be linked with plant functional trait data
from the Scottish GLORIA target region.

2.1  Site Description

Sgoran Dubh Mor (57°04°49.76”N, 3°48°28.85"W) is a
mountain that rises steeply and continuously to 1111m from the
Allt a’ Mharcaidh stream within the Allt a’ Mharcaidh
catchment of the Cairngorms National Park of eastern Scotland
[5]. Soils of Sgoran Dubh Mor are acidic and are derived from
granitic parent material. While trees exist lower in the Allt a’
Mharcaidh catchment, none were present at the Sgoran Dubh
Mor site.

2.2 Species

Species of Sgoran Dubh Mor represented in the RAPT
sampling regime included vascular plants, bryophytes, and
lichens. Their scientific names were abbreviated for brevity in
equations and models by using the first letter of the genus name
followed by a period and the first two letters of the species
name. The scientific names, abbreviations in bold, and common
names are as follows: Blechnum spicant (L.) Sm., B. sp, the
deer fern; Calluna vulgaris (L.) Hull, C.vu, heather; Carex
bigelowii Torr. ex Schwein, C.bi, Bigelow’s sedge;
Deschampsia flexuosa (L.) Trin.,, D.fl, wavy hairgrass;
Diphasiastrum alpinum L., D.al, alpine clubmoss; Empetrum
nigrum L, E.ni, crowberry; Eriophorum angustifolium Honck.,
E.an, cottongrass; Galium saxatile L., G.sa, heath bedstraw;
Huperzia selago L., H.se, fir clubmoss; Juncus trifidus L., J.tr,
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highland rush; Lycopodium annotinum L., L.an, stiff clubmoss;
Nardus stricta L., N.st, mat grass; Rubus chamaemorus L.,
R.ch, cloudberry; Trichophorum cespitosum (L.) Hartm, T.ce,
deergrass; Vaccinium myrtillus L., V.my, bilberry; and
Vaccinium vitis-idaea L., V.vi, lingonberry. The bryophytes
included Racomitrium lanuginosum (Hedw.) Brid, R.la, woolly
fringe moss; Sphagnum sp., S.sp, peat moss. Lichens included
Cetraria islandica (L.) Ach. C.is and Cladonia sp., C.sp.

2.3 Sampling

Groups of four 1m?vegetation plots with 10cm? grids were
randomly placed at the lower (750m), middle (940m), and
upper slope (1105m) along an elevational gradient ascending
the western slopes of Sgoran Dubh Mor in the summer of 2013.
The upper plots were positioned 6m below the Sgoran Dubh
Mor GLORIA summit to avoid trampling plants. Plots were
placed inside and outside of the late snowfield areas which are
found at mid-elevation (940 m). The presence and percentage
surface cover of all vascular plant species, lichens, and
bryophytes within each of the 1m: plots were recorded along
with frequency counts of all species in each plot subdivision
per elevation. Plant height and lateral spread were recorded in-
situ and lateral spread of clonal plants was measured as the
maximum width of the above ground patch of a tussock.

The leaves of ten plants per species per elevation and from
inside and outside of the mid-elevation snowfields were
measured for shape, margins, length, width and thickness
within 15 hours of collection. Length: width ratios were
calculated and leaf area was measured from photographs with
Image-J [6]. Specific leaf area (SLA, cm?/g), was calculated
from leaf dry weights. Plant trait information collated from
taxonomic texts included overall morphology; life history
strategies (longevity; clonality and the presence of rhizomes,
stolons, adventitious roots or other clonal structures; phenology
and type of flowering; pollination; seed or spore production,
morphology, persistence, and dispersal); leaf longevity and
whether the leaves were evergreen or deciduous; and rooting
architecture and depth. Traits not included in this initial model
are mentioned here to provide a context for the overall goals of
this project, which are to develop predictive models based on
large suites of trait data and biotic and abiotic drivers.

Abiotic factors measured at Sgoran Dubh Mor included slope,
aspect, and proximity to late snowfield areas for each plot at
each elevation. Values for soil bulk density (g/cm?), volumetric
water content (g/cmq), water content (g/g), porosity (%); water
filled pore space (%), wet and dry weights (g), and the weight
(9) and volume (ml) of stones were obtained at each elevation
and inside and outside of late snowfield areas.

3 Numerical Modeling

The data collected for each functional trait consists of data sets
containing ten data points. An initial approach of modeling was
to utilize the data arranged in the order each fundamental trait
was recorded. The data presents itself in a linear form in which
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an n™-order polynomial accomplishes a best-fit. Asanexample
of D. flexuosa’s (D.fl) lateral spread functional trait data,
Figure 1 below shows the different results of increasing the
order of polyfit() function from 4™-order to 9""-order fit.
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Figure 1. D. flexuosa — Plot 1: Lateral Spread Data, Initial
Modeling Approach

This initial approach helped to evaluate the approximation of
each polynomial, and its coefficient of determination R-square
values. In each case of the functional traits for each species,
the R-square value increases with the order of each polynomial.
However, the leading coefficients of the polynomial kept
approaching zero, and the functions become ill-conditioned. In
containing the ill-conditioned polynomials and very small
leading coefficients, each function was reduced in order by
calculating the error estimation of the polynomials. The
approach to the error estimation of an n®-order polynomial in
order to reduce the order of each function is to check when the
error (e,,) is added to the n"-order polynomial (f,) case and
generates (n+1)""-order polynomial (f,,,) case [8]. That is,

fre1(0) = fn(x) + e, 2

, in which yields to identify the order of the polynomials in
where the functions will not be ill-conditioned.

3.1  Determining the Order of Polynomials

In obtaining best-order for each polynomial, each functional
trait was modeled. As mentioned earlier, the data points for
each functional trait describe the characteristic measurement
value obtained, but the order in which the data was recorded
does not represent a certain order in which the data follows.
Therefore, the data was randomized for each trait at each run,
the coefficient values are stored and then re-run for extra
iterations of random positions of the data. In order words, we
take the array of the ten data points of a function trait such as:

Datagyncrraic = [do,dy,dy, ds, ..., dqo] 3)

Then, the random permutation randperm(N) function was
utilized which returns a vector containing a random
permutation of the integers 1 to N [9], in where one possible
outcome of the permutations changes to (3) can represent the
data to:

Datapyncrraic = [de, ds, d7,dy, ..., d7] 4)
The randomization approached helped in evaluating each
functional trait in different ways. In utilizing the polyfit()
function, the coefficients of each randomized iteration were
obtained. As in examples, Figure 2 and Figure 3 show the 9t"-
order and 7"-order polynomial coefficients values of D.
alpinium (D.al) for the 40-iterations that were performed
respectively.
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Figure 2. D. alpinium - Leaf-Thickness (9""-order Model):
Coefficient Values Through 40-Iterations

In the case of Figure 2, it can be observed that the leading
coefficients are so small that it can be assumed that they are
zero, and the range of coefficient values is larger than the range
found in Figure 3. In reducing the order of the model from a
9™-order to a 7"-order, the model of each iteration went from
an ill-condition to a stable model, and the values of each
coefficient are more concentrated as the order of the model was
reduced. Therefore, the functional trait models will be
represented in a 7M-order polynomial function, and the number
of iterations will be increased in order to obtain more
converged coefficient values.

3.2  Trait Data at Different Elevations

The form in which the function models will be compared is in
how well the elevation changes are represented through
different functional trait models. These elevation changes will
help to evaluate and validate the approach described in the
following section. However, the benchmark window is small



since only four plant species exist at different elevations within
the sampling 1m? plots. The four plant species are: C.bi (Carex
bigelowii), D.fl (Deschampsia flexuosa), V.my (Vaccinium
myrtillus) and E.ni (Empetrum nigrum).
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Figure 3. D. alpinium Leaf-Thickness (7!"-order Model):
Coefficient Values Through 40-Iterations

The elevation changes are represented in three levels: high-
(H), mid- and low-elevations (L). Within the mid-elevation,
there are the internal-snowfield (Mi) and external-snowfield
(Me) areas, but they will be regarded as part of the mid-
elevation for benchmark purposes. Figure 4 displays an
example of how the functional trait leaf area of plant species
E.ni changes from low to mid-elevations by using two sets of
values: 1) the average-value of the set of leaf area data at each
elevation, and 2) the maximum-value of the set of leaf area data
at each elevation. For this case, the functional trait leaf area
increases for E.ni as the elevation increases. Therefore, the
model for the functional trait leaf area for E.ni must represent
the increase as well.

4 Procedures

As mentioned before, the data points recorded for each
functional trait are the description of the characteristics of each
plant species, but they do not represent any certain order of
position or priority within the plants. Therefore, as mentioned
in the last section, the data placement within the functional trait
array was randomized in order to produce different
permutations of the coefficient values in a 7™-order
polynomial. The number of iterations of the randomized data
can also vary, in which in turn, the number of coefficient values
from the polyfit() function can expand the range of values for
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each of the coefficients. Then, the number of iterations must
be increased in order to: 1) utilize more of the possible existent
permutations for data in every functional trait, 2) obtain a
mean-value that is more accurate for each coefficient value, and
3) revise if, as the number of iterations will converge to more
stable coefficient mean values.
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Figure 4. E. nigrum Leaf-Area Changes from Low to Mid-
Elevation through Average and Max Values

In developing the model for the functional traits, the workflow
is shown in Figure 5. Individual functional trait data array were
randomized, datap[10], using the randperm() function that
produces a new random data array data_r;,..[ ]. The new data
array is then evaluated with the polyfit() function to produce the
7™-order curve-fitted polynomial with eight coefficient values.
These coefficient values are then placed within a coefficient
array, C[10];, and then added to the previous coefficient
values C[10 ];_,. The workflow then repeats itself for the next
iteration to determine the next set of coefficient values. The
iterations values are 40, 4000, and 40,000. Once all iterations
have been performed, the average value of each coefficient is
obtained and used as the coefficient value for each functional
trait model. The average value are used in order to avoid using
coefficient values in spikes to a very high positive or very low
negative values, and represent the coefficients values that are
grouped more closely together.

In the case for developing the models for the plant species, the
workflow is shown in Figure 6. Each individual functional trait
data array is denoted as: datapr(i.g)[10]; m-number of
functional traits, and each is randomized using the randperm()
function that produces a new random data array,
data_r; FT(1:m)[10]' The new data arrays are then evaluated

with the polyfit() function individually and added as aggregates
to all of the eight coefficient values. The aggregated coefficient
values are then placed within a coefficient array C,,[10];. The
workflow then repeats itself for the next iteration to determine
the next aggregated set of coefficient values. Once all iterations
have been performed, the average values are obtained of each
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coefficient, and they’re used as the coefficient values for each
plant species model.

i = 1:(40,4K,40K)

datapr[10] <

<+— randperm()
data_r; . [10]

F(x)rr = Cox® + CoxPi +C,x+C,
+—polyfit()

C[10]; = [Co,Cq, .., Cq, Co]

!

C[l=C[l: +C[li-1

i i = (40,4K,40K)

1
C[10 Javg = —I_[C[l() l:]

!

fX)Er = Cox® + Cax®+..4Cyx1Cy

Figure 5. Workflow for Developing Functional Trait
Models

In other words, each functional trait model, f (x) zr;
f(x)FT = C9x9+C8x8+"'+C1x+C0 (5)

, is combined by aggregate with the other functional trait
models of the same plant species;

f ®piane = Xjzq frr; (%) (6)

, in where the process is then iterated i-times with new
randomized position of the data for each trait and taken the
mean of each coefficient in which yields;

fptane = 1 ZpalCol 2% + -+ [Clyx + (Gl (7)

, and the function described in (6) is now denoted as;
@ ptane = 7 X for, (6) ®)

5 Results

The workflows from Figure 5 and Figure 6 each develop
functional trait and plant species models in a 7™-order
polynomial respectively. In order to benchmark the model
functions, the functional trait models are compared in how the
functional trait data changes on average when elevation
changes on average. As mentioned earlier, elevation changes
are described in three levels: high-elevation (H), mid-
elevations (Mi & Me) and low-elevation (L). In the mid-
elevation, there are the internal-snowfield (Mi) and external-

snowfield (Me) areas, and also, the small number of plant
species existing in multiple elevations are mentioned in section
3.2
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Figure 6. Workflow for Developing Plant Species Models

To display a resultant case of the functional trait workflow,
Figure 7 shows the height functional trait for C.bi. (Carex
bigellowii) as it changes elevation on average illustrating: a) the
average of the height functional trait of C.bi using the recorded
data, and b) by using each height functional trait model at each
elevation. In this case, there are three models that represent
C.bi at each plot elevation. Each of the models is evaluated
fromx =1t x =5o0r x = (1:5). As it can be observed in
Figure 7 b), the mean representation for each plot retains the
mean values from part a) as x increases. However at x = 5,
the three models for C.bi height functional trait begin to fail in
representing the correct behavior. Meaning, as x increases for
each height model, then the leading coefficients begin to grow
the effect of the much larger tailing coefficients in which distort
each of the three models. However, the data is still well
represented with the three resultant height functional trait
models by using (5) at x = (1:4) as the number of iterations



increases that provides proper coefficient mean values for each
model.
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Figure 7. C. bigellowii Average Height at Different
Elevations — a) Average of Data as Elevation Changes
[left], b) Trait Model Evaluated at x = (1:5) [right]

In a separate case, Figure 8 shows the leaf area functional trait
for D.fl (Deschampsia flexuosa) as it changes with elevation on
average by illustrating a) the leaf area functional trait of D.fl
using the recorded data, and b) by using each leaf area
functional trait model at each elevation. In this case, there are
four models that represent D.fl at each plot elevation. Each of
the models is evaluated from the same x range as Figure 7. As
it can be observed in Figure 8 b), the mean representation for
each plot struggles to reproduce the mean values from part a)
as x increases. Although the four models do not provide the
exact behavior of the elevation changes, the models are
contained within the correct average value ranges. Also, as x
increases for each leaf area model, the elevation changes to leaf
area are rectified. Similar results were obtained from the other
functional traits due to elevation changes as seen in Figure 7
and 8. The trait models showed that the workflow described on
Figure 5 (which determines 7™-order polynomials), such as in
(5), helped to generated proper reproduction of the traits in
changes of elevation from the same plant species.

In a similar manner, the plant models were obtained as
described in the workflow from Figure 6. The resultant plant
models are also in a 7""-order polynomial from the aggregate of
all of the individual functional traits. Table 2 shows the
resultant coefficient values of all plant species. From Table 2,
it can be seen that the leading coefficients are very small values
in most cases, and as x increases, it can cause the models to be
disrupted and misrepresent each plant species. Therefore, the
models will be also restricted at in the same manner as the
functional trait models. In another observation, the trailing
coefficients are similar in value range for the same plant species
at different elevations. This projects that each overall plant
model will have similar properties and elevation characteristics
that describe the functional traits in the aggregate. Overall, the
approach procedure in obtaining the coefficient values for
individual functional trait models for the 7""-order do show
reproduction of data and changes of elevation concurrent with
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the recorded data which helped to obtained the overall plant
model coefficient values.
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Figure 8. D. flexuosa Average Leaf Area at Different
Elevations — a) Average of Data as Elevation Changes
[left], b) Trait Model Evaluated at x = (1:5) [right]

6 Conclusions

The data collected from the RAPT Project were utilized in
order to develop models of the functional traits of the plant
species, and of the overall plant models through the aggregated
functional trait models. The recorded data that were collected
are in sets of ten entries for each of the functional traits in which
the order of the recorded data does not represent any biological
or organizational order. This is important because the sample
number does not have biological significance per se. The
numerical modeling approach was to utilize the data collected
and randomize the position of the data within its vector-form in
repetitive iterations. Each of the iterations generated a different
outcome of coefficient values of the same data set for each
functional trait by using the polyfit() function in MATLAB, the
curve-fitting function. It determined the order to the
polynomials by starting in the maximum 9"-order
representation down to 7™-order polynomial.

The functional trait models were developed by using the same
iterative approach in determining the order of the
polynomials. However, the average of each coefficient was
obtained in order to determine the coefficient values of each
model.  Then, the models of C.bi (Carex bigelowii), D.fl
(Deschampsia flexuosa), VV.my (Vaccinium myrtillus) and E.ni
(Empetrum nigrum) were compared according to how the data
change with elevation: high- elevation (Plot 1), mid-internal-
snowfield (Plot 3), mid-external-snowfield (Plot 4) and low-
elevation (Plot 2). The models show consistency with the
changes of elevation when the models are evaluated at x =
(1:4). However, the other models display inconsistencies in
one instance in where x > 5. Therefore, each of the model
functional trait functions are defined as x = (1:4).

The overall plant species models were generated by using each
functional trait in the aggregate by iterative workflow. The
average of the coefficient values were again taken to determine
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Table 2: List of Coefficient Values for Overall Plant Species Models

Plant Model Co C; C, Cy C, Cs Ce C,;
f)p.aipors  74.0931 7.2720 -5.8954 2.4075 -0.5378  0.0665 -0.0043 0.0001
f ) ran_plorz  112.9282 -2.1949 1.5697 -0.5608 0.1080 -0.0113 0.0006 0
f(X)cpiporr 156.3454  -1.5820 1.0344 -0.3622 0.0730 -0.0084  0.0005 0

f )i pors 171.6487 4.5836 -3.7129 15176 -0.3419 0.0429 -0.0028 0.0001
f(X)cpipora 156.3454  -1.5820 1.0344 -0.3622 0.0730 -0.0084  0.0005 0

[ () caes.plors 995284 -1.5443 1.2976 -0.5201 0.1145 -0.0142 0.0009 0

f ) Rreh plorz 2279216 15.8560 -13.1324 5.3989 -1.2130 0.1512 -0.0098 0.0003
f®psiporn 117.4476  1.8835 -1.6414 0.6698 -0.1461  0.0176 -0.0011 0
F)p.siporz  230.0989 -6.2883 18.0881 -11.8767 3.4088 -0.4895 0.0346 -0.0010
f®psipors 1300732 0.2353 -0.2396 0.1228 -0.0326  0.0046 -0.0003 0
f(®)psi_pota 127.6576  3.3975 -2.6334 0.5188 -0.1803  0.0446 -0.0091 0
f)vmy. plorn  260.8595 1.0968 -1.9159 1.0836 -0.2929 0.0412 -0.0029 0.0001
fX)vmy plor2  281.1444  -0.2638 1.6738 -1.2081 0.3589 -0.0521  0.0037 -0.0001
f (X vmy pors  253.5294  4.5530 -3.9121 1.7096 -0.4056  0.0527 -0.0035  0.0001
FX)vmy. plora 2209643  -2.4891  2.0329 -0.8184 0.1783 -0.0214  0.0013 0
f(X)Eni_porz  64.3202 -2.0476 1.6784 -0.6439 0.1327 -0.0152  0.0009 0
f(X)Eni_pots 655195 5.2449 -4.2459 1.6635 -0.3542  0.0420 -0.0026 0.0001
f(X)Eni_piota  68.1222 7.9333 -6.3021 2.4073 -0.4992  0.0578 -0.0035  0.0001
f(Onse piors 128.0943  1.2656 -1.1207 0.4858 -0.1157  0.0153 0.0153 0
f()psp plors 121.7526 -7.4726 5.7576 -2.1728 0.4474 -0.0514 0.0031 -0.0001
f(X)nst_pors  66.3037 -0.2130  0.3994 -0.2184 0.0536 -0.0066  0.0004 0

f(X) tr prorn 139.9547 -7.7600 6.4774 -2.6212 0.5757 -0.0702 0.0045 -0.0001
f(X)cou piorz  50.4534 1.1568 0.3676 -0.0788 0.0095 0.0095 -0.0006 0

[3] Pauli, H., Gottfried, M., Dullinger, S., et al. 2012. Recent Plant
Diversity Changes on Europe’s Mountain Summits. Science.
336(6079):353-355, DOI: 10.1126/science.1219033.

[4] Venn S, Pickering C, Green K. 2014. Spatial and Temporal
Functional Changes in Alpine Summit Vegetation are Driven by

each model as seen in Table 2. As with the resultant models of
the functional traits, the plant species models also are defined
at x = (1:4).

These models will be utilized in future representations that
integrate a suite of plant functional traits [10] with biotic and
abiotic environmental variables of Sgoran Dubh Mor and the
GLORIA target region in Scotland, and that place greater
emphasis on the distribution of plant functional traits than on
the distribution of species, as particular functional traits are not
necessarily confined to individual species but can reflect
responses to environmental conditions along elevational
gradients and with distance from snowfields.
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Abstract — This article is a domain review on existing
tools, open-source and commercial, capable of
operating with complex networks from a visual
analytics perspective. The complex networks capability
in computing highly complex and dynamic interactions
among entities of complex information systems is
widely accepted in literature. This review is aiming for
a more reliable complex system analysis for decision
makers in case of information overload problems in
crisis situations where time plays a key role and human
resources are limited.
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1. Introduction

According to [1], every day 2.5 quintillion
bytes of data are created. This implies a massive amount
of growing data every day. Thus, collecting raw data is
no longer the most important issue. Processing and
transforming it in valuable information and identifying
methods and models which can generate trustworthy
knowledge are nowadays challenging the time [2].

Taking a situation where an information
system is overloaded. For example, an important airport
during a pilots strike with several canceled flights. The
airport managers, or just calling them decision makers,
are now dealing with a local crisis situation. This soon
extends to all the other airports which were expecting
the now canceled flights, and now the local crisis
situation escalates. Without the help of technology, it is
very difficult for the decision makers to process the
most important information in their system in order to
take quick informed decisions, and this under time
pressure.

Finding technologies to solve the data overload
problem in a crisis situation, like described above, in
many areas it is still an open problem. In literature a few
questions are addressed to any technology that claims to
overcome this issue: “Who or what defines the
‘relevance of information’ for a given task? How can
inappropriate procedures in a complex decision making
process be identified? How can the resulting
information be presented in a decision-oriented or task-
oriented way?” [3]

The aim of this article is to present the proper
technologies available in literature dealing with the data
overload problem in a network. Few concepts dealing

with this problem will be used here to better define the
problem. Therefore, in this article the concept of
computational networks for a network resulted from
computation will be approached [4]. The concept of a
complex network as a simplified frame of a complex
system, where the nodes of the network are represented
by the entities of the system, and the links between pairs
of nodes are the interrelations between the entities of the
system [5]. Two complex systems will be used as
examples in this article in order to explain the problem
briefly. One is an aviation management system and the
second a subway transportation system.

Another concept tackled in this article is the
network visualization concept. Not network drawing, in
general oriented on the visual representation of
network’s nodes and links, but network visualization in
terms of using a network for its data visualization. The
last one being more oriented on operating the
hierarchies of a complex system, for various view
perspectives and interactions between its entities. This
concepts will be explained in more detail in Section 2,
where the state-of-the-art of this topic is presented. The
above introduced concepts will afterwards be
interconnected for a larger overall picture. Related work
and existing tools will be presented in Section 3. And in
the end, Section 4 presents the key challenges and
concluding remarks of this review.

2. Network visualization: State-of-
the-art

The best solution to elucidate how a system
runs is by understanding its structure [6]. The same
holds for a network. In order to understand why a
network is differently structured than another, or why a
network is more vulnerable, or resilient, than the others
are, it is important to understand the network’s structure
[7]. As a network grows in complexity, it is more
difficult to handle the interactions between its nodes.
Therefore, in order to understand and to work with a
complex network, analysis techniques are required.
According to the existing literature, the visual analytics
techniques can be considered a reliable solution [3,8—
17].

2.1. When a network gets complex

A network is a collection of points, which in
Computer Science are considered as nodes, with a set of
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lines connecting the points between them, called edges.
For this article, the usage of the term network is related
to a real world component which can be represented,
from a mathematical perspective, as a graph, but the
term graph will be reserved only for its mathematical
model.

The study of networks, from a mathematical
approach, has its origins in discrete mathematics. Euler
treated the Konigsberg Bridge problem in 1736, and his
work is reported as the first paper written on the graph
theory [18].

In the last decades, the research focus of
networks slightly changed from analysis of small
networks, and the individual properties of its elements,
to large-scale networks. This was possible thanks to
computers’ evolution which enabled the possibility to
collect and analyse data much more easily, and on a
larger scale than was possible before [19].

Analysing a small network is no longer a
challenge. However, when a network is getting complex
with hundreds (or thousands) nodes and links, an
unaided eye, even if considered a very powerful analytic
tool, is not able to study the complex structure of it in a
real time. Today’s computers are offering high
computational power, which can process complex
networks in a matter of seconds. Therefore, analyzing
important network properties like the small-world
effect, transitivity or clustering, degree distribution,
network resilience, mixing patterns, degree correlations,
community structure, network navigation, etc., became
possible for complex networks, too [7,19,20].

2.2. Complex networks evolved from
complex information systems

As defined by [21] an “Information System is
what emerges from the usage and adaptation of the
Information Technology and the formal and informal
processes by all of its users.” This type of system most
likely consists of interconnected and heterogeneous
subsystems which can communicate with the external
environment [22]. The complexity is given by the
interactions of its entities.

The main characteristic of a complex system,
in general, is that they appear to be organized without
any external regulation to be used [23], and, in
particular, they can fall under some of the properties:
heterogeneousness, flow processing, hierarchical
organization, and evolution [22]. Hence, complex
networks can be built from real complex information
systems, for a reliable computation, and for real case
application studies like the problem tackled in here.

This article presents two examples of
representing a complex information system as a
complex network in an attempt to understand its
properties, and structure.

2.3. Example 1: Munich subway network

The Munich subway network used for this
example is a network with 96 stations (nodes) and 101
connections (links) between its stations. The network is
represented in an abstract way in Figure 1 and Figure 2,
based on [24]. The representation of the network is a
mathematical one, regardless of the topological position
of its nodes.

Figure 1 is one abstract-view of the Munich
subway network with representation based on the
network modules. A module of a network is a subset
connected part of the network [25]. The line-up of the
modules and their nodes is determined by a star-view
layout. For this representation, links between modules
are collapsed into one, but with the width proportional
with the number of the links collapsed. Nodes in
modules are colored on a heat-color based. More
precisely, the darker colored nodes represent a high
degree, and lighter colored representations for the lower
degree nodes.

Figure 1. An abstract-view of the Munich subway
network based on its modules.

Figure 2 is another way to represent an abstract
modular view of the same network. The size of the
nodes is proportional with the total number of nodes in
a module. The same with the links, their size is
proportional with the number of links between the
modules.

Compared with the original network
representation [26], this kind of representation might
not make that much sense for a guidance use. However,
for a network analyzing purpose this kind of
representation is more suitable for analyzing the
network structure properties. In this case it might be
possible that the topological network representation is
not too much helpful, because a different approach is
required, a more analysis oriented one.

11
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Figure 2. Abstract modular view of the Munich subway
network.

2.4. Example 2: The worldwide air
transportation network

Figure 3 represents the worldwide air
transportation network [27], where the gray links
represent the air traffic of passengers in the world,
connecting 1,000 airports with more than 35,000 links,
and the red links represent the basic structure of the
network with only 1,300 links. In this case we have the
more extended example mentioned in Example 1. Here
is more clear the requirement of an additional aid in
helping the decision maker to get a reliable interaction
among the networks’ items.

Figure 3. The worldwide air transportation network.
Picture copyrights of [27].

The two examples were illustrated to get the
feeling of analyzing complex structures. However,
representing a complex system as a complex network,
and fixing the network plotting part with the
computational power of the nowadays computers,
doesn’t fix the problem. The reliability in analyzing the
structure of such complex networks is challenging. As
mentioned in the first paragraph of this section, visual
analytics might be a reliable solution. The status quo of
visual analytics is presented in the following subsection.

Int'l Conf. Modeling, Sim. and Vis. Methods | MSV'15 |

3. From Visualization to Visual Analytics

According to [28], visualization began to be
studied in a scientific way in 1987. Very much progress
has been made since then, and can be divided roughly in
two different sciences: Scientific Visualization and
Information Visualization.

While the focus of Scientific Visualization is
mainly on visualization techniques for an interaction
efficiency, Information Visualization emphasizes on
visualization of data, with a lately stronger focus on
abstract data with no explicit spatial references available
[9,29].

A new research field evolved from these two
sciences in 2004 [11], Visual Analytics. A first
definition is given by [8] as “the science of analytical
reasoning facilitated by interactive visual interfaces”
and adapted later by [3] to “Visual analytics combines
automated analysis techniques with interactive
visualizations for an effective understanding, reasoning
and decision making on the basis of very large and
complex datasets”.

This is to say that Visual Analytics is an
adapted version of Information Visualization in order to
deal, in an innovative way, with analysis tasks and
advanced data analysis algorithms, which is more than
just visualizing, and can be considered “an integral
approach to decision-making, combining visualization,
human factors and data analysis”. [2]

The mantra of [30] “Overview first, Filter and
zoom, Details on demand”, which inspired systems and
visualization techniques in Information Visualization, is
now adapted by [31] for Visual Analytics to “Analyze
first, Show the Important, Zoom, filter and analyze
further, Details on demand”.

A novel perspective of visualizing data is not
offered to decision makers, but they are guided in a loop
where data can be interactively operated to offer new
perspectives on them, and their descriptions, in a
knowledge discovery process. By letting the decision
maker at the command of the system, with different
view perspectives, and combination of automatic and
visual analysis methods, will lead to a better
understanding of the complexity of the analyzed system.

This process is the visual analytics process
introduced by [3] and exemplified in Figure 4. This
process distinguishes from the other processes from the
very beginning by offering the chance to transform
(sort, delete, modify etc.) the input data. Then, the
decision makers are able to choose between the
automated data analysis, or so called performance
optimization, and the visual data exploratory branches.

By choosing the performance optimization
branch, models based on the input data will be generated
automatically. Parameters refinement are enabled for
better results. A gain of knowledge can be followed now
from the automated analysis, or after the models are sent
for a visual interaction with data.
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Figure 4. The Visual Analytics Process, adapted from
[3].

For a visual data exploratory selection, the user
is able to use visual analysis methods (e.g. zoom, filters)
for a reliable data exploration, and to generate optimal
(e.g. structure understanding of the input data) results
for a direct gain of knowledge, or to build models for
more insights in between.

This process is an adaptive process, and
anytime the user can restart the loop in case the results
are not sufficiently useful.

In the end of this section, the list of the existing
visualization tools and toolKkits is presented, based on
recent (in the last three years) comparative reviews
available in literature. In order to be eligible for this
review, the visualization tool, or toolkit, has to provide
functionality for network data.

A review of visualization tools was perform by
[32] in 2013. The selection criteria for the tools were to
be in an active development (published after 2009, or a
new version release in the last two years), and to handle
networks with more than 10,000 nodes. Some of them
are free to use, some others only enclosed in research
papers, and not available for tests. The tools are:
Cytoscape [33], Tulip [34], WiGis [35], CGV [36],
VisANT [37], ipgraph library [38], Pajek [39], Gephi
[40,41], In Situ Framework [42], and Honeycomb [43].

Another review [44], from 2012, finds and
compares from a functional point of view (visualization
functions, analysis capabilities, and development
environment) an important number of available open
source visual analytics toolkits. From this list only the
toolkits able to visualize network data too will be
presented.

The toolkits are: birdeye [45], Flare [46],
GraphViz [47], Improvise [48], IVTK [49], JIT [50],
JGraph [51], JUNG [52], NetworkX [53], Prefuse [54],
Protovis [55], Titan [56], WilmaScope [57], and Zest
[58].

A complementary review [12] of the previous
one, from the same year, finds and compares from a
functional point of view (system and architecture, data
management, automatic analysis methods, and
visualization techniques) the available commercial

visual analytics toolkits. For consistency, the selection
criteria of functionality for visualizing network data is
applied. The eligible commercial toolkits are only
QlikView [59], TIBCO Spotfire [60], IMP [61], Visual
Analytics Incorporated [62], and Centrifuge [63].

4. Key challenges and concluding
remarks

In this article the data overload problem was
presented in relation with existing visual solutions. Such
information overload problems often generate crisis
situations by not handling the complex structure of
important systems properly.

A few concepts were used in this paper in order
to better define the problem. The concept of
computational networks, complex networks, and
networks visualization with emphasizes on visual
analytics. Complex systems were represented as
complex networks, and the visual analytics techniques
presented from literature were considered a reliable
solution for this problem.

With the two examples illustrated in Section 2
we demonstrated that the handling of such complex
systems is not an easy task for decision makers. The
need for the development of new technologies that are
overcoming this problem is growing proportionally with
the technologies that generate more and more raw data.
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Nonlinear second-order dynamical systems on Riemannian
manifolds: Damped oscillators
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Abstract— Linear as well as non-linear mathematical sys-
tems that exhibit an oscillatory behavior are ubiquitous in
sciences and engineering. Such mathematical systems have
been used to model the behavior of biological structures,
such as the pulsating contraction of cardiac cells, as well
as the behavior of electrical and mechanical components.
Chaotic oscillators are currently being used in the secure
transmission of information. The state of such classical
dynamical systems evolve in the Euclidean space R™ (typ-
ically, n = 1,2,3). The current paper aims at proposing a
principled mathematical technique to design second-order
nonlinear dynamical systems over curved Riemannian man-
ifolds and to discuss a numerical simulation framework that
is compatible with the structure of such spaces.

Keywords: Second-order dynamical systems, Non-linear dynam-
ics, Oscillatory behavior, Chaotic systems.

1. Introduction

A wide range of nonlinear phenomena have been studied
in the scientific literature by analyzing the harmonic behavior
regime of different models of nonlinear oscillators such as
the Lorenz model, the Duffing model, the van der Pol model
and the Colpitts model. The state of nonlinear dynamical
systems may evolve over time in a complex way, by showing
non-repeating paths (albeit deterministic), and most of such
dynamical systems present a chaotic behavior for specific
values of their parameters. Chaos is considered to be an
irregular random-seeming behavior, strongly influenced by
the initial conditions of a non-linear system and by the values
of its parameters. Chaos can be encountered in a number
of complex physical processes in various scientific fields
such as secure communications [1], [2], cryptography [3]
and robotics [4].

Non-linear dynamical systems are currently employed to
model the behavior of a variety of complex physical, chemi-
cal and biological systems. In mathematical biology, biolog-
ical processes are often represented by linear or nonlinear
oscillators, such as in the modeling of the heartbeats [5],
[6], of the metabolism, of the breathing and of constructive
effects in genetic systems [7].

In electrical engineering, the van der Pol oscillator ex-
plains electrical circuits governed by a second order differ-
ential equation but it can also describe how a pacemaker
controls the irregular heartbeat of human heart, where the

whole cardiac system can be modeled as a working van der
Pol oscillator. In mechanical engineering, the Duffing non-
linear oscillator is used to model magneto-elastic mechanical
systems (e.g., the motion of a sinusoidally-forced structure
undergoing large elastic deflections), whereas, in electrical
engineering, the Duffing oscillator can explain the behavior
of non-linear electrical circuits [8].

Such classical dynamical systems involve a few variables
in low-dimensional Euclidean spaces, such as the real line R
(see, e.g., the van der Pol oscillator), the real plane R?, and
the ordinary space R? (see, e.g., the Lorenz system). The
current paper aims at proposing a principled mathematical
technique to design and to numerically simulate second-
order nonlinear dynamical systems over curved spaces that
take the structure of Riemannian manifolds. The present pa-
per focuses on three specific aspects: on extending previous
studies on nonlinear damped oscillator theories on Euclidean
spaces to high-dimensional curved (Riemannian) manifolds;
on deriving a geometrically-sound framework to numerically
integrate the differential equations on manifold that describe
the dynamics of the devised general nonlinear oscillator;
on illustrating, via computer simulations, interesting patterns
over a simple curved manifold, the unit sphere, that affords
graphical rendering of the numerical results.

The manuscript is organized as follows. In Section 2,
second-order dynamical systems on Riemannian manifolds
are introduced. The formulation of the continuous-time equa-
tions via an extended stationary-action principle is presented
in Subsection 2.1, whereas potential energy functions and
damping terms are introduced in the Subsection 2.2. The
notion of numerical simulation of the developed dynamical
systems on manifolds via geometric-integration techniques is
presented in the Section 3: in particular, time-discretization
of the system and numerical simulations on the unit hy-
persphere are respectively discussed in the Subsections 3.1
and 3.2. Concluding remarks are presented in Section 4.

2. Second-order dynamical systems on
manifolds

A prototypical second-order dynamical system, whose
trajectory evolves in the space R2, is described by the
Newton’s law of motion of a particle of mass m subjected
to a total force F : R3 x R3 x T — R3. The trajectory
~ : T — R3 followed by such particle is computed as the
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solution of the Newton’s equation:

d? d
md—tZF<%d_Z’t)’ (1)
equipped by appropriate initial/boundary conditions. The
term %(¢) denotes the instantaneous acceleration of the
particle as a function of the time ¢ € I, the mass term
m accounts for the inertia of the particle and the external
force F' depends on the instantaneous position ~(t), on the
instantaneous velocity 4(¢) and may depend explicitly on the
time ¢. The total force F' accounts for both internal forces —
typically, due to active or passive damping effects — as well
as external forces.

In the equation (1), the trajectory is described by three
functions 1 (t), v2(t), vs(t) that constitute the entries of the
vector-valued function ~(t). In fact, for every value of the
time-parameter ¢, the function ~(¢) may be visualized as a
point of the space R3. Likewise, the instantaneous velocity
4 belongs to the ordinary space R? and the phase-space
associated with the system is R? x R3. Whenever the space
where the dynamics takes place is more involved than the
ordinary space R?, as a curved high-dimensional surface
or even an abstract space, both the representation of the
trajectory and the structure of the phase-space become more
complicated.

In the present contribution, we treat the case that the un-
derlying space is a Riemannian manifold /7. Some smooth
manifolds of interest in the scientific literature are the
unit hypersphere (with applications in signal processing),
the Stiefel manifold (namely, the space of ‘tall-skinny’
orthogonal matrices, with applications in signal processing
and machine learning), the manifold of symmetric positive-
definite matrices (with applications in computational me-
chanics) and the orthogonal group (namely, the space of
rotations/reflections, with applications to robotics and signal
processing).

At a point x € M, the tangent space to the manifold M
is denoted as 7, M and represents the vector space spanned
by all tangent vectors to all smooth curves on A passing
through the point z. It pays to think of a tangent space T, M
as a local linearization of the manifold A around a point
x € M. The trajectory ~(¢) generated by a dynamical system
evolving on a Riemannian manifold M entirely belongs to
such manifold as it holds that v(¢) € M for every value
of ¢t € I. By definition of tangent space, the instantaneous
velocity +(t) belongs to T’,;)M at any time. The symbol
T M denotes the tangent bundle associated with the manifold
M, which is defined as:

TMY Y (z,v)|z € M,v € T,M}. )
The tangent bundle plays the role of phase space. A Rie-
mannian manifold M is endowed with a bilinear, positive-
definite form G, : T, M x T, M — R, termed inner product.
Note that an inner product may be applied only to tangent
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vectors and that, in general, it depends (smoothly) on the
point on the manifold x € M.

A few recent contributions appeared in the scientific
literature that aimed at extending the classical notion of
second-order dynamical system (1). In this regard, notable
is the contribution [9], that suggests to employ geometric
numerical integration techniques to study dynamical systems
subjected to equality constraints. A contribution on the
line of extending linear smothering to non-linear (time-
independent) stifling on dynamical systems is [10].

2.1 Formulation of the equations via an ex-
tended stationary-action principle

In the present paper, the formulation of second-order
dynamical systems on Riemannian manifolds is based on
the dynamics of a point-wise particle sliding on a manifold
M endowed with an inner product G. The stationary-action
principle used to formulate the dynamics of such a particle in
a dissipative context is based on the notions of Riemannian
kinetic energy function, potential energy function and exter-
nal driving force. The kinetic energy function for a point-
wise particle associated with the metric G is denoted by
K :TM — R and is defined by:

defl
K, (v)= 5
where the mass of the particle has been assumed unitary
for simplicity. On a Riemannian manifold, the metric tensor
is positive-definite, hence, on every trajectory v : I — M,
it holds that the kinetic energy takes non-negative values,
namely K. (%) > 0. The potential energy function V :
M — R depends on the coordinate x € M only. In the
absence of any external solicitation, the dynamical system
generates a trajectory v : T — M that follows the landscape
of the potential energy function. In addition, in the context
of dynamical systems subjected to external driving forces
on manifolds, a force at a point x € M is a tangent vector,
namely:

Gy (v,v) for (z,v) € TM, 3)

fo:ToM x T — T, M. (4)

At a point v(t) € M of a trajectory, the external force may
depend upon the instantaneous velocity +(t) € T',)M and
on the time t.

On a Riemannian manifold M, whose tangent bundle is
endowed with an inner product G, the extended stationary-
action principle that governs the evolution of a dynamical
system reads:

[0 =Vt (G omae=0, ©)

where symbol ¢ denotes variation. The integrand in the
leftmost integral represents the classical Lagrangian function
of the particle and its integral represents the total action of
the particle. The rightmost integral represents the variation
of the particle’s energy due to the external driving force



and represents an extension of the classical stationary-
action principle introduced in the advanced analysis of fluid
dynamics [11]. On each interior point of the trajectory ¢ € I,
the variation 6 € T', M is arbitrary, while at the boundaries
of the trajectory it vanishes to zero. (For a reference on the
calculus of variation on smooth manifolds, readers might
want to consult the paper [12].)

Applying the calculus of variation to the extended
stationary-action principle (5) leads to the equation of mo-
tion of a particle sliding on a smooth Riemannian manifold.
In particular, in the spacial case that the external forcing term
is absent, namely f, = 0, and the potential energy function
is everywhere constant, the stationary-action principle (5)
leads to the second-order differential equation:

Uiy =0, (6)

where the symbol V is known as ‘covariant derivative’ in
differential geometry and represents the amount of change
of a tangent vector field along a given tangent direction. The
formal condition (6) may be phrased as “the instantaneous
velocity of a trajectory stays constant along its own direc-
tion” or, equivalently, the trajectory ~, which is the solution
of the equation (6), translates parallely to itself. This is
precisely the characteristic of a straight line in the space
R3, which stays the same when translated along its own
direction. Hence, the above equation admits, as a solution,
the mathematical entity that is equivalent to a straight line on
a curved manifold, termed geodesic line. In physical terms,
a geodesic line is the path followed by a particle sliding
on a curved manifold freely (i.e., without any solicitation)
under the effect of the initial momentum and represents
a uniform motion on manifolds. A geodesic line starting
from a point = € M with initial velocity v € T,.M
may be written as v(¢) = exp,(tv), for t € [0, al], with
a > 0. The function exp is termed exponential map. Since a
geodesic line minimizes the kinetic energy, it also represents
the shortest path joining two given points on a connected
Riemannian manifold.

Upon embedding the manifold M into an Euclidean space
(of sufficient dimension), the differential equation (6) may
be written as the dynamical system:

T = v,
{ U= —Px(’l),’l)), (7)

where the term I" denotes the ‘Christoffel symbol’. Upon
performing the embedding, the variables =(¢) and v(t¢) be-
come free to evolve on the Euclidean space and, in order for
the trajectory to lay over the manifold M, the acceleration
© needs to adapt point-by-point through the term —T",. (v, v).
In fact, the whole term © + I';(v,v) is termed geometric
acceleration of an embedded geodesic. Note that, since on
a geodesic the instantaneous geometric velocity is constant,
the instantaneous geometric acceleration is zero.
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When the potential energy function V' and the external
force are present, they manifest themselves in the equation
of motion through two additional terms:

r = v,
{1’1 = —T.(v,v) = V.V — fa. ®)

The term V.V, € T. M represents the Riemannian gradient
that is used to compute the directional derivative of a
function on a manifold. (Namely, given a point x € M and
a tangent direction whatsoever w € T, M, the directional
derivative of the potential 1, along the direction w would
compute as G, (V. V., w).)

For comparison purpose, the dynamical system (8) may
be rewritten as:

;}./ + F’Y(’Y}’Y) = _V’YV’Y - f’Y(;Yat)' (9)

By comparing the second-order differential equation (9) on
an embedded manifold with the Newton’s law (1), it can be
readily appreciated how the term 44T, (¥, ) represents the
geometric acceleration of the particle sliding on the manifold
M, the term —V,V, denotes conservative forcing, and the
term £, accounts for a possibly dissipative (or braking) force
acting upon the particle.

In the special case that M = R™, hence T, M = R",
and G, (v,w) = vTw, it holds that ' = 0 everywhere
on M, V.V, = (Jy). (the classical Euclidean gradient or
Jacobian). Hence, the dynamical system (8) simplifies into:

T = v,
{@ = —(WV)z — fa (10)

The dynamical system (10) accounts for well-known oscil-
lator models, such as the simple pendulum (with M = R):

{12 " (11)

v T dz

with potential energy function V' : R — R defined as
V,202(1 — cosz); the van der Pol oscillator:

T = v,
{ T —d‘ﬁ — p(a? — 1)v, with g > 0, (12)

where the potential V : R — R is defined as Vzd:eféﬂgﬁ
and Qg > 0; the Lorenz oscillator:

T = w,
-0 0
v = —Cyu, C’Idéf r3—p 1 x|, (13)
x93 —x1 f

def
where 2= [r1 22 23]T, and o, 3 and p are constant param-
eters, for some values of which the Lorenz system becomes
chaotic.
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2.2 Potential
terms

In order to complete the picture of non-linear oscillators
on Riemannian manifolds offered within the present paper, it
is necessary to discuss on the form of the involved potential
energy function V,, and of the external forcing term f,.

In the present context, the force f, = f.(v,t) € T, M
will essentially represent damping effects. In particular:

o Friction-type damping: This kind of damping gener-

alizes the Rayleigh damping and is expressed by the
forcing term:

energy functions and forcing

fo = —pllv]| 2 Vv, (14)

with e > 1 being a damping coefficient and x > 0
being a viscosity coefficient.

o Non-linear damping: It generalizes the nonlinear damp-
ing term that appears in the van der Pol system and in
the Lorenz oscillator, and assumes the expression:

f;c = _(}QH:(U)) (15)

where the map ¢ is such that, for each z € M, ¢, :
T.M — T, M is a linear map (endomorphism).

In order to design potential energy functions that might
give rise to complex trajectory patterns, it pays to retrace
the classical potential energy functions and to extend such
potentials to a general Riemannian manifold. To this aim,
it is necessary to recall the notion of Riemannian distance
between two points on a Riemannian manifold. The Rie-
mannian distance d(x,y) between z € M and y € M is
obtained by means of a rectification formula that returns
the length of the shortest path (namely, the geodesic line)
on the manifold joining the points x,y, which may be
calculated via the inner product. For this reason, d is also
termed geodesic distance. The Riemannian gradient of the
squared Riemannian distance function with respect to its first
argument reads:

Vod®(z,y) = —2log,(y), (16)

where the symbol log denotes the logarithmic map and is
defined as the inverse function of the exponential map. In
general, the logarithmic map is defined only locally around
a given point x € M.

A well-documented potential is the one arising in the
study of the simple pendulum. In the classical case that
M = R, it reads V, o« 1 — cosx. Such potential energy
function may be extended to a general Riemannian manifold
M, endowed with a Riemannian distance function d, as:

Vlgpen) déf,@(l — cosd(z,r)), (17)

with x > 0 being a constant parameter and » € M denoting
a reference point. Upon rewriting such potential energy
function as V") = k—k cos|(d2(z,r)) ¥] and by using the
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calculation rule (16), it is readily seen that its Riemannian
gradient reads:

sind(z, )
d(x,r)

The potential energy function introduced to state the van
der Pol dynamical system in the case M = R is a quadratic
function, namely V, o x2. Such potential energy function
may be extended to a Riemannian manifold M as:

v,V Pen) — log,, (). (18)

1
VD € ), (19)

with x > 0 being a constant parameter and » € M denoting
a reference point. According to the calculation rule (16), its
Riemannian gradient reads:

V. VP = _glog, (r). (20)

Likewise, the Keplerian system mentioned in [13] may be
extended to a general Riemannian manifold by defining the
Keplerian potential as:

V(kep) d:ef - P

¥ d(x,r)
with p,n > 0. Rewriting the Keplerian potential as

1 1 . . .
—pld?(x,7)]72 + n[d*(z,r)]> and invoking again the cal-
culation rule (16) together with the rule of derivation of
composite functions, its Riemannian gradient was calculated
to be:

+nd(z,7), (21)

14 Ui
d3(z,r) + d(z,r)

The shape of the potential energy function has a strong
influence on the evolution of the state of the non-linear
damped oscillator (8).

VIVw(kep) =— log,, (7). (22)

3. Simulation of the non-linear oscillator
on manifold

In order to implement the devised theory on a computing
platform, it is necessary to discretize in time the second-
order dynamical system (8). In particular, it is necessary to
devise a numerical solver that approximates numerically the
solution of the two differential equations in the variables
2 and v: Such a numerical solver will output a sequence
k +— (xy,v) of tangent-bundle pairs at any snapshot k.
Recall that the variable = does not belong to a “flat’ space
like R™, but it belongs to a curved space, hence, the classical
Euler-like approximations cannot be invoked.

3.1 Time-discretization of the continuous-time
oscillator

The Euler rule to solve numerically a differential equation
of the type © = v prescribes to move forward the point
xy, to the point xx, along a straight line of direction vy.
By replacing the notion of straight line with the notion of



geodesic line, one gets a so-called Euler-Riemann stepping
method, that reads:

Tri1 = exp,, (At - vg), (23)

where the time-interval At > 0 denotes a time-discretization
stepsize.

In order to solve the differential equation on the variable v,
we need to introduce a further differential-geometric notion,
namely parallel transport along a geodesic line. Parallel
transport on a tangent bundle associated with a Riemannian
manifold serves to move around tangent vectors by making
sure that they stay tangent. If we start with a tangent vector
w € T, M at a point x € M of an embedded manifold
M and we translate rigidly such tangent vector within the
embedding space, along a geodesic line, to another point
y € M, most probably the result of such rigid translation
will not belong to the tangent space 7,M. In order to
make sure that a vector gets translated along a curve in
a way that keeps it tangent to the manifold at any point,
a special operator needs to be introduced. The parallel
transport operator P*~¥ : T,,M — T, M associated with
the geodesic curve connecting the endpoints x,y € M is a
linear isomorphism that depends smoothly on its arguments
and is such that P*—* is the identity map in 7, M and
P#7Y o P*7% = P*7Y for every x, z,y € M belonging to
the same geodesic line. By definition, the parallel transport
is an isometry, namely, given tangent vectors u,w € T, M,
it holds that G, (P*~¥(u), P*7¥(w)) = G,(u,w). On the
basis of the above-defined parallel transport operator, the
second differential equation of the system (8) may be solved
numerically through the simulation rule:

Vki1 = PRI (0 4 AL (<, Vs — f)). (24)

Note that the Christoffel term is not necessary anymore
because the numerical solver ensures the vector vy, 1 to be
tangent to the manifold M at the point zj, 1.

3.2 Numerical simulation: The unit hyper-
sphere
The unit hypersphere is defined as:

1def

S {z e R 2"z =1}, (25)

where the superscript 7 denotes matrix transpose. The
manifold S* coincides with the unit circle in the plane R2,
while the manifold S? coincides with the three-dimensional
sphere in R? (which constitutes its ‘natural embedding’).
The tangent spaces read:

T7,5" ' = {ve Rz =0}. (26)

Since a vector z in an embedded hypersphere may be
regarded as a radial vector, a tangent space at x is readily
seen to be spanned by all of those vectors that are normal
to the radial vector z, namely, which are tangent to the
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sphere at the point z. A number of engineering applications
are based on the manifold S"~! as, for instance, blind
channel deconvolution [14], robust constrained beamforming
algorithms [15] and modeling of MIMO broadcast channels
under linear filtering [16].

For the unit-hypersphere endowed with the canonical
metric G, (w,u) = wl u, it holds:

Ly (v, ) = z(jv]?, (27)
I, — zzl)yy”

T+ 2Ty —zy’ | w, (28)

P* 7Y (w) = | I, — (

where symbol ||-|| denotes vector 2-norm, symbol I,, denotes
a n x n identity matrix, z € "%, w,v € T,S" 1, in the
expression of the geodesic it is assumed that v # 0 and it
is assumed that 7y # —1 in the expression of the parallel
transport.

By gathering the expressions of the Christoffel operator
and of the Riemannian gradient of the potential energy
function, the following dynamical system with non-linear
damping is obtained:

r = v,
{ 0= vz = VoV — pllolP N — pu(v),
(29)
where 2(0) = 2o € S"~! and v(0) = vy € T}, S" L.
According to the expressions of the geometric quantities
of interest recalled above, the dynamical system (29) may
be simulated through the equations:

w1 = wx cos(At - [|vg]]) + vp|lvk |~ sin(At - [|og]),
Uk = PR (o — A (|07 + g, (u1)
+V,, V),
(30)

with £ =0,1,2,....

In the case of the hypersphere, the squared Riemannian
distance between two sufficiently-close points z,y € S*!
may be expressed in closed form as:

d?(z,y) = arccos®(z"'y), (31)

where the symbol ‘arccos’ denotes the inverse cosine func-
tion. Likewise, both the exponential map and its inverse, the
logarithmic map, may be expressed in closed form as:

exp, (v) = cos([[o]) + [Jv]~* sin(||v[|)v, (32)
log, (y) = (I, — zz")y - d(z,y) - cscd(x, y), (33)

where the symbol ‘csc’ denotes the cosecant function. The
above formulas help working out the expression of the Rie-
mannian gradient of potential energy functions that depend
on the squared Riemannian distance (such as the ‘quadratic’
potential V,, = 1d?(z,r), with r € S"~! being a reference

point on the hypersphere).
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Fig. 1. Exemplary numerical simulation result. A-periodic dynamics on the manifold M = S? embedded in the Euclidean
space R3. The left-hand panel illustrates the trajectory over the sphere (the circle denotes the initial point and the diamond
denotes the final point). The upper panel on the right-hand side illustrates the values of the kinetic energy (solid line),
the potential energy (dotted line) and the total energy (dot-dashed). The lower panel on the right-hand side illustrates the

trajectory in terms of the three embedded coordinates in x.

3.3 Numerical simulation on the sphere

The present Subsection illustrates the behavior of the
discrete-time dynamical system (30) over the sphere S2.
Such manifold affords graphical rendering of the result-
ing trajectories. In all the following simulations, the time-
discretization interval was set to At = 0.001, the damping
coefficient was chosen as ¢ = g the initial state z, was
randomly chosen over the sphere and the initial velocity vg
was randomly chosen in TS

The Figure 1 illustrates a configuration of the oscillator
that generates a non-periodic trajectory. In this simulation,
the potential energy function was set to V,, = %xTSac, with
S being a random symmetric, positive-definite matrix. The
damping term contains again the purely dissipative term
—pljv]|v, with = 0.001. It is readily appreciated how the
oscillator, driven by a quadratic potential energy function
in the embedding space, generates a trajectory over the
manifold S? exhibiting a complex pattern.

The Figure 2 illustrates a configuration of the oscillator
(30) that generates a periodic, self-sustaining motion. In this
simulation, the potential energy function was set to V, =
£d*(x, r), with 7 randomly chosen over the unit sphere and
k = 2. The external forcing term contains again the purely
dissipative term —pul|v|lv, with 1 = 0.001, and an active
van der Pol damping term —p(d?(z,r) — 1)v, with p = 0.8.
For this reason, the corresponding oscillator, after an initial

transient, exhibits an oscillating periodic trajectory.

4. Conclusions

The presented research endeavor aimed at extending
classical second-order dynamical systems to Riemannian
manifolds in order to generalize the notion of non-linear
oscillators. The equations governing the time-evolution of a
dynamical system on a curved Riemannian manifold were
derived on the basis of a classical minimal-action variation
principle modified to include non-conservative terms. Such
kind of non-linear dynamical systems are able to generate
deterministic trajectories exhibiting complex patterns on
curved manifolds.

In order to simulate on a computer platform the devised
non-linear oscillators, the continuous-time equations were
discretized in time through a numerical solver tied to the
underlying geometric structure of the manifold that the
system’s trajectory lays on. The presented numerical exper-
iments illustrate the behavior of the non-linear oscillator on
the unit sphere embedded in the ordinary space and showed
two kinds of trajectory, namely a periodic self-sustained
trajectory and a non-periodic trajectory.

Future research will be directed along the study of pos-
sible configurations for the potential energy function V,,
and for the forcing term f, that can give rise to self-
sustained non-periodic oscillations, possibly by means of
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Fig. 2: Periodic, self-sustained, dynamics of a generalized van der Pol oscillator on the manifold A/ = S? embedded in the
Euclidean space R2. The upper panel shows the values of the kinetic energy (solid line), the potential energy (dotted line)
and the total energy (dot-dashed line). The lower panel illustrates the trajectory in terms of the three embedded coordinates.

active damping terms. Of particular interest are those choices
of the parameters that generate chaotic oscillations.
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Maximizing the Speed of Influence in Social Networks
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Abstract-Influence maximization is the study of seed-node
selection in a social network in order to achieve the
maximized number of influenced nodes. Previous studies
focused on three areas, i.e., designing propagation models,
improving seed-node selection algorithms and exploiting the
structure of social networks. However, most of these studies
ignored the time constraint in influence propagation. Here, |
studied how to maximize the speed of influence propagation.
I extended the classic Independent Cascade model to a
Continuous Dynamic Extended Independent Cascade (CDE-
IC) model. In addition, | proposed a novel heuristic
algorithm and evaluated the algorithm using two large
academic collaboration data sets. The new algorithm is
10%-20% faster in influence propagation than previous
classic heuristic algorithms on the CDE-IC model.
Furthermore, | gave solutions to calculate propagation
probability between adjacent nodes by exploiting the
structure of social network.

Keywords: Social network, Influence speed maximization,
Diffusion model, heuristic algorithm

1. INTRODUCTION

Social networks provide a great opportunity to promote new
products or ideas because of the large number of users and
the high frequency of communication. In viral marketing
strategy, a company invites some initial users, i.e. the seed
nodes, to try its new products or technologies and hope that
these initial users would give a positive feedback. By the
power of word-of-mouth, these users may affect their
neighbors in a social network. These affected neighbors may
subsequently affect their own neighbors. Therefore, in a
fashion similar to viral infection, the influence propagates in
the social network. The challenge in viral marketing strategy
is how to select the seed nodes to maximize the number of
affected nodes.

The large scale of social networks and their complicated
structures made it challenging to select the right seed nodes.
Influence maximization was first proposed as an algorithm
problem by Domingos and Richardson in a study of viral
marketing[1, 2]. Kempe, Kleinberg and Tardos provided a
foundation to solve this problem[3]. They proved that the
problem of optimization in seed-node selection is NP-hard.
They also presented the first provable approximation
solution, which is within 63% (1-1/e) of optimal. One big
drawback in this solution is low efficiency. Even finding a
small seed-node set in a moderately large network (e.g.
15000 nodes) would take days to finish. Several following

studies have been carried to improve the efficiency of seed-
node selection algorithms. Leskovec, Krause and Guestrin
proposed a nearly optimal algorithm called Cost Effective
Lazy Forward (CELF) algorithm[4], which was 700 times
faster. Goyal, Lu and Lakshmanan proposed an algorithm
called CELF++, which was 35%-55% faster than CELF[5].

Chen, Wang and Yang[6] tackled the efficiency issue of
seed-node selection by improving heuristics methods. Their
new heuristics method achieved a nearly matched result
comparing to greedy algorithms, but with a running time of
more than six orders of magnitude faster.

All the previous studies focused on the space maximization
of influence, i.e. how to maximize influence propagation in
a social network without time constraint. In this paper, | will
study the speed maximization of influence propagation, i.e.
how to maximize influence propagation in a social network
in a given time frame.

Here, | showed how | extended a classic IC model to
Continuous Dynamic Extended IC (CDE-IC) model. In
addition, | proposed a novel heuristic seed-node selection
algorithm. | then gave formulas to calculate propagation
probability between adjacent nodes. In order to test my new
algorithm, I compared this algorithm with three other most
popular heuristic algorithms in two data sets. The result
showed that even a small modification to the existing
algorithms could lead to a big boost to the qualification of
seed nodes selection.

2. RELATED WORK

Studies on influence maximization in social networks are
mainly focused on three areas, designing propagation
models, improving seed-node selection algorithms and
exploiting social networks structure.

2.1 Propagation Models

The two basic models of social networks are Linear
Threshold (LT) model and Independent Cascade (IC) model.
Many other models extended from these two basic models
under different conditions.

2.1.1 Linear Threshold (LT) Model

LT Model was proposed by Granovetter and Schelling to
simulate influence propagation in social networks [7, 8]. In
LT model, each node u has a threshold 8, (0<6,<1) that
defines the minimum requirement of its active neighbor
nodes set. When the total weights of all active neighbor
nodes are greater than 0,, an inactive node u switches to
an active status.
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Figure 1: Influence propagation in LT model

The process of influence propagation in LT mode is
shown as in Figure 1. Each node has the same threshold
value of 0.3. The weight between any two nodes is labeled
at the edge. At time 0, node A is selected as the seed node
with an active status. Node A will try to propagate influence
to its neighbor nodes of node B and Node D. Edge AB has a
weight value of 0.4 and edge AD has a weight value of 0.1.
In this condition, only node B satisfies the condition of
switching from an inactive status to an active status as the
total weight of active neighbor nodes of Node B is greater
than the threshold of 0.3. Therefore, Node B turns into an
active status at time 1. The total weights of active neighbors
of node D are 0.1 and node D remains inactive at time 1.
The following steps are similar until there are no more
nodes that satisfy the condition to switch and the process of
influence propagation stops.

There are two interesting observations in this propagation
process. First, although some people will not accept new
technologies at first, they are likely to change their minds as
more of their neighbors accept the new technologies. These
people are represented by node D in the example. Secondly,
although the weight between node C and node F is higher
than the threshold, they have no chance to switch to active
status. Their active neighbor nodes are not powerful enough
to propagate the influence to them. Node C and node F
represent the users in social networks who are eager to
accept new products. However, because inappropriate seed
nodes are selected, the propagation process fails to discover
these users. We have to carefully consider this during the
seed nodes selection phase.

2.1.2 Independent Cascade Model

The Independent Cascade (IC) model was proposed by
Goldenberg, Libai, and Muller[9]. In IC model, the process
of influence propagation in social networks can be
illustrated as the following steps. An initial seed-node set is
selected at time 0. If node A becomes active at time t, it will
try to affect its inactive neighbors at time t+1 with a
probability of p. Node A will only have one chance to affect
its neighbors, and will not try again whether it succeed or
not. If an inactive node is connected with more than one
newly active node, these newly active nodes will try to
influence the inactive node in a random sequence. In
addition, the result of influence propagation between two
nodes is not affected by actions of other nodes.
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The process of influence propagation In IC model is shown
in Figure 2 and Figure 3, each representing an outcome from
a single run. In both scenarios, node A is selected as the
seed node. However, the end results are different because of
the randomness in influence propagation in IC model. The
influence reaches to 4 other nodes (D, E, F and H) in one
run (Figure 2) and 5 other nodes (B, C, E, F and H) in the
other run (Figure 3). Therefore, the experiments need to run
multiple times in IC model to obtain an accurate estimation
of influence propagation with a specific seed node selection.
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Figure 2: Influence propagation in IC 1st try

4 - - S C— m—
t=0 =1

v - w v -
t=2 t=3

Figure 3: Influence propagation in IC 2nd try

2.1.3 Extensional IC Model

Wang, Qian, and Lu proposed an Extensional Independent
Cascade (EIC) model[10]. In the EIC model, the influence
propagation between two adjacent nodes is divided into two
phases involving a spreading phase from an active node and
an adopting phase from the inactive node. In the spreading
phase, an active node decides whether to spread the
influence to its neighbor nodes based on a spreading
probability of ps. If the active node decides to spread out the
influence to its neighbor nodes, the adopting phase is similar
as in the original propagation process in classic IC model. In
the adopting phase, each inactive node decides
independently whether to adopt the influence based on an
adopting probability of p,. The EIC model added one more
step in the process of influence propagation. The new
propagation probability (p,) in EIC model is the product of
probability in spreading phase (ps) and probability in the
adopting phase (pa), as in formula 1 p, = psX pa.

2.2 Seed-node Selection Algorithms

Seed-node selection algorithms play a key role in influence
maximization. There are two metrics to measure a seed node
selection algorithm, efficiency and quality.
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2.2.1 Hill-Climbing Algorithm

Kempe et al.[3] used a greedy algorithm named Hill-
Climbing algorithm. They proved that the Hill-Climbing
algorithm guarantees to achieve an approximation solution
with a factor (1- 1/e — €) to the optimal solution in both the
LT Model and the IC Model. Here e is the natural logarithm
base and € is any small positive real number. This algorithm
is based on the theory of submodular functions[11]. In order
to obtain an accurate estimation, Kempe et al. run Monte
Carlo simulation sufficient number of times (20,000) for
selecting each seed node. Although greedy algorithm
guarantees the quality of seed nodes selection, it is not
efficient enough for large-scale social networks. Many later
studies tried to improve the efficiency of this algorithm,
including CELF Algorithm and CELF++ Algorithm.

2.2.2 CELF and CELF++ Algorithm

The biggest drawback of the Hill-Climbing greedy
algorithm is low efficiency. Leskovec et al. tried to solve
this problem using an improved greedy algorithm named
Cost-Effective Lazy Forward (CELF)[4]. Their experiment
showed that they would get a near optimal solution while
being 700 times faster than the Hill-Climbing greedy
algorithm. Further effort of reducing the running time of the
greedy algorithm was carried by Goyal et al.[5]. They
proposed an improved CELF algorithm called “CELF++”
that further decreases the running time by 35%-50%
compared to the CELF algorithm. Despite those
improvements, use of greedy algorithms in large data sets is
still limited by the relatively low efficiency.

2.2.3 Heuristic Algorithm

In contrast to greedy algorithms, heuristic algorithms may
not provide the best result, but they can obtain an acceptable
result in much less time. Two widely used heuristic
algorithms are Degree-Centered and Distance-Centered.

In Degree-Centered algorithm, the nodes that have a large
number of connections in a social network, i.e. the high
degree nodes, are deemed as influential nodes. The more
out-neighbors a node has, the more influence it is believed
to have in a social network. This is an intuitive assumption.
However, a known phenomenon in social network is that
high degree nodes tend to connect to each other. Therefore,
if only high degree nodes are selected as seed nodes, these
seed nodes will have a large overlap with each other. The
overlapped nodes will not bring any additional value to the
set of seed nodes to maximize influence propagation. In
Distance-centered algorithm, influential nodes are the nodes
that have a smaller average distance to other nodes.

Although Degree-Centered algorithm is better than other
heuristic algorithms[3], it is still not as good as greedy
algorithms. In general, heuristic algorithms were not studied
extensively in research field because of the low expectation
of quality. However, Chen et al. proposed an improved
heuristic algorithm in IC Model[6]. This improved heuristic
algorithm performed comparably to greedy algorithms.

Importantly, this algorithm significantly reduced the time in
the seed-node selection with six orders of magnitude.

In this new heuristic algorithm, Chen et al. introduced the
concept of “discount” to the degree of a node. The logic is
that when a node is selected as a seed node, its neighbor
nodes will become less influential to the social network.
Therefore, there should be a discount on the neighbor nodes.
They proposed two methods to discount the degree of a
node. The first method is called “Single Discount”, in which
the degree of all neighbor nodes of a selected seed node is
reduced by one. The second method is more complicated in
that the effect of each newly activated node to its inactive
neighbor nodes will be calculated individually.

3. SOLUTION FRAMEWORK

In this section, | study how to maximize the speed of
influence propagation in social networks. | extended the
classic IC model to a Continuous Dynamic Extended
Independent Cascade (CDE-IC) model. In addition, |
proposed a novel heuristic algorithm comparing with
previous classic heuristic algorithms on the CDE-IC model
in two large academic collaboration data sets. Furthermore, |
discuss how to decide the parameters in the propagation
model by exploiting the structure of social networks.

3.1 CDE-IC Model

The Extensional Independent Cascade (EIC) model extends
the process of influence propagation from one phase in
classic IC model to two phases involving a spreading phase
and an adopting phase[10]. The EIC model with two phases
in propagation process is a good extension to 1C model, and
it is more close to reality in social networks. However, The
EIC model has the same drawbacks as the classic IC model,
in that the propagation process is one-time and static. One-
time refers to the assumption that a newly activated node
will only try to propagate the influence to its neighbors
once. If a node turns into active status in step t, it will try to
propagate its influence to its inactive neighbor nodes in step
t+1. Static in EIC model means that the probability of
propagation does not change with time.

In this paper, | propose a new improvement on the EIC
model to take into consideration of continuous influence,
and also the dynamic nature of influence propagation. In this
Continuous Dynamic Extended IC (CDE-IC) Model, an
active node will keep propagating influence to its neighbor
nodes until there are no more inactive nodes. Furthermore,
the probability of propagation between two nodes will
change with time. The process of influence propagation in
CDE-IC model is shown in Figure 4. Suppose all edges in
Figure 4 have a probability of %. At time 0, node A is
selected as a seed node. At time 1, node B turns active under
node A's influence. At time 2, node B propagates influence
to its neighbor node C and node E. At time 3, although node
A fails to influence node D at time 0, it gets another
opportunity and succeeds. Node D becomes active, so does
node F. The influence process stops at time 3.
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Figure 4: Influence propagation in CDE-IC model

The key difference between CE-IC Model with classic IC
Model or EIC model is that an active node will have
multiple changes to propagate its influence. If it fails the
first time, it still has a second or a third chance to propagate.
In CE-IC model, all activated nodes need to be considered in
each step.

3.2 Zero-Discount Algorithm

The Hill-Climbing algorithm and its improvements can
provide guaranteed approximation solution to optimal seed
node selection, but they are not efficient. Traditional
heuristic algorithms such as Degree-Centered algorithms
and Distance-Centered algorithms are efficient in seed nodes
selection, but they do not have comparable results to greedy
algorithm. The quality of Degree-Centered algorithm is
lower than that of Hill-Climbing algorithms because there is
a high degree of overlapping between high degree nodes. If
we only select nodes with the highest degree into the seed
nodes set, they will greatly weaken each other in the process
of influence propagation.

To minimize overlapping between high degree nodes, |
propose Zero-Discount algorithm. In this algorithm, if a
node is selected as a seed node, the degree of all of its out-
neighbor nodes is set to zero. In CDE-IC model, an active
node will continuously propagate its influence to its
neighbor nodes. If the probability of propagation between
two nodes is p, it only needs 1/p on average attempts to
succeed. Therefore, we can safely remove all out-neighbor
nodes of a seed node without impairing performance
significantly. At the same time, a more evenly distributed
seed node set increases the chance of influence propagation
in social networks.

3.3 Estimation of Propagation Probability

The propagation probability can be set randomly or given by
data mining technology. However, it will be either
inaccurate or costly. Here, an estimated probability value is
assigned to each edge by analyzing the characters of social
networks. Influence sources are categorized into three
classes, Star Effect, Peer Pressure and Social Trend.

In CDE-IC model, the propagation probability is the product
of spreading probability and adopting probability. A
different spreading probability is given to each node
according to its degree in social networks. High degree
nodes will have higher spreading probability than low
degree nodes. A maximum spreading probability pmax iS
given to the node with the highest degree (pmax<1) and an
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isolated node will have a spreading probability of 0. The
other nodes will be assigned a probability value based on a
linear function. The spreading probability is decided as the
following formula 2 by out degrees.

Ps = Pmin + (Pmax — Pmin) (Degree(node) — Degreenin) /
(Degreenmax — Degreenin)
Adopting probability is estimated according to the source of
influence in the following three steps. Firstly, check all in-
neighbor nodes of a node. Secondly, calculate how much
energy each in-neighbor node spends on it. Thirdly,
normalize the total energy. In addition, it has been
demonstrated that the probability of influence shows an
exponential decay behavior[13]. To model this decay
behavior, | introduce a time factor into the estimation of
adopting probability in my model. The decay of adopting
probability is decided as in the following formula 3:

Pa(t) = palto) €' T
The nodes with high out-degree in social networks represent
celebrities. They are active in social networks and more
likely to spread new influence to the public. Such nodes
have a high spreading probability. However, the probability
of adoption is relatively low when people receive influence
from such nodes. In contrast, the nodes with low out-degree
are average people and they are the main component of most
social networks. Such nodes will not publish as many posts
as celebrities, but their posts have a bigger influence on their
connections. Social Trend also has an influence on the
propagation probability. When a new technology was first
introduced to the public, it is difficult for people to accept it
immediately. As more and more people accept the new
technology, the propagation probability will also increase
with time. The effect of Social Trend can be estimated by
the percentage of active nodes in a social network. The
effect of Social Trend will also be added into the estimation
of propagation probability.

3.4 Data Sets

In this experiment, two real world data sets from
www.arXiv.org, High Energy Physics (hep) data set and
Physics (phy) data set, were chosen to test algorithms on the
CDE-IC model. The hep data set has 15k nodes and 59k
edges, and the phy data set has 37k nodes and 231k edges.

4. EXPERIMENTS

In this paper, | studied how to maximize speed of influence
propagation in social networks. | compared four heuristic
methods, Random, Distance-Centered, Degree-Centered and
my novel Zero-Discount method on the Continuous
Dynamic Extended IC (CDE-IC) Model.

I studied the CDE-IC model in two steps. Firstly, | extended
the EIC model to Continuous Extended IC (CE-IC) model
that studies the continuous influence of an active node.
Secondly, | improved the CE-IC model to CDE-IC model, in
which the probability of propagation will change with time.
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The process of influence propagation is assumed to be
discrete, which means each active node can only propagate
influence one step further in a unit time. By recording how
many nodes are affected in each step, we know both the
instant speed and the average speed of the whole process.
Each method is run 100 times to obtain an average result.

4.1 Results in CE-1C Model

4.1.1 Comparison of Efficiency

The efficiencies of four algorithms are analyzed by
comparing the running time in seed-node selection phase.
Seed nodes size is 20 and the time unit is millisecond.

Table 1. Running time of Seed-node Selection Algorithms

hep phy
Random 1 1
Distance-Centered 13613 186193
Degree-Centered 45 70
Zero-Discount 143 230

Random method is the fastest among the four methods. It is
only related to size of seed nodes. Distance-Centered is the
slowest in these four heuristic methods and does not scale
well. It takes O(n) for a root to reach all other nodes. The
total time to calculate average distance of all nodes is
O(mn). Degree-Centered algorithm is much more efficient
than the Distance-Centered algorithm. Time complexity of
is O(m + n). My novel Zero-Discount heuristic algorithm is
an improvement over the Degree-Centered algorithm. It runs
slower than Degree-Centered algorithm to check more
nodes, but it is still much efficient than Distance-Centered
algorithm. In Zero-Discount algorithm, if a node is selected
as a seed node, the degree of all its out-neighbor nodes will
be set to zero and put to the end of queue at each step. The
time complexity of Zero-Discount is O(mlgk+n).

The experiments in seed-node selection phase show that my
novel Zero-Discount algorithm has a comparable efficiency
to the Degree-Centered algorithm, and significantly better
efficiency than Distance-Centered algorithm. Zero-Discount
is about 100 times faster than Distance-Centered method.

Table 2. Time Complexity Comparision

Algorithm Time Complexity
Random O(k)
Distance-Centered O(mn)
Degree-Centered O(m+n)
Zero-Discount O(mlgk+n)

4.1.2 Comparison of Quality

In this section, | will compare the quality of seed-node
selection algorithms by analyzing how fast influence
propagates in a social network. | run experiments on two
data sets with seed nodes of size 20 and 50 respectively.

Each experiment will run in 40 unit time. The total number
of active nodes at the end of step 40 reflects the average
speed over the process of influence propagation. The
number of newly activated nodes in each step reflects the
instant speed of influence propagation.

Comparison of the average speed of influence propagation
using four heuristic algorithms is shown in Figure 5. The
size of seed node is 20. | used hep data set to test the four
algorithms in CE-1C model. As expected, Random algorithm
has the slowest average speed. Although randomly selecting
seed nodes is fast in the seed node selection phase, this
method is useless in promoting influence propagation.
Degree-Centered is regarded as the best heuristic algorithm
and is widely used. It is about 15% faster than Distance-
Centered algorithm (Figure 5). Zero-Discount algorithm has
the fastest average propagation speed among the four
algorithms. Although my algorithm is slower in the seed
node selection phase than Degree-Centered algorithm, it
increased the propagation speed by 10%.
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Figure 5: Average Speed in CE-1C Model (hep k=20)

The instant propagation speed is shown in Figure 6. Random
selection is still the slowest. There are two important
features in this graph. Firstly, both Degree-Centered and
Zero-Discount algorithms have significantly fast instant
speed at the initial steps of influence propagation. This is
generated by inclusion of high degree nodes in the seed
nodes and is the major contributor to the fast average speeds
seen in Figure 5. At the later steps of influence propagation,
the instant speed of Degree-Centered algorithm declined and
was similar to Distance-Centered algorithm.

Secondly, although the instant speeds of Zero-Discount
algorithm also declined at later steps, there were several
minor spikes during influence propagation such like data
point 20 and 30. The difference in instant propagation speed
between Degree-Centered and Zero-Discount algorithm is
that Degree-Centered algorithm only selects high degree
nodes, and there is a large overlapping between the high
degree nodes. As the influence propagation proceeds, these
high degree nodes add little additional value to the
propagation process. In contrast, Zero-Discount algorithm
tries to diversify seed nodes selection by eliminating
neighbor nodes of seed nodes, and adding high degree nodes
from isolated sub-networks as seed nodes. As influence

27



28

propagation proceeds, these small isolated sub-networks can
be connected. That is why Zero-Discount algorithm
performs better than Degree-Centered algorithm at later
steps of influence propagation.

60 —e— Random
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40 —8— ZeroDiscount
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20
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Figure 6: Instant Speed in CE-1C model (hep k=20)

Next, | explored how seed-node size affects the speed of
influence propagation. Seed-node size of 50 was used for
the same data set hep. The average propagation speeds of
the four algorithms are shown in Figure 7. Obviously,
increase of seed node size significantly increased
propagation speed of all algorithms (Figure 7 vs. Figure 5).
Similar to results obtained with a seed-node size of 20,
Zero-Discount algorithm has the fastest average propagation
speed among the four algorithms. In addition, it is about
20% faster than Degree-Centered algorithm, even better
than the result with the seed node size of 20. This result
indicates that the drawback of Degree-Centered algorithm is
more prominent with increasing of seed-node set. The Zero-
Discount algorithm has more advantage over Degree-
Centered algorithm in larger seed-node selection.
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Figure 7: Average Speed in CE-IC Model (hep k=50)

The instant propagation speed is shown in Figure 8. It is
more obvious that even Zero-Discount loses more speed at
the first step, however, Zero-Discount can almost beats
Degree-Centered in the following steps.

To test if the faster propagation speed of Zero-Discount
algorithm is also true for other data sets, similar experiments
were run in a larger data set, the phy data set. The average
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and instant propagation speeds are shown in Figure 9 and
Figure 10, respectively. Consistently, Zero-Discount
algorithm has the fastest average and instant propagation
speeds among all four algorithms. Distance-centered
algorithm performed much worse in this experiment. One
reason of this low performance could be that the selected
seed nodes have a lower propagation probability.
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Figure 8: Instant Speed in CE-1C Model (hep k=50)

3000
—e—Random
Distance
2000 —A—nngrnn
—&— ZeroDiscount
1000
0 TTT T T T T T TTTTT T T T T TTTTTTTT

1 6 11 16 21 26 31 36

Figure 9: Average Speed in CE-1C Model (phy k=20)
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Figure 10: Instant speed In CE-IC model (phy k=20)

4.2 Results in CDE-IC Model

In the above experiments, Zero-Discount algorithm always
has the fastest propagation speed among the four heuristic
algorithms in the CE-IC model. Next step, | will add
dynamic property into model to test if Zero-Discount is still
the best in CDE-IC model when propagation probability
changes with time. According to formula 3, the adoption
probability of a node will decrease with time in exponential
number. | set the half time period to 20, which is half of
experiment units. | will also record at which step each active



Int'l Conf. Modeling, Sim. and Vis. Methods | MSV'15 |

node tries to propagate influence at initial time for relative
edges. | will test CDE-IC model with 50 seed nodes set.
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Figure 11: Average Speed in CDE-IC Model (hep k=50)

In Figure 11, we can infer similar conclusion as in CE-IC
model. We can also see clearly the effect of exponential
decreasing in adoption probability. First, the total number of
affected nodes in CDE-IC model is about 1/3 less than CE-
IC model. Second, the curves in CE-IC model is more like
straight line, which means the newly affected nodes is
increasing at steady pace. Contrastingly, we can see the
decrease in trend of the curve in CDE-IC model. Both
models show that my novel Zero-Discount can always beat
all the other heuristic methods with best quality of seed
nodes set. Finally, we can add a small correction factor to
probability if considering Social Trend. However, this value
is not significant until a large part of the social networks is
under influence. Since we are studying speed of influence
propagation, which is more meaningful in a short period,
when not so many nodes under influence, we can safely
ignore it.

5. CONCLUSION

In this paper, | studied how to maximize speed of influence
propagation in social networks. | proposed a new
Continuous Dynamic Extended IC (CDE-IC) Model, which
is an improved modification of the Extensional Independent
Cascade (EIC) Model. The original EIC model has two
drawbacks: first, an active node can only try to propagate its
influence to its neighbors once; second, the propagation
probability does not change between nodes. Both of these
problems are solved in my CDE-IC model. | ran four
algorithms in CDE-IC Model, Random, Distance-Centered,
Degree-Centered and my novel Zero-Discount method.
Experiments on two data sets with different sizes of seed
nodes all showed that my Zero-Discount method performed
better than any other heuristic methods. The previous best
method, Degree-Centered, was 10%-20% slower than my
method.
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Abstract - The paper introduces the architecture of the
automated system for metallurgical production. We focus on
the interaction of the sub-systems, dive into the principles that
the simulation module is based on, analyze the alternatives
and look at the perspectives of modeling for the problem
domain.
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1 Introduction

Effectiveness of metallurgical production is tightly
interconnected with perfection of technological, as well as
logistical and business processes. The problems that can
benefit from modeling are listed in [1].

1. Industrial

a.lrregularity of production load over a monthly
period and other scheduling intervals,

b. Mistrimmed production on interconnected
technological systems in the shops and between
the ones,

¢.Suboptimal load of production units of main
technological process,

d. As a result of the previous, suboptimal load of
auxiliary and transportation equipment,

e.Unavailability of operative modification of the
schedules and  production  graphs on
technological reasons, related to the downtime
of equipment on various reasons, interruption of
stock supply,

f. Unavailability of operative modification of the
schedules and production graphs due to business
reasons, including rejection, emergence of new
orders,  modification  of  specifications,
modification of volumes, etc.

2. Predictive modeling, planning of development, including
upgrades and deployment of information technology and
automation systems:

a.Analysis of effectiveness of suggested actions on
new technological decisions,

b. Analysis of effectiveness of the innovative events
on energy and resource saving,

c.Analysis of suggested actions on new business
decisions at the level of processing facilities
control, shop and inter-shop control and
interaction,

d. Analysis of results of possible operative re-
planning in case of unexpected failures,
accidents and other emergencies.

Thus, interaction of technological, logistical and
business models is an important aspect for improvement of
effectiveness of a metallurgical enterprise as a whole.

2 Model Interaction

The most effective way of interaction of model
integration system and automated information system of an
enterprise consists in automated obtaining the data required
for modeling directly from the automated information system
(Figure 1). In order to implement this method, we suggest
using the Messages queue system, which itself constitutes the
architecture and intermediate level software, which collects,
stores and distributes messages between subscribers.

[
Model n
Model 2
SR Model 1
Automated
information Automated system of
system metallurgical production

Figure 1. Interaction of integration module with the corporate
information system
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Criteria Redis RabbitMQ ActiveMQ Socket.10
Performance high high high high
Scalability high high high high
Clustering no yes yes no
Java support yes yes yes yes
Ease of use high average average high

Table 1. Comparison of queuing brokers

Existing message brokers have been analyzed during research.
All of them provided guaranteed message delivery between
applications. Analysis results are presented in Table 1.

Since implementation, based on REDIS [2] and
Socket.IO message exchange [3], is simpler, they were
selected for data exchange between the automated information
system and automated system of metallurgical production.

3 Interaction of Simulation Module
with Data Exchange Module

The first option of interaction between the simulation
module and the module for data exchange with the enterprise
automated system suggested the use of “publisher — subscriber
mechanism”. In this case the simulation module subscribed
for a specific subject, and the data exchange module
published all occurring events, distinguishing these by the
subject. Thus, the simulation module obtained only the
required events.

A significant disadvantage of this option is that the
simulation module has to reserve its own resources for the
channel listening and awaiting the new information (see

Figure 2).

CChannel subscription )
> Channel listening —#‘\\
C Receiving message )

Processing message )

Figure 2. State chart for modeling the behavior of simulation
modeling module while using MQ mechanism

The main ideology of the system under discussion is the
asynchrony of operation and the use of non-blocking
operations of input-output, which means that the awaits
mechanism is appropriate. Correspondingly, the interaction
mechanism between simulation and data exchange modules
has been replaced during technical engineering in favor of

asynchrony and elimination of waits. At this moment
simulation module uses the events mechanism, which is
identical for all parts of the system. The event exchange is
based on the Socket.lO protocol, on top of which the Java
framework netty.io is implemented. Netty.io is the event
oriented library for the implementation of network exchange
using various protocols, including UDP, HTTP/HTTPS, and
Socket.10. Data exchange module receives the emerging
events on any of the listed protocols, providing the maximum
versatility of its operation. At the same time all events are
produced using the only protocol, which is Socket.IO. Such
approach allows maximum unification of event exchange,
providing the feature of receiving messages both from Java
based modules and from in-browser clients, written in
JavaScript. Work through Socket.10 requires registration of
callback procedures. Any waits in this case are eliminated.

Use of Socket.1O provides the following features [3]:
e Sending and receiving events,
e Sending messages to connected users, using send() and
emit() functions, callback methods are available for

acknowledgement of received messages from the client,

e Broadcasting the
Broadcasting = true,

messages  using the option

e Grouping users and sending messages to a group,
e Use of events, related to user sign-in and sign-out.

Apart from this, use of event mechanism conforms to the
Model-View-Controller concept, since the processes of
receiving, possible data pre-processing, model execution and
display of results are fully isolated. This allows multiple views
of the same working model at the same time, e.g. the work
may be represented in 2D and 3D, or the specific user may
have the aggregated information on the shop or the full detail
on a certain mechanism.

4 Loading the Model to the Simulation
Module

Before the interaction with data exchange module, the
simulation module needs to register by providing its unique
identifier and name to the data exchange module. From the
point of view of a system as a whole, the simulation module is
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the same participant as all other modules and workstations.
Correspondingly, the simulation module entity with the
specified name needs to have the required permissions set and
the required roles assigned beforehand. These settings are
made by the system administrator using the visual user GUI.
Since the permissions are validated before each event, the
operation of simulation module would be impossible without
preliminary permissions configuration. Even the attempt of
simulation module registration in the system would fail, apart
from any other step.

Multiple concurrent simulation modules are allowed in
the system. The physical location of a simulation module does
not matter. No model is executed within the simulation
module immediately after start. Nevertheless, the module
notifies all participants of the system about the fact of its start
and its server CPU load ratio. Data exchange module logs the
start of simulation module. Since at this stage of development
the system does not allow delayed model start, no other action
follows. The simulation module is ready and waits for
commands from the users and system administrators.

Model start within the simulation module is initiated by
the user. This is done by broadcasting the event from user’s
workstation via the data exchange module. This event is
interpreted by all operation simulation modules as a command
to provide information on their state at the current moment of
time. Each simulation module generates its own message that
contains the module name, identifiers of currently executed
models, server CPU load ratio, etc. Thus, users receive
information about available simulation modules.

After selecting the specific simulation module and
launching the model, an Event_Model_Start is generated for
the selected simulation module. Model launch is divided into
two stages. First, the simulation module attempts to load the
model from the database. In case of any errors, they are
returned to the user. If the model is loaded correctly, the user
receives the original Event Model Start event, which
indicates that the model launch goes to the second stage.
Simulation module actions after loading the model depend on
the features of the loaded model and the mode of its
operation. Model operation results are displayed on visual
forms on the workstations. Note that model representations
may vary between the users.

5 Receiving Data from the Data
Exchange Module

If model operation permits the real-time mode, the
simulation module subscribes for the necessary parameters.
Subscription checks previously loaded models, which avoids
double subscription for the same parameter. After receiving
the new parameter value from the data exchange module, the
simulation module transfers it into the model (Figure 3).
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Figure 3. Receiving data from the data exchange module

6 Transferring Data from the
Simulation Module to the Data
Exchange Module

Simulation module launches the models and transfers the
results of their operation into the data exchange module. On
the first step the fully loaded and executed test model
modifies the state of its inputs. Next the parameter is searched
in the database. When the data exchange module receives the
Event_ParamValue_Got event, it runs a number of checks.
The received value must be of expected type (string, integer,
etc.). The values themselves are written in the pre-defined
form, depending on parameter kind (vector, scalar, linked list,
synthetic). Thus, before the «parameter value changed» event
is received, the parameter itself needs to be stored in the
database as an object with certain features. If this is not done,
the processing of received value will cause an error.

7 Interaction of Simulation Module
with the Database

Simulation module interacts with the database in two
Cases:

1. When loading the model, since all information is stored
in the database,

2. When model operation requires processing of statistical
data, since this data is obtained beforehand and stored in
the database.

In the first case the simulation module receives a “Start”
signal, which has the unique model identifier. Knowing it, the
simulation module accesses the database and selects the
corresponding model. In the second case the simulation
module receives the required parameter identifiers from the
model as well as the desired time interval. Next it selects the
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values of parameters from the database and forwards them to
the model.

8 Representation of the Simulation
Model as an Agent

The comparison of properties of cognitive and reactive
agents, presented in [4], has been mapped to the features of
simulation module. The results are presented in Table 2.

9 System Structure Definition

Simulation module may logically be divided into the
following parts:

e  Talker — communication with the data exchange module
via the network,

e  Main process — processing broadcast messages and
events, events, directed to a specified simulation module,
provides general information about the model, generates
simulation time-steps and informs all executing models
about these, monitors changing model statuses.

Messages, received from the data exchange module, are
processed in two stages. Stage one is processed by the Talker.
It processes physical errors in the connection channel and
acknowledges message delivery.

For each message, sent by the simulation module, an
acknowledgement is required. Each message has its own
unique identifier and the identifier of the sending simulation
module. The Talker controls acknowledgment process, i.e. it
monitors notifications of message delivery. If the
acknowledgement is not received within a specified interval,

the Talker repeats the message to the data exchange module.
There is a total of three attempts.

The model definition class provides the following
information on the model, loaded from the database: general
model status, model state, model operation requirements,
modeling time. Model can have one of the following statuses:
undefined, loaded to memory, unloaded from memory,
executing, stopped, suspended.

An array of all loaded models is stored within the main
process.

System structure definition is presented on Figure 4.

Model N
Model 2

Socket.10 4—07—> Talker

Data exchange
module

Model

Model 1
| definition

. >
— Main process

Agents ———— Nodes

Resources

Figure 4. System structure

Tools

Simulation module

10 Conclusions

We have introduced the perspectives od modeling in
metallurgical production. We compared the functionality of
simulation module with various agent architectures. We may
conclude that the simulation module is essentially an

Feature Cognitive agents Reactive agents Simulation module
Has the definition of model structire, ways
Internal model of the L X .
. Advanced Primitive of representation of modeling results for the
environment
users
_ _ Complex and | Simple one-step Can |dent|fy_, _vvhlch parameters are required
Discussions L . . . for the specified model, can validate model
reflexive discussions | discussions .
consistency
Advanced
- motivation  system, | Simple motives, | Behavior is described with one-step
Motivation . . . . .
including beliefs, | based on survival conclusions
desires, intentions
Memory ° o °
Reaction Slow Fast Fast
Adaptiveness Low High High
Module architecture ° o °

Table 2. Comparison of Agent Properties
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intelligent agent that builds the infrastructure for the execution
of logistical, technological and business models.
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Development of a Tool for Semi-automatic Creation of
Virtual Environments
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Abstract — Due to digitalization the use of virtual
environments in different products and services has increased
in many fields. For decades military and aviation simulators
have shown way of utilizing VE’s for training. The increasing
need of virtual environments that are based on real
environments has been recognized in several areas. For
example healthcare, sports and forest industry have woken up
to the possibilities to utilize VE’s in their businesses. However,
the markets are lacking a solution to generate high quality
virtual environments cost-effectively based on different kind of
databases from real environments. In this paper we present
the software that utilizes data from different sources to
generate virtual environments based on real environment cost-
efficiently.

Keywords: Virtual environment, digitalization, terrain data,
geological data, GPS.

1 Introduction

Brooks [1] defines a virtual reality experience “as any
in which the user is effectively immersed in a responsive
virtual world”. It is hard to find a difference between terms
virtual reality and virtual environment. Virtual environment
could be said to be more “concrete” and virtual reality more
“abstract”. In this article we define the term virtual
environment (VE) as real-looking virtual landscape, which is
based on real environment data or on imaginary environment.

For decades military as well as driving and working
machine simulator manufacturers have used virtual reality in
their training. The expectations of virtual reality have always
been enormous, but so far the technology and applications
have not made possible the final breakthrough. Digitalization,
growth of entertainment business, technology development
and more sophisticated tools to create low-cost, but high
quality virtual environments may finally open the doors to
apply VE’s to new areas in an enormous scale. Oculus Rift
and other virtual headsets will have a remarkable role in this
revolution. Augmented reality is following quickly due to
technological developments and may bring even a bigger
revolution than VE’s in the future. Still, it is good to
remember the difference of these technologies and that they
are not direct competitors with each other. They have their
own strengths and will be used in a most of the cases for
different purposes.

An increasing need to create high quality virtual
environments based on real land areas has been recognized in
different businesses. Nevertheless, virtualizing a real land area
is time consuming and rather expensive. There are usually
many kinds of geological and terrain data available which
could be utilized in the creation of virtual environment. For
the need to decrease the development costs and time we
started to develop ScenicoTool software which will semi-
automate the creation of virtual environment. We succeeded
to develop software that uses different kind of geological and
other data to generate high quality virtual environments in
very short time.

2 The use of virtual environments

In the last couple of years the use of virtual
environments (VE’s) has expanded to many new fields.
Typical applications have been flying and driving training
simulators, entertainment (especially games), architecture,
education, medicine, healthcare, sports and arts. Usually the
purpose of utilizing VE’s to these areas has been to improve
safety, skills and/or efficiency and to save time and/or money.
Product developers and service providers want to offer close
to real-life experiences by using VE’s. For educational
purposes VE’s are used especially to achieve more efficient
learning results, and entertainment business aims at providing
people enjoyment and hooking moments e.g., by playing
games. There is lot of scientific evidence of the use of VE’s to
e.g., achieve good learning results [2] and increase the
physical activity level [3].

Even though virtual environments have been utilized for
several fields, it has most likely been just a scratch of the
possibilities VE’s provide. It is likely that new innovations
that utilize VE’s will be announced in rapidly growing phase
in the forthcoming years. Market analysis of the use of virtual
environments and augmented reality forecast remarkable
growth. The annual growth of these markets is expected to be
about 15%