Int'l Conf. Wireless Networks | ICWN'15 |

SESSION
MOBILITY: MOBILE COMPUTING AND
APPLICATIONS + RELATED ALGORITHMS
Chair(s)

TBA



Int'l Conf. Wireless Networks | ICWN'15 |



Int'l Conf. Wireless Networks | ICWN'15 |

Interference Coordination in Femtocell Networks for QoS
Performance Optimization

Jiao Wang', Jay Weitzen', Volkan Sevindik', Oguz Bayat’, and Mingzhe Li*
1Department of Electrical and Engineering, University of Massachusetts, Lowell, Massachusetts 01854,USA
2Q Factor Communications, 255 Bear Hill Rd. Waltham, MA 02451, USA
? Graduate school of Science and Engineering, Istanbul Kemerburgaz University, Istanbul Turkey

Abstract - Heterogeneous networks with dense small cell
deployment cause high inter-cell interference. To mitigate
inter-cell interference, many interference coordination (IC)
approaches have been proposed. For dense deployment with
high interference among cells, traditional forward link IC
approaches target on improving edge user throughput for
infinite buffer traffic (i.e., FTP download), not necessarily
improve QoS performance for delay sensitive (i.e., VOIP)
traffic. This research proposes dynamic centralized
interference coordination approaches called utility-based SFR
(USFR) and utility-based PFR approach (UPFR), to improve
forward link performance for both infinite buffer and delay
sensitive traffic on dense deployed Enterprise LTE femtocell
networks. The cell throughput and user cell edge throughput
of infinite buffer traffic, packet loss rate (PLR) of VOIP traffic,
have been characterized and compared between proposed
approaches and traditional approaches.

Keywords: femtocell, interference coordination, quality of
service (QoS), heterogeneous multi-tier deployment

1 Introduction

Demand for high data rates in wireless mobile networks
has triggered the design and development of 4G standards,
such as the Third Generation Partnership Project’s (3GPP’s)
Long Term Evolution (LTE), which significantly improves
sector capacities and per user data rate, and enables
heterogeneous multi-tier deployment. In a typical multi-tier
deployment, low power small cells, such as micro-cells, pico-
cells and femto-cells, are underlayed within the coverage area
of macro-cells to improve coverage and capacity, especially
indoors. However, due to the constraint of spectrum
resources, operators tend to allocate the same frequency band
to neighbor cells or small cells, i.e. with frequency reuse
factor of 1, or universal frequency reuse (UFR) [1] to improve
the efficiency. This causes higher inter-cell interference (ICI)
among UEs who are assigned the same resource blocks
(RBs) in neighbor cells. It is especially true for the users
located close to the edge of the serving cell and its neighbor

cells.

The traditional approach to reduce co-channel ICI is
frequency planning among neighbor cells [2]. There are three
major static inter-cell interference coordination (IC)

techniques: conventional frequency reuse (FFR), Partial
frequency reuse (PFR) and Soft frequency reuse (SFR). FFR
[3] splits the spectrum among cells, where cells which use the
complete set of channels is called a cluster. Cells within the
same cluster are assigned different orthogonal frequency
band. By dividing the network into clusters, the cells with the
same band in different clusters are far away from each other,
and this reduces ICI. PFR [4] uses FFR configuration greater
than unity for cell edge region and uses FFR configuration of
unity for cell center region. The whole bandwidth is divided
into N+ 1 segments (N is the number of cells within a
cluster). One segment is used by center UEs, other segments
are distributed among cells within a cluster for cell edge
UE’s. SFR [5] splits the frequency band into N segments
based on the number of cells within a cluster. For each cell, a
dedicated segment (or called prioritized segment) is assigned
for cell edge UEs with higher transmit power, other segments
(non-prioritized segment) are available for center UEs with
lower transmit power. The entire bandwidth is used by all
cells, and prioritized segments of different cells within a
cluster are orthogonal in frequency.

Given the dynamic nature of network traffic and RF
transmission, static IC approaches are sub-optimal solutions
and do not provide much overall gain to cell-edge
performance without significant penalty to the system
performance. Some semi-static and dynamic frequency
domain IC approaches are proposed. Adaptive frequency
reuse (AFR) [6] is a semi-static SFR technique which
adaptively adjusts frequency reuse factor by taking into
account traffic loads and data rate requirements of UEs near
cell edge. Graphical based interference coordination
approaches (GIC) proposed in [7] is dynamic approaches
which mitigate ICI by constructing and partitioning
interference graph. An interference graph is an undirected
graph whose vertices represent UEs, and edges represent
interference between UEs, so that UEs connected should
avoid the same set of time/frequency resources to reduce ICI.
Utility based interference coordination (UIC) proposed in [8]
is a technique designed to maximize total network utility that
employs a two-level scheme to reduce complexity. At the
sector level, the algorithm calculates utilities based on the
channel feedback and UEs' demand factor which favor UEs
with lower long term average throughput. For coordinated
interference control, a central entity processes resource



allocation requests from all involved sector elements and
resolves conflicting requests based on the utility function
values received from sector level algorithm.

With the exception of frequency domain IC (FIC)
approaches introduced above, 3GPP-LTE release 10
introduced enhanced IC approaches (eICIC). Almost Blank
Sub-frame (ABS) [9] approach is a time domain approach
(TIC) allows time sharing of spectrum resources; the basic
idea is that the “aggressor” cell (the cell causing severe
interference on others) mutes certain sub-frames so that
victim cells have a chance to serve their UEs. It is called
“almost blank” because the “aggressor” cell still transmit
broadcast signals over the ABS. Carrier-aggregation based IC
(CBIC) [10] uses multiple component carriers (CCs), inter-
cell interference is avoided by transmitting on different CCs
among neighboring cells. Every cell always has one
component carrier, denoted as the primary component carrier
(PCC), which is used for call setup, control channel
transmission, and so on. Each cell can dynamically select
additional component carriers based on traffic load, referred
as secondary component carriers (SCCs). Transmit power can
be varied on each CC, and PCC/SCCs are selected in a way
that interference among cells are minimized.

The existing IC approaches perform well for sparse
deployment of large or medium size cells such as macro cells
or micro-cells with a smaller number of interferers and light
inter-cell interference. For dense deployment scenario, where
each cell receives interference from multiple neighbor cells,
the existing dynamic IC approaches, causes large fluctuation
in the received power of interference signals. In LTE,
eNodeBs transmit data at each transmit time interval (TTI)
according to the channel quality indication (CQI) feedback
from user equipment (UE). With dynamic IC algorithms and
changed RF conditions, the eNodeB has to either re-estimate
CQI (base on UE’s feedback of signal strength measurements
of neighbor cells, which is spectrum consuming) or use the
reported CQIL. Because the CQI feedback doesn’t accurately
represent channel condition of current TTI, CQI mismatch
[11] happens and the net effect can reduce improvements
achieved by interference coordination.

In addition to meeting the high target data rates,
heterogeneous LTE networks are also challenged to meet the
quality of service (QoS) requirements imposed by an
increasing number of real time applications. QoS is defined as
the ability of a network to provide a service to an end user at
a given service level [12] (priority, latency, bit rate, etc). In
LTE networks, each traffic flow is characterized by a set of
QoS parameters, such as priority level, maximum acceptable
delay, acceptable packet loss rate, etc. Classic interference
coordination techniques are focused only on maximizing cell
throughput and edge UE throughput for best effort traffic,
give little attention to satisfy the QoS requirements of
delivered traffic, thus not necessarily improve QoS
performance for delay sensitive traffic.
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In this research, we propose a novel joint IC approach
which combines utility based dynamic IC approach and static
IC approaches, with considerations of both infinite buffer
traffic (FTP download applications) and delay sensitive traffic
(VOIP applications such as VoLTE), in dense deployed LTE
femtocell networks. We improve upon the two-level scheme
proposed in [8]. The approach introduced in [8] is based on
the assumption that the network can be split into pre-defined
clusters with predictable inter-cluster dependency, and this
‘static” nature of the approach significantly limit the QoS
improvement for VOIP traffic, also it is difficult to be
implemented in femtocell networks because femtocells are
usually deployed at end user locations in an ad-hoc manner.
With our approach, the algorithm aims to maximize the
network utility by building up graphs to represent interference
relationships among femtocells for every resource block
(RB). The network is partitioned into clusters dynamically
and exhaustively searched for optimized resource allocation
solutions among femtocells within each cluster; at femtocell
level, the algorithm calculates utilities and schedules traffic
flows according to the resource allocated by the central unit,
and employs existing static approaches, such as SFR or PFR
to reduce RF fluctuation and further improve UE’s QoS
performance. We demonstrated better QoS performance of
our proposed approaches than compared static and dynamic
IC approaches.

The remainder of the paper is organized as follows. In
Section II, we describe the problem of improving QoS for
VOIP traffic. In Section III, femtocell network architecture is
explained, and the main components of proposed USFR and
UPFR algorithms are presented. In Section IV, simulation
methodology and simulation assumptions are described.
Simulation results are shown in Section V, complexity
analyses are shown in Session VI, and Section VII concludes
our paper.

2 Interference coordination for QoS

Voice quality is measured by mean option score (MOS)
and according to [17], MOS depends on network delay and
PLR. With network delay of 0 to 400 ms, at least 2% of PLR
is required to achieve a fair (MOS = 3) quality of voice.

In this session we start with the existing IC approaches,
investigate their improvement on PLR for VOIP traffic. Three
IC approaches (TIC, CBIC and UIC) introduced in previous
session have been simulated and compared with ReUsel. The
simulation setup detail is described in session 4 and table 2.
For fair comparison, the same bandwidth was used for all IC
approaches.

The dynamic TIC method is implemented base on the
method introduced in [11]. For simplicity, all femto cells
within the network form one cooperative set and jointly
decide which cell should enter mute state according to system
utility calculation. Each femto cell pre-schedule UEs to its
resource blocks (RBs) based on CQI feedbacks and utility is



Int'l Conf. Wireless Networks | ICWN'15 |

calculated by summing over all RBs. Utility per RB is
multiplied by the weight of the UE pre-scheduled on the RB,
and the weight is calculated based on spectrum efficiency,
average data rate, head of line delay for delay sensitive
traffic, and a demand factor that favors UEs with lower long
term average throughput.

The dynamic CBIC method is implemented base on the
method introduced in [13]. Each femto cell has three CCs and
one CC is assigned as PCC. The PCC is assigned in a way to
keep interference among neighbors as low as possible. The
rest two CCs are used as SCC and will be allocated only
when the allocation increases total network utility. Utility is
calculated the same way as TIC introduced above.

The dynamic UIC method is implemented base on the
method introduced in [8]. Two set of pre-defined clusters are
used to cover the femto network. The first set has the max
cluster size of 2 (UIC approach 1) and the 2™ set has max
cluster size of 4 (UIC approach 2). The same utility
calculation as TIC/CBIC is used.
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Figure 1: CDF of UE throughput for IC methods
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Figure 2: VOIP PLR for IC Methods

Figure 1 shows the cumulative distribution function
(CDF) of UE throughput (figure inset shows 30% of lowest
throughput samples) for a scenario with 40 UEs per cell, with
penetration loss of internal walls set at 7dB. The IC
algorithms runs in period of 5 ms.

Figure 2 shows PLR for VOIP traffic for different IC
methods, with penetration loss set to 9dB. We can see that
even with small number of UEs, most of the IC approaches
can’t achieve the 2% target.

The observation shows that traditional IC approaches
perform well with best effort traffic, but improve little on
QoS for VOIP traffic.

The less PLR improvement of TIC/CBIC approaches
due to their coarse grained nature, i.e., the IC is performed at
per cell or per carrier granularity. For VOIP traffic, each
packet has a delay budget, if the packet can’t be sent within a
time window (in our case, 100 ms), it will be dropped. So
muting a cell or carrier can significantly increase PLR,
especially for deployment with large number of UEs per cell.

The less PLR improvement of UIC approach dues to its
“static” nature of pre-designed cluster set. The RBs of each
cell are allocated to UEs dynamically, and UEs, even within
the same cell, have different neighbor interferers. The static
partitioning of the network can’t optimally mitigate
interference which varies among RBs.

The above simulation results assume perfect CQI re-
estimation, i.e., each UE feedbacks all neighbors’ signal
strength measurements during IC execution period, and at per
RB level. For real implementation, dues to spectrum
limitation, perfect CQI re-estimation is hard (if not
impossible) to achieve.

Based on above observation and analysis, in order to
improve QoS for VOIP traffic, we should develop centralized
IC approach to fulfill the following criteria:

1. IC should to be performed for each RB.
Complexity problem need to be addressed.

2. For each IC execution, network should be

partitioned into clusters dynamically.

3. Dues to dynamic nature of the algorithm, new
methodology should be developed to overcome RF
fluctuation and CQI mismatch.

3 Description of method

In this session, we present our proposed two-level
interference coordination approaches. The two-level scheme
refers to the individual femtocell level and central level (runs
on a central coordinating entity). Figure 3 illustrates the
network topology in which femtocells connect to a central



entity directly in a dedicated switching network that is used to
coordinate interference among femtocells, for dense
deployment, i.e., femtocells within an enterprise. The diagram
also shows that a UE camped to femtocelll and detects
femtocell2 as the most dominant interferer on assigned
resource blocks.

Central Entitv

Figure 3: network topology

3.1 UE Feedback and utility calculation

The algorithm starts on each femtocell with a
preparatory phase. Consider the scenario in which a UE is
camped to femtocelll and receives interference from its most
significant interferer femtocell2 and other neighbors.

For each resource block (RB), the UE feeds back to
femtocell two measured SINR values: SINRLow (if
femtocell2 does not turn off RB s) and SINRHigh (if
femtocell2 turns off RB s). The SINRs are calculated as:

u,1 1
gS * pS
SINRLow*(p,) =
s 9?’2 * p2+od+ Ymzin [
u,1 % 1
SINRHigh*'(ps) = s T Ds

0¥ + Ymz129s * DI

)]
where g:"" is channel gain between cell n and user u on RB s;
o is the thermal noise, and pZ as power transmitted by cell n

on RB s.

Based on the SINR values, femtocell will calculate
utilities using the following equations:

UtilityLow (ps) = wy * log,[1 + SINRLow® (p,)]
UtilityHigh®' (ps) = wy, * log,[1 + SINRHigh*" (p)]

2
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where w,,is the weight of UE u, calculated based on spectrum
efficiency, average data rate, head of line delay for delay
sensitive traffic, and a demand factor [8] that favors UEs with
lower long term average throughput. After this step, two
matrices, utilityLow and utilityHigh will be available for each
femtocell.

To reduce air-link communication complexity, UE
feedbacks CQI values instead of SINR values, utility function
can be calculated based on CQI values instead.

3.2 Pre-Scheduling

In this step, a temporary user resource allocation
indicator matrix is determined, by applying the Hungarian
algorithm to the utilityLow matrix to temporarily assign
resource to UEs. Hungarian algorithm [8] is a scheduling
technique optimal for one to one resource allocation. After
this step, each RB of every femtocell will be attached with a
temporary scheduled UE, a pair of utility values (utilityLow,
utilityHigh) and the most significant interfered femtocell,
refers as conflict femtocell. The following table 1 shows an
example of the output of step B for femtocell n: the RB1 of
femtocell n is assigned to user 1, and it can achieve utility of
UH™ if its conflict femtocell (femtocell2) turns off RBI;
otherwise, the utility it can achieve ULL".

Table 1: Pre-scheduling results

Resource User UtilityLow | UtilityHigh | Conflict

Block femtocell
RB, Uy UL UH™ Femtocell 2
RB, Us ULy UH™ Femtocell 4
RBg U, uLy™ UHZ™ Femtocell y

3.3 Central processing

The results of step B are forwarded to the central entity
to find resource allocated among femtocells for each RB. The
central level algorithm includes the following three steps:

Stepl- Graph construction: build up graph for every
resource block: graph G = (N, V), where N nodes represent N
femtocells and V edges represent most significant
interference relationship between femtocells. The graph is
directed; if femtocell A has most significant interferer B, the
direction is indicated by drawing an arrow from A (source
node) to B (destination node). Figure 4 shows an example
graph.

Step2- Graph Partitioning: Breadth First Search [14] is
used to partition the graph into clusters, where cluster is
defined as a set of nodes within graph that interfere
significantly to each other. Femtocells that cause the most
interference are treated as distinguished node or head of
cluster. The search starts from adding the distinguished nodes
into a cluster, and keep adding source nodes of any femtocell
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already in the cluster, till the cluster reaches a maximum size.
Maximum size of cluster is limited by a small value to avoid
high computation complexity.

A B
o L

Figure 4: an example of constructed graph

Figure 5 shows the partitioning of the example graph,
with maximum cluster size set to 5 (letters within parentheses
in cluster C2 are used to denote femtocell. C2 also shows the
scenario that if femtocells are equal, any of them can be used
as cluster head. Our algorithm chooses the first one (femtocell
a) as head).

Figure 5: graph partitioning

Step 3- Search within each cluster for an optimal
resource allocation solution which achieves the highest
utility. For example, the cluster C2 in figure 5 includes 3
femtocells (a, b and c).Thus, 8 permutations exist, and each
corresponds to a utility. If (a) is not allocated, both (b) and (c)
are allocated, utility corresponding to this permutation will
be:

Utility, = UtilityHigh'®" + UtilityLow,”"
(3)

where u, and u,, are RBs assigned to UEs in step B.

3.4 Data transmission

To reduce complexity, the Central algorithm should run
at a period of multiple TTIs. After the central unit determines

the resources allocated for each femtocell, it informs
femtocells a list of RBs used for next scheduling period. In
order to reduce RF fluctuation, existing static IC approaches,
such as SFR, PFR have been implemented at femtocell level
to further improve edge UE’s performance, thus named
utility-based SFR (USFR) and utility-based PFR approach
(UPFR).

4 Simulation methodology

To evaluate our proposed interference coordination
scheme, the open source framework, LTE-Sim [15] was used.
The simulation configuration is summarized in Table 2: 9
femto-cells have been mapped into a 3x3 grid layout. Users
are randomly generated within each cell, 10 realizations have
been used to randomize simulations. The penetration loss of
internal walls between femtocells was varied, between 7 dB
and 10 dB to vary inter-cell interference levels. For
scheduling strategies, proportional fair (PF) scheduling was
used for best effort traffic and the Log rule (LOG) was used
for VOIP traffic. For VOIP traffic, network delay budget is
set to 100 ms (packet will be dropped if it is not received
within 100 ms) and target PLR is set to 1%. Each packet
transmitted through air-link has probability to drop according
to a packet error model and re-transmission will be scheduled
with higher priority than normal transmission.

Table 2: Simulation setup

Cell Parameters

Number of Cells 9, 3x3 grid
Cell Size square cell with size of 30m x 30m
Cell-center Radius 14 meter
OFDMA Parameters

Carrier Frequency 2 GHz
Bandwidth 5 MHz
Number of RBs 25
Sub-carrier per RB 12
Sub-carrier Bandwidth 180 KHz

Channel Model

Path Loss (dB) 46.4+20log(d)+20log(2/5), d in meter

MultipathChannelModel Jakes model
Shadow Fading Std 8 dB
Penetration Loss-ext. wall 20 dB
Penetration Loss-int. wall Varies
Power Control Parameters

Transmit power per cell 20 mW
Edge/Center Power Ratio 2:1

Other Parameters

Best Effort Traffic Infinite buffer
VOIP Traffic

Utility Function

on/off Markov Proc., 3s Avg. "on" time
log())




5 Simulation results

Figures 6 to figure 9 summarize the performance of the
proposed approaches, in comparison with static approaches,
including UFR (ReUsel), FFR with frequency reuse factor of
one third (ReUse3), PFR and SFR. The same per cell transmit
power is used among all methods for fair comparison. Cells
are group into clusters, where cluster is a set of cells which
use the complete set of channels. For the PFR approach, the
frequency band is split into 2 parts: 1st part is used for
“center” UEs (10 resource blocks) and 2nd part is used for
“edge” UEs, which is further split into 3 segments (5 resource
blocks each). Cells are grouped into clusters of size 3, each
cell in a cluster uses one segment of the 2nd part for “edge”
UEs. The ratio of power per resource block in edge band and
in center band is set to 2:1. For the SFR approach, the
frequency band is split into 3 segments; cells are grouped into
clusters of size 3; cells within a cluster use different segments
of the band for “edge” UEs and the rest segments for “center”
UEs. The same edge/center power ratio as PFR is used. And
within “edge” or “center” band, power is evenly redistributed
among RBs used for next scheduling period.

For ReUse3, PFR and SFR, the cluster is arranged in a
way that cells use the same “edge” band in different clusters
are separated as far as possible to reduce inter-cluster
interference. The same setup of SFR and PFR was employed
in our proposed USFR and UPFR approaches.

The UIC approach compared with USFR/UPFR is
different from [8] in that instead of using “static” cluster set,
it dynamically partitions the network into clusters for each IC
execution.

PLR vs. penetration loss: 40VOIP
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Figure 6: VOIP PLR vs. penetration loss

Figures 6 to figure 8 show simulation results for ideal
conditions that femtocell re-estimate CQIs (assuming UE
feedback signal strength measurements of all neighbor cells)
and schedule data traffic according to re-estimated CQIs.
Figure 6 shows PLR for VOIP traffic for different IC
methods, with 40 UEs per cell, and varied penetration loss.
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As penetration loss increases, USFR performs close or even
better than ReUse3, which improves PLR performance by
sacrificing cell throughput performance.

Cell Tput of different IC methods
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Figure 7: Cell Throughput for IC Methods

Figure 7 compares the average cell throughput for BE
traffic for different IC methods with penetration loss set to
9dB. We see that ReUse3, as expected, delivers the worst cell
throughput performance. Our proposed approaches, USFR
and UPFR, show slight performance drop compare with SFR
and PFR.

Our proposed methods show better cell edge throughput
than static methods. Figure 8 shows the cumulative
distribution function (CDF) of UE throughput (figure inset
shows 25% of lowest throughput samples) for a scenario with
40 UEs per cell, with penetration loss of internal walls
reduced to 7dB. We can see that cell edge performance are
improved by using SFR and UIC, and can be further
improved by USFR.

1 \ \
|| —— USFR
ReUse1

| 2000 | 4000
4 5 6 7 8
x (UE throughput in bps) x10*

Figure 8: CDF of UE throughput for IC methods
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Figures 9 show simulation results with realistic
consideration that muting RBs transmit reduced interference
caused by reference signal and femtocells scheduling data
traffic according to UE’s feedback CQI without CQI re-
estimation. Penetration loss was set to 9dB and the central
level algorithm run at a period of 10 TTIL. We see that with
high RF fluctuation, UIC’s PLR performance drops
significantly, but both UPFR and USFR still show significant
PLR performance. USFR performs better than all other static
and dynamic approaches.

VOIP PLR for Diff IC Methods
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Figure 9: PLR for IC Methods with UE CQI feedback

6 Complexity analysis

In this section, the communication complexity and
computational complexity are analyzed. For communication
complexity, one extra CQI feedback message is needed per
processing period since only most significant interferer’s
interference are considered, the air-link overhead is small.
Pre-scheduling results and central processing results are
exchanged between BTS and central unit per processing
period, consider BTS and central unit are connected in
dedicated switching network such as fiber links or switch,
both delay [16] and data volume are less of an issue.

For computational complexity, the sector-level algorithm
is dominated by the complexity of the Hungarian algorithm,
which is upper bounded by 0 (min(S, U)? * max(S,U)) [8],
where S is the number of RBs and U is number of UEs per
cell. At central level, the algorithm runs for each RB
independently, thus parallel processing can be used to reduce
delays between BTS and central unit, assuming high
performance central device with parallel computing capacity.
The complexity of the algorithm per RB is dominated by the
graph building with complexity of O(N), breadth first cluster
partitioning with complexity of O(N?), where N represents
number of cells and exhausted search within each cluster with
complexity of 0(2'), where [ represents the max cluster size,
the max cluster size can be set to a small number to reduce
the computational complexity.

7 Conclusion

This paper described novel ICI reduction algorithms:
UPFR and USFR. The proposed joint approaches show
improved cell edge throughput for best effort traffic and
improved packet loss rate for delay sensitive traffic, than
corresponding UIC, SFR and PFR approaches. Especially
under realistic consideration without CQI re-estimation, our
proposed USFR approach outperforms all other approaches in
PLR performance, which will have superior effect on
delivering high quality VoIP traffic to UEs.
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Abstract— In this paper, we propose a resource allocation
scheme using geometric programming and a novel clustering
scheme for femtocells using hybrid access mode in order
to maximize the uplink capacity for non-closed subscriber
group (Non-CSG) users. We manage the given resource block
by sharing the resources between Non-CSG and CSG users.
The proposed dynamic resource percentage threshold (D-
RPT) scheme reserves resources for Non-CSG users based
on the number of CSG users currently being served per
femtocell. We also proposed a hybrid femtocell clustering (H-
FC) scheme for cluster formation which selects cluster head
based on timestamp information. Numerical results show that
the proposed algorithms not only improves the uplink capacity
but enables more Non-CSG users to be served while still
guaranteeing the data rate for CSG users.

1. Introduction

Femto access points (FAPs) are wireless access points,
which provide cost effective means of providing multi-
connectivity in the next generation networks [1]. They are low
powered, low cost, plug and play devices that are normally
installed by the end user and they are connected to the network
via a backhaul cable. They are administered by operators and
make use of the licensed spectrum technology. The main goal
behind this is to improve indoor coverage in current cellular
systems due to the fact that consumers are demanding more
data [2].

With the explosive growth of mobile data traffic, the
femtocell technology is one of the proper solutions to en-
hance mobile service quality and system capacity for cellular
networks. However, the appeal for femtocells gives rise to
unsolved problems such as interference, coordination and
resource allocation. In dense environment, the interference
becomes severe since they are deployed in a small area in
large quantities. Therefore, interference minimization remains
a major challenge in femtocells operation [3], [4]. Obtaining
the optimal resource allocation in dense environment is a
non-linear non-convex NP-hard optimization problem [5], [6],
which leads to existing work focusing on centralized resource
allocation heuristics algorithms.

I'This work was in part funded by the Aiming for the Top University
and Elite Research Center Development Plan, NSC 102-2221-E-009-018-
MY3, the MediaTek research center at National Chiao Tung University, the
Industrial Technology Research Institute (ITRI), and the Telecommunication
Laboratories at Chunghwa Telecom Co. Ltd, Taiwan.

Furthermore, in [7] [8], different clustering suboptimal
heuristic algorithms have been proposed to mitigate inter-
femtocell interference. However, they do not mention how
the femto head (FH) is elected except for [9]. In our work,
we provide a new method for electing the FH using timestamp
which avoids the frequent change of leadership expected
in [9]. Research studies in [3], [4] do not show how they
can overcome the challenges of how to design an effective
hybrid access scheme to equilibrate the quality of services
of different users since they do not consider different types
of users, namely CSG and Non-CSG users, which will be
addressed in this work.

Therefore, we propose a resource allocation scheme that
reserves resources for Non-CSG users taking into account
the total CSG users being served and a suboptimal clustering
scheme to mitigate inter-femtocell interference. Our motiva-
tion stems from the fact that few studies focus on distributed
resource allocation in femtocells that use hybrid access mode.
The hybrid access mode allows femtocells to provide prefer-
ential access to femtocell owners and subscribers while other
public users can access femtocells with certain restrictions
[1], [2]. In order to manage the allocated resource block
(RB), each FAP will define its own resource percentage
threshold (RPT), i.e., the percentage threshold for resources
to be reserved for Non-CSG users. Numerical results illustrate
that our proposed algorithm can enhance system capacity for
hybrid femtocell networks.

2. System Model and Problem Formula-
tion

We consider the uplink (UL) of a dual-tier system, where a
dense femtocell network is overlaid on top of the macrocell,
and the femtocell network employs frequency division duplex-
ing (FDD). Femtocell scenario takes the form of an enterprise
deployment area where there is high density of femtocells, as
shown in Fig. 1. Here we assume only a single floor space
and femtocells use hybrid access mode. We assume a split
spectrum between femtocells and macrocell thus eliminating
interference between femto and macro users. Each FAP is
responsible for allocation of subcarriers to its femtocell user
equipment (FUE). Table I summarizes the notations used in
this paper.

Our chief aim is to maximize the UL capacity for Non-CSG
users by reserving resources for Non-CSG users based on
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Fig. 1
CLUSTERED FEMTOCELLS EMBEDDED IN A MACROCELL.

the total number of CSG users currently being served; while
still guaranteeing the required CSG user’s data rate. Also, we
will mitigate femto-to-femto interference by clustering hybrid
femtocells. We maximize the UL capacity under the constraint
of maximum transmission power of FUEs and guarantee data
rate for CSG users per femtocell. Our optimization problem
can be formulated as

N J K
P = argmlgxz ZZC’ZCJSZ (1)

subject to:
J
C1: ZPM < Prass VkeK, (2
j:l

C2: Zc;jgk >Ces, VkeK, (3)

where P; . represent the UL transmission power for user & in
subcarrier j and P, is the maximum allowed UL power for
each FUE in (2). P is the set of Pj ;. C[Z7 is the minimum
data rate threshold to guarantee the data rate for CSG users
and C.*7, is the data rate for CSG user & being served by
FAP n 1n subcarrier j. (2) imposes a per FUE constraint on
the maximum power, that is, UL transmission power must be
lower than maximum power. Constraint (3) denotes that the
minimum required data rate for CSG users must be satisfied.
The objective function in (1) can be expressed as

ncs /B,Y’IL
Chon = N logy[1 + 1T k). 4)
The signal to interference plus noise ratio (SINR) I'y, ; . is
P L, ;
Fn,j,k — g, ktn,g.k (5)

9
NO + Zm;ék,meK Pj,an,j,m

where N is the Gaussian noise power and the other term
represent the total interference due to other femto users. In

11

the numerator, P; ;. is the UL power for user £ in subcarrier
jand L, ;. is the path loss between user k and FAP n in
subcarrier j.

Since (1) is non-convex due to interference, we use the
geometric programming (GP) approach to transform it into a
concave function. On the other hand, the optimal clustering
problem has been proved to be a NP-hard in [10]. Therefore,
we propose a suboptimal clustering scheme for hybrid cells
using timestamp and distance. A detailed description of our
proposed schemes will be given in the next section.

Table 1
NOTATION
Symbols Definition
g RPT for Non-CSG users, 72" = 1 —
Pn RPT for CSG users,
Cﬁi;’
P = ZuNiSlg Ncsg log2 (14T, j,u)
N Set of femtocells, {f1,...cccoveen. ,In}
J Set of sub-carriers
K Set of Non-CSG FUE’s, {Uy,........ Uk}
15} System bandwidth (MHz).
An Total of Non-CSG users accessing F'AP,,
Mreighbor  Set of FUEs served by neighboring FAPs of
FAP,
M, Set of FUEs served by FAP,
Nesg Total of CSG users accessing F'AP,
Chat Uplink capacity for Non-CSG user k in
subcarrier j
Lk SINR experienced by user & in sub-carrier j
in FAP,
dmaz Max distance between Femto Head (FH)
and interfering
FAP, new
dth Interference distance between FH and 1-hop
FAP,
M Threshold for members per cluster
RPT Threshold for resources reserved for Non-
CSG users
Mot Total number of current members in a
cluster

3. Proposed Resource Allocation and
Clustering Schemes

In this section, we divide our research work into resource
allocation and cluster formation. In resource allocation, we
perform resource block sharing in a dense environment
considering interference in both non-clustered and clustered
femtocells. In cluster formation, we propose a clustering
method by electing FH based on timestamp.

When a Non-CSG FUE request UL connection, the FAP
has to check if the admission control condition is still sat-
isfied by accepting the new Non-CSG. This can be done



th
by calculating the new admission condition, Syeq = f “/11

. The purpose of admission control is to prevent femtocell
overloading resulting to low data rate. Then, we compare
the new admission condition with an admission bandwidth
threshold, 3;7°9, which is the minimum equi-spaced channel
per FUE of bandwidth 180 KHz similar to 3GPP LTE
definition [11]. We impose the following admission constraint

to protect CSG users:

ﬁnew > Bgcsg )

Non-CSG users can either be admitted or rejected. To balance
the load over a cluster of femtocells, the system can employ
an immediate retry procedure by which the rejected user at-
tempt’s to gain service from nearby FAP that still has available
resources. This can be further illustrated using Proposition 1
as follows:

Proposition 1 (Admission Control Probability)

When a Non-CSG FUE request uplink connection, the FAP
has to check if by accepting the new Non-CSG user it will
still meet its admission control condition. Within the cluster,
the admission probability, 1, is given by

17 new = Q’csg7
b — {O Bew = B

Vn € N. (6)

(N

otherwise,

Byt
where Bpew = 125, VYneN.

Proof: The total number of Non-CSG FUEs attempting to
connect to F'AP,, is given by

th
M= D1 =yt ®)

ﬂnew
IF0 < A, = 225 1 < Byt(82e9) =L, the FAP, is under-
loaded thus the admission probability is equal to 1. If ?—th —

1 > Byih(Bres9)=1, the FAP, is overloaded and the FUE

that request uplink connection is blocked/rejected. Thus, the

Bt
An+1° 1

admission probability will be equal to

3.1 Dynamic- Resource Percentage Threshold
(D-RPT) Scheme

We propose a resource allocation scheme that allocates
resources based on the number of CSG users that are currently
being served. The FAP dynamically adjust the resources
allocated for Non-CSG users. This scheme guarantees the
data rate for CSG users first before allocating the remaining
resources to Non-CSG users. Furthermore, Non-CSG users
will be admitted only if they meet the admission control
condition set in (6). The FAP has to compute the RPT
currently dedicated for CSG users, p,,, based on the number
of CSG users being served and the required data rate for CSG
users, Cﬁgg. Then, the FAP has to compute the RPT for Non-
CSG users, " (formula for p, and " can be obtained
in Table I). Once resources have been reserved, we then
compute the optimized UL capacity for Non-CSG user using
GP after lower bound substitution and variable transformation
as the same manner in [12]. This can be further illustrated in
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Algorithm 1.

Algorithm 1: D-RPT Scheme

Il‘lpllt: ﬁv Pmar» NOv ﬁ;rlwsg
Output: C; 7/
1: Each time a CSG FUE is admitted,
compute new p,, under the current SINRs
2. Recompute 7%" under the current
SINR’s of its associated FUEs
If Non-CSG FUE request uplink then
Compute new admission condition, (3¢
If (Bpew > B,°°7) then
Accept Non-CSG FUE
Compute path loss, L, ;
Compute C,77 after lower bound and
variable
transformation. Then, maximize C’ZP;Z
9: else
10: Block Non-CSG FUE
11: end if

12:  end if

[c IR o) NIV I SN )

3.2 Hybrid-Femtocell
Scheme

Clustering (H-FC)

Before conducting with the H-FC scheme, the distance
between each femtocell pair is necessary to be defined. A
femtocell is in general located indoor, and interference occurs
when adjacent femtocell use the same subcarrier. The inter-
ference level between non-adjacent femtocells is negligible
because any signal coming from one FUE travels through at
least two walls to reach the FAP of a non-adjacent femtocell.
Therefore, we propose a suboptimal heuristic algorithm for
cluster formation. We use the Euclidian distance measure as

d(far fo) = V(@0 — )% + (Ya — 1), )

where d(f., f») is the distance between femtocell f, and
femtocell f, which are located at (z,,y,) and (xp,ys),
respectively. (z4,y,) represents the femto head (FH) and
(b, yp) is the neighbor FAP within 1-hop distance.

In this subsection, we propose a suboptimal heuristic
algorithm for cluster formation in a dense environment to
mitigate femto-to-femto interference based on distance, 1-hop
interference, and timestamp, 7p. Each cluster should have
a FH that is elected based on timestamp which avoids the
frequent changes of leadership expected in [9]. We assume
over-the-air (OTA) coordination to save energy for the close
proximity of cluster members. The proposed H-FC scheme
overcomes the limitations of other methods by considering
how the femto head can be more effectively elected, by having
the FH setting d,,,, and by setting the cardinality of cluster
members. This scheme is suitable for clustering femtocells
in a dense environment where femtocell uses hybrid access
mode.
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If FH becomes inactive, another FAP is elected as a new FH
based on the same criteria. The femto-gateway (F-GW) keeps
records of newly deployed FAP and this includes deployment
time and date. First, we assume an initially deployed FAP n
with no members. FAP ng sets d*” as the interference distance
between FH and 1-hop F'AP,, and the threshold for members
per cluster M. If a new FAP is deployed and interferes
with FH, the FH measures the maximum distance, d,,qz. If
dmaz < d" and M.,; < M, then the new FAP joins the
cluster, FAP,., € ¢, else it may join another cluster or
become a new FH. The duty of FH is to form and maintain
the cluster, that is, the FH keeps track of active and non-
active members. The cluster formation can be described using
pseudo-code as in Algorithm 2.

Algorithm 2: H-FC Scheme

1: Assume the presence of ng as the FH
(label(n)=H) with no members
2:  ng sets the d and My [measurements obtained

from “HeNB Sniffer”]

3. If a new FAP joins a network, i.e., FFAP, .,
is switched on within the area, and interfere with
FAP ngy then

4 Find the max distance, d,,qz

5: If (dpae < d*) then

6: If (M., < M) then

7 F AP, becomes the member of the
cluster, FAP, o, € ¢

8: label(n)=M1: the status update that node
new is a member

9: Increase membership count, M., +1

10: else

11: FAP,., becomes a new FH,
FAP, .., - H

12: end if

13: else

14: F AP, joins another FH (F AP, ., — H,

another cluster) or FAP,c., =& H
15: end if

16:  FAP ng updates and shares membership list

17:  Wait for all members to respond

18:  FH periodically checks its active members and
if a member is not determined, status update
becomes X (label(n) =X) and M, is updated

3.3 Dynamic-Resource Threshold (D-RPT) and
Hybrid-Femtocell Clustering (H-FC) Scheme

By combining H-FC and D-RPT schemes for hybrid fem-
tocells, the UL capacity of Non-CSG users can be enhanced.
We consider inter-femtocell interference caused by femto-
users in neighboring femtocells of the serving femtocell. The
UL co-tier interference caused by neighboring femto-users,

m € Mﬁ”ghbor, at the receiver can be expressed as

inter __
Ly =y

neighbor
meM,

PjmLinjm, (10)

where P;,, is the UL transmission power of user m in
subcarrier j and Ly j, is the link gain from user m to
F AP, in subcarrier j . We consider k users within the cluster
members that are 1-hop from the serving FAP. Therefore, the
overall SINR at the FFAP,, is

Bk Ln,jk
. . inter ”
NO + Zmyﬁk,nLEMn PJme”Jvm + In,j

The proposed scheme is named D-RPT + H-FC, and its a
combination of Algorithms 1 and 2. Our optimization problem
is non-convex due to the presence of inter-cell interference.
To transform (1) into a concave formulation, we make use of
the GP concept where we introduce alternative variables and
approximations similar to [12]. In our problem, we employ
the following lower bound as

(11)

Pk =

alogDy + x <log (1 +Ty), (12)

which is tight at 'y when the approximation parameters are
chosen as

Iy
=0 13
1+Tg’ (13
= log(1 + Ty) Do 1oer (14)
X = log 0 1+, oglo,

where o and y are fixed parameters. Therefore, (4) can be
reformulated as

Ancsg 67;:7,}1
njk — A [Oé logQ(Fn,j,k) + X] 5 (15)
where CZCSZ can be viewed as the lower bound of C’chsz

Therefore, the original optimization problem can be trans-
formed to maximize the UL capacity under the constraint of
maximum power transmission of FUEs and guarantee data
rate for CSG users per femtocell. Nevertheless, (15) is still
non-convex which still requires further transformation into a
concave function. The lower bound can be transformed into
concave by letting P;; in (15) to be equal to e(li.k) and
Pj . = In(P; ). Then we have transformed (15) into

£ a :
ﬂfYL |:1n(2) (ln(Ln,j,k) =+ Pj,k - @n,j,k) + XJ )
16)

where ¢, ;1 = ln(zm#k e(PJa’")LnJ—,m + No + 0 j,1) and

Ancsg

n,g.k A

Mgk = Domenneiohbor elfim) [, ;... Observing (16), we
find a log-sum-exp function which has been proven to be
convex in [5]. After lower bound variable transformation and
approximation, our initial optimization problem in (1) can be
reformulated as

n=1j=1 k=1

71;‘;% ch e X) (17)

13
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Table 2
SIMULATIONS PARAMETERS

Value

Femtocell radius, Iy 10 m
Max number of CSG FUEs per FAP 13

System Parameters

Shadowing effect, w 4 dB
Wall loss, n 20 dB
Rayleigh fading, & 8 dB
FAP transmit power 20 dBm
FUE min. transmit power, P, 0 dBm
FUE max. transmit power, P,,q. 18 dBm
Channel bandwidth, ,B?CSQ 180 KHz
Max FUE-FAP distance, D 5m
Noise, Ny -174 dBm
subject to:
J
C1:> Pjy < Pnas,  VEEK, (I8)
j=1
J
02:3 009, > 009, VkeK.  (19)
j=1

Since the original non-convex problem is transformed into a
concave one, P* can be readily obtained by the conventional
concave optimization methods.

4. Perfomance Evaluation

In this section, we present the results of our proposed
schemes considering femtocells using hybrid access mode
with a system bandwidth of 10 MHz. We apply the FDD
system level simulation assumptions and parameters given
in 3GPP specification [11] as summarized in Table II. We
consider an single floor enterprise building with room size 10
m x 10 m, where one FAP deployed in each room that uses
hybrid access mode.
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Fig. 2
COMPARISON OF RPT FOR NON-CSG AND CSG USERS.
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Fig. 2 shows the comparison of RPT values for Non-
CSG and CSG users, which illustrates the variation between
the values of 7" and p,, as the number of admitted CSG
users increases. What can be observed is that as FAP,
keeps on admitting CSG users, the value of 7. decreases to
4t <0 when user number is greater than 11. Nevertheless,
the possibility of having an overloaded FAP with significant
amount of CSG users might not be common in a dense
environment when the FAPs use hybrid access mode.

350

T T T T T
I D-RPT + H-FC(CSG = 6,RPT =46.64%)
[ D-RPT (CSG = 6, RPT =46.64%)

[ D-RPT + H-FC(CSG = 9,RPT =19.97%)
[C_1D-RPT (CSG =9, RPT =19.97%) B
[ 1 Node B,SUD(conventional HeNB)
I 4 Node B,SUD(conventional HeNB)

FUE Uplink Capacity per Non-CGS user (Mbps)

1 2 3 4 5 6 7 8
Number of Non-CSG users per FAP

Fig. 3
PERFORMANCE COMPARISON OF FUE UL CAPACITY PER NON-CSG
USER.

Fig. 3 illustrates the performance of our proposed D-RPT
and D-RPT + H-FC schemes compared with the algorithm
used in [13] based on UL capacity per Non-CSG user. In
[13], the UL capacity was analyzed by using conventional
HeNB and single user detector (SUD) to determine cochannel
interference as well as received SINR and a closed loop power
control. It is observed that the achievable UL capacity per
Non-CSG users decreases with increased number of Non-
CSG users being served considering that FUEs performance
is limited by interference from other FUEs. However, by
combining clustering with our proposed resource allocation
scheme, D-RPT, the UL capacity can be greatly improved as
clustering reduces the interference impact amongst femtocells.
The D-RPT + H-FC outperforms the other schemes and
enables the ability to serve a large number of Non-CSG users
while still serving CSG users. For example, when the FAP
is serving 9 CSG users, the resources reserved for Non-CSG
users is 19.97 % and this results to about 11 Non-CSG users
being served concurrently with an UL capacity of more than
10 Mbps. The poor performance for conventional HeNBs
results from noise saturation at the receiver due to increased
number of accepted FUEs.
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5. Conclusion

We have proposed a novel clustering scheme for hybrid
femtocells where the cluster heads are elected based on
timestamp information. The resource allocation scheme is
also proposed to dynamically adjust the number of admitted
Non-CSG users in femtocells. Simulation results show that
the proposed schemes can maximize uplink capacity for
Non-CSG while also increasing the number of Non-CSG
users being served. The proposed schemes can overcome the
challenges of how to design an effective hybrid access scheme
to equilibrate the quality of service for Non CSG and CSG
users thus optimizing Non-CSG user’s uplink capacity.
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Abstract - This paper presents results from a series of
experiments using commercial CDMA femtocells to
characterize and better understand reverse link inter-femtocell
interference. Under conditions of significant RF dragging
which can occur with closely spaced femtocells, reverse link
interference and potential instability were observed when
doing high speed data uploads. The experiments reproduced
some of the effects described theoretically in the literature, but
only under a very limited set of scenarios..
Keywords: Femtocells, Interference, Wireless
Communication, Cellular Communication

1 Introduction

Residential small cell technology (also known as
femtocell) has rapidly evolved from research, development
and operator trials [2-11] to deployments exceeding one
million units [11]. Small cells now represent an important tool
for mobile operators seeking to provide high quality indoor
coverage required for data enabled smart phones in suburban
and rural residences that are not close to a macrocell.
Smallcells use the licensed spectrum of mobile operators, but
unlike macro cells that are deployed in a strictly planned way
residential femtocells are deployed totally ad-hoc. Early
researchers modeled the deployment of femtocells as uniform
within the macrocell coverage area, but research described in
[11], illustrates that femtocell placement tends to be
concentrated in the annular region at the fringe of macro cell
coverage. The models used in the literature also asserted that
the placement of one femtocell was totally independent of the
next femtocell. This also has been shown to not be correct
because there likely will be multiple customers of a mobile
operator that have a femtocell to fill the same coverage holes.
When a coverage hole intersects a large apartment block or
other dense residential area, it is likely that there will be
multiple customers in the same building or complex having
femtocells. Data presented in [11] shows statistics of the
distance between nearest neighbor femtocells taken from one
of the major operators. It shows that there are now a relatively

large number of femtocells within the mutual coverage and
interference zone of each other (50 meters or less).

CDMA based third generation (3G) wireless technologies
such as CDMA-2000 and UMTS/WCDMA operate using a
frequency reuse of 1 and depend for reverse link stability on
fast, efficient, soft-handoff power-control to minimize the
amount of reverse link transmitter power and therefore the
amount of reverse link interference in a CDMA network. In
3G systems, an Access Terminal (AT or UE) in soft handoff
can be simultaneously power controlled by up to 8 different
sectors and the algorithms select the lowest reverse link power
that satisfies the target bit-error rate. Current generation
residential femtocells generally do not support soft-handoff
either between femtocells or between femtocells and the
macro network (most support voice hard handoff to the macro
network but not to other femtocells, and generally no data
handoff) and there is potential for reverse link interference
between femtocells as the density of deployment grows.

“RF dragging” occurs when a handset device at the cell
edge actively connected to one cell wants to handoff to
another cell because it senses a stronger signal from the new
cell, but because handoff is not supported, the handset remains
attached to the weaker cell and therefore power controlled by
it until the connection drops. The greatest potential for inter-
femtocell reverse link interference exists under conditions of
RF dragging between closely spaced femtocells when the
mobiles are operating at high reverse data rates using either
IXEV-DO or HSUPA in which case the mobile transmitter
power is significantly higher than that used for voice calls.

As the density of femtocells increases, the requirement to
better understand interference between densely packed
femtocells has grown from an academic problem to one of
concern to operators of large femtocell networks. This paper
presents results from a series of experiments using commercial
femtocells and access terminal devices to characterize and
better understand the problem of reverse link interference
between femtocell mobiles.

A detailed discussion of interference scenarios
encountered in femtocell deployments is presented [1]. What
is missing from the body of literature described in theoretical
studies is a set of measurements using commercial femtocells,
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and commercial handsets to understand the conditions and
severity of these effects. This paper describes experiments
using commercial 1XEV-DO Revision A (the high speed data
for CDMA-2000) to measure and better understand the effects
of femtocell to femtocell reverse link interference due to RF
dragging. The experiments focus on uplink data services as
opposed to voice because high speed data requires
significantly higher uplink transmitter power than low rate
voice services.

2 Experiment Design

Figure 1 illustrates how to create the conditions for
significant reverse link interference between femtocells. A
semi-permanent calibrated test bed that can be used for
experimenting when needed was created in the Ball
Engineering Building at University of Massachusetts Lowell.
Two commercial femtocells, we call F1 and F2 are located in
adjacent classrooms separated by concrete brick walls. This
use case represents the situation of co-channel femtocells
located in adjacent apartments. Each of the femtocells are
instrumented with purpose built software tools to periodically
query and record the received signal level (RSSI) and the
reverse link (uplink) data rate at the femtocell. From these
measurements we determine the effective reverse link noise
rise-over-thermal and the associated reverse link throughput.
A series of calibrated waypoints were created in the halls and
classrooms of the building. These are labeled “d” through “i”
in figure 1. Generally a connection initiated on femtocell F1
will drop in the region between waypoints denoted “fl” and
“f2” because the signal strength from femtocell F2 is much
greater than that from femtocell F1 (handoff between
femtocells is not supported). At the point denoted "f", the
pathloss between femtocells F1 and F2 are both approximately
72 to 77 dB.
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Figure 1. Basic Setup of Inter-femtocell Reverse link Interference Test.

Laboratory calibrated handset devices instrumented with
purpose built logging software established connections to their
respective femtocells F1 and F2. There is no active connection
handoff, either hard or soft, between femtocells other than the
call dropping and the handset reselecting the new femtocell.
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To serve as reference measurement, a handset device is
connected to femtocell F2 (call it ATg,) and is positioned in a
static location in the vicinity of the handoff zone between F1
and F2 as shown in Figure 1. Because ATy, is relatively far
from F2, it must transmit more power to maintain a constant
upload rate. Repeated ftp uploads of large files serve to create
a near constant offered load. The ATy, mobile is power-
controlled only by femtocell F2, even though it may be able to
receive both femtocells F1 and F2 on the forward link. The
change in the received signal level at F2 relative to times when
there is no activity on femtocells F1 and F2 are recorded and
analyzed. The handset device is instrumented to log the
forward link requested data rate (DRC), the forward link
Received Signal Level, the reverse link transmitter power
(both pilot and total power), and all signaling information.

Next, a second handset data device, call it AT,
establishes a connection to femtocell F1 and starts an ftp
upload. Device ATy, is moved away from femtocell F1
starting at point “d” towards point “2” to a point beyond “f1”,
just before the call drops, creating a condition known as “RF
dragging” where device ATy, is closer in terms of pathloss to
femtocell F2 than it is to femtocell F1. Since there is no soft or
hard handoff between F1 and F2, ATy is power controlled
only by F1 and a situation of “RF dragging” is created in
which F2 should be power-controlling ATg; but cannot.
Again the reverse link transmitter power, forward link
received signal power and link quality are measured at the
mobile terminals and at the femtocells.

The third step is to turn on reverse link interference
mitigation and repeat the second step. The data is analyzed by
timestamp synchronizing the measurements from the 4 devices
(2 femtocells F1 and F2, and two mobile devices AT, and
ATp).

3 Measurement Results

The first set of experiments was conducted using two
laboratory calibrated CDMA-2000 femtocells operating with
IXEV-DO Revision. A. A second identical set of
measurements were conducted for CDMA-2000 1xRTT voice,
but no significant interference was observed due to the
relatively low reverse link transmitter power.

The first step in the experiment was to create the
reference or baseline as shown in Figure 2 in which a simple
upload from ATy, with ATy, idle is performed. Assuming that
the femtocell receiver noise figure is on the order of 10 dB,
the base noise level at the femtocells should be on the order of
approximately -104 dBm plus or minus one or two dB (the
blue trace in figure 2). Looking at the femtocell F2 RSSI we
see that the level varies from about -104 dBm when all
transmitters are turned off to a maximum high of about -92
dBm (12 dB above the baseline) when there is a single mobile
device uploading at about 900 kbps and power controlled by
the femtocell. We observe that the AT, transmitter power (the
yellow trace in figure 2) stays in the -20 to -30 dBm range for
900 kbps uplink throughput (the purple trace in figure 2).
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Figure 2. Baseline ftp upload of Femtocell F2 with no other activity.

Figure 3 (see figure caption for explanation of the colors
that represent different simultaneously logged parameters)
shows the case of two mobile devices simultaneously
uploading to their respective femtocells. In the figure ATy, is
moving from waypoint “d” towards waypoint “fl1” as shown
Figure 1 and then stays for a few moments at point “f1” then
moves back towards point “d”. As the mobile moves away
from its home femtocell it powers up to maintain the required
Ew/N, set point. ATg; causes interference to femtocell F2
which instructs ATy, to power up to overcome the interference
from the other mobile, which in turn causes interference to
femtocell F1, etc. until both mobiles have reached their
maximum power of 23 dBm.

We also notice in Figure 3 that both handset 1 and
handset 2 transmitter powers tend to synchronously oscillate.
At the time we observed that the femtocell received power
level has in some instances increased by close to 40-50 dB
over the background thermal noise level of the receiver. This
can be seen from a basic link budget calculation in which a
mobile with73 dB of pathloss to the closer femtocell and
transmitting at maximum 23 dBm produces a received signal
level of approximately -50 dBm. Clearly, in this corner case,
the reverse link of both femtocells has become unstable and
the effective reverse data rate drops to close to zero. This
situation represents the limiting case in which handsets
connected to closely spaced femtocells and in conditions of
RF dragging and high power simultaneous data uploads causes
significant mutual reverse link interference to both femtocells.

Correlation analysis between the total uplink transmitted
power of ATF2 and ATy, showed that under the conditions of
RF dragging the transmitter powers of the two handsets
became on the average 92% correlated. This explains the
mutual oscillatory behavior as the power control of the two
femtocells tries to compensate for the interference rise.
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Simultaneous Uploads on F1 and F2
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Figure 3. Simultaneous uploads on ATg and ATg,. Mobile moves from
point d to point f1 in Figure 1. Brown trace: Total uplink Tx Power for
UE2. Dark Blue: Total Tx Power for UEL. Yellow: Femtocell F1 Reverse
link throughput, Magenta: Femtocell 2 Reverse Link Throughput, Light
Blue: Femtocell 2 Total Reverse Link RSSI, Light purple Femtocell 1
Reverse link RSSI.

3.1 3.1 Reverse link interference mitigation

The ideal technique to control this type of reverse link
instability would be to form ad-hoc clusters of femtocells that
can support either hard or soft handoff within the cluster. In
the absence of inter-femtocell handoff, other forms of reverse
link interference mitigation must be considered. The first
technique can be implemented in the Automatic Network
Planning Function [5] when femtocells are initially
provisioned so as to pull in the coverage of closely spaced
units so there is minimal overlap of the forward link coverage
and calls drop much earlier before creating significant
interference.

A second technique for controlling this type of mutual
interference is to significantly reduce the reverse link
transmitter power (and therefore the data rate) of handsets
when then the conditions of mutual RF dragging are sensed.
There are two elements to successful reverse link interference
mitigation algorithms using this technique: detection and
reaction. In most cases detection attempts to sense high levels
of interference on the forward link at the handset combined
with high reverse link transmitter power that imply that there
is mutual interference on the reverse link and the algorithm
reacts to reduce the data rate of the mobile terminal (even
reducing to 0) to reduce the total transmitter power and
therefore the interference.

The forward link measurements can be done either based
on primary measures of interference such as Ec/lo reported by
the handset or from secondary measures of signal quality such
as DRC (1XxEVDO data rate control) or CQI (HSDPA channel
quality index). When a femtocell detects that the handset is
seeing significant forward link interference, it reduces the
uplink data rate and therefore the transmitter power from the
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handset, potentially reducing throughput to 0 depending on the
level of interference.

In the limiting case the femtocell terminates the data call
in which the AT either attempts to reselect and then register on
the other femtocell (open access) or go to the macro network,
but in either case the RF dragging induced interference will be
stopped.

4 Conclusions

Measurements described in this paper were designed to
create and better understand the scenarios described in [1] in
real deployments. The use case of greatest concern in real
world deployments occur when “RF dragging” between
handsets connected to closely spaced femtocells can lead to
significant reverse link interference when users are doing
simultaneous high speed uploads.

For voice calls where the total reverse link transmitter
power is low and given the path losses involved between
handsets and femtocells, we were unable to reproduce the
conditions of reverse link instability. In addition almost all
femtocells support voice handoff which moves handsets off
the femtocell near its cell edge and eliminates the problem of
RF dragging.

For the case of high speed reverse link data upload with
two handsets in condition of RF dragging, reverse link data
rates and transmitter power were observed to oscillate under
conditions of sustained upload. In other words, the reverse
link became unstable. Constraining the handset transmitter
power by reducing uplink data rates, including the pilot, was
able to mitigate some, but not all, reverse link interference. In
the limit the best approach other than forming ad-hoc clusters
that support handoff is to require the algorithms that manage
forward link coverage (the centralized network planning
function) pull in the coverage of both of the femtocells so that
RF dragging is minimized. Sensing and then disconnecting
(dropping) calls that are in conditions of RF dragging is a final
approach to interference management.

The good news from the study is that the conditions leading
to inter-femtocell reverse link interference scenarios described
in [1] are relatively rare and can be mitigated through a
combination of RF planning (having the two femtocells pull in
their coverage to minimize the RF dragging potential) and
reverse link interference mitigation. As the femtocell density
increases, the importance of algorithms in the femtocell to
manage reverse link femtocell to femtocell reverse link
interference increases.
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Abstract— In this paper, we explore a prelude implemen-
tation for a portable wireless mesh network, intended to
enable multimedia communication with no onsite infras-
tructure. This is intended as a perimeter network for the
fast and secure communication of devices (e.g. robots, IP
cameras, notebooks, wifi sensors, etc.) in an environment
with no network coverage (e.g. due to a natural disaster, as
communication support during a sting operation etc). This
kind of environment must be simple to configure, and it must
support some kind of mesh network implementation for easy
deployment. We estimate that by owning such communication
infrastructure, for instance, law enforcement agencies would
be able to perform a diverse scope of operations in an easy
and efficient manner, preferably in the context of a MAN,
which must be independent of landlines, and would allow for
the transmission of multimedia data seamlessly (e.g. audio,
video, GPS coordinates etc).

Keywords: portable wireless mesh network, B.A.T.M.A.N.

1. Introduction

Wireless Mesh Networks or WMNs are computer
networks that interconnect a set of nodes, where each node
is capable of forwarding packets, until they reach a given
destination. Therefore, each node can act as a router or
client allowing for more mobility and flexibility regarding
the infrastructure organization [1].

Mesh routers are capable of communicating heterogene-
ous networks, like sensor networks (assuming one of the
mesh nodes acts as a sink) and usual wifi devices. Besides,
one of the nodes can share Internet access to a whole
section of the mesh (depending on the size of the mesh
network). Mesh nodes can also automatically establish a
backbone network and keep the connectivity among mesh
clients [2]. In comparison to a conventional router, a mesh
router achieves the same range at a lower transmission
power, thanks to multi-hop communication. Mesh clients
usually have only one network interface and act as both end
users (i.e. with Internet access) and routers [3]. Mesh nodes
traditionally use the IEEE 802.11 standard [4] in order to
communicate.

After the rise of Wi-Fi, lots of applications that partly used
landlines were developed. Using as motivation the need to
improve the services offered by wireless networks and also
to reduce the dependency of landlines, the mesh concept
emerged [5]. This technology is already in widespread
use, for example, in community or food squares, airports,
shoppings, hotels, isolated places (e.g. mountainous regions),
universities etc. There are scenarios where this technology
is used in a more broad fashion, as in the Dharamsala
community in India, where a mesh network was deployed.
According to [6], even with a mountainous terrain and
with more than two thousand computers interconnected,
the performance was satisfactory in the devised tests. Mi-
crosoft’s Self Organizing Wireless Mesh Networks project
uses the user’s computer with a Windows driver, which
creates a virtual layer between the network and data link
layers. This project also has a framework to manage mesh
network failures. The analysis is done by event simulations
allowing the diagnostics of problems and traffic conditions
[7]. RoofNet is another project that deploys a mesh network
in a densely populated 4 square kilometer area at Cambridge,
Massachusetts, using volunteer users and 37 mesh node
kits, in order to share a fraction of their DSL lines [8].
According to [9], systems based on mesh architecture are
a viable solution when compared to a hypothetical single-
hop network. In this sense they increase the connectivity and
the data transfer rate.

The rise of wireless mesh networks is due to its advantages
when compared to the traditional wireless network model.
The main advantage is the easiness of expansion thanks
to the possibility of a mesh client acting also as a router.
This turns this network model easy to deploy and low cost
allowing access to places where cabled networking would
be impracticable [6].

The effectiveness of any network architecture, including
mesh networks, depends on the routing protocol used. The
routing protocol is the responsible for transmitting infor-
mation from a source to a destination hopping through
intermediate nodes [10]. The challenge is to find the most
effective route. In this paper we present the behaviour and
the features of the Better Approach To Mobile Ad-hoc
Networking (B.A.T.M.A.N.) protocol and define as hour
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research hypothesis the possibility to implement a highly
portable mesh network using off-the-shelf cost effective
equipment with minimum downtime for configuration.

In the next sections we will present the theoretical back-
ground behind mesh networks, a brief explanation of the
B.A.T.M.A.N. protocol, given it is used in our experimental
testbed, the application context for our proposal and some
final thoughts regarding our proposal.

2. Theoretical Background

A traditional computer network contains a centralised
controller for each node. In a mesh network there is no
need for a controller, taking into account that the users them-
selves can expand the coverage area [12]. Therefore, mesh
networks present a dynamic feature, in which by adding or
removing nodes in the network does not compromise the
network connectivity. That happens because the nodes can
be connected to more than one node, and that way, the
network cost decreases considering there is no need for a
more “formal” maintenance policy [5].

The topology of a traditional network obeys a hierarchy
where the devices can only be accessed inside of their
coverage area. In a mesh network, the network topology is
defined in such a way that all the devices in the network
can be a part of the transmission path [15], resulting in
a more effective transmission. Besides, mesh networks are
also fault tolerant [1], due to the mesh nodes’ capabilities to
act as clients or routers, allowing a variety of paths among
nodes during packet transmission. Other mesh network fe-
ature is the support to ad-hoc networking, which is an
operational mode that provides the ability to self-generation,
self-maintenance and self-organization [16]. Note that the
main characteristics of mesh networks, like flexibility and
lack of a predefined infrastructure, are appropriate to the
proposal of this article. In the US, this technology is already
being used in military applications, seeking a communication
infrastructure that is independent of the traditional landlines
and also fault tolerant [18].

A lot of research fields in mesh networks involve the
the study of routing protocols. Although there are several
protocols, there is no universal choice [10]. The routing
protocols operate generally in the network layer, where their
main function is to issue packets from a source node to
a destination node. The protocol also specifies the way
the routers communicates among themselves, giving access
between any two nodes in the network [19]. The problem
of classic routing protocols is that they were not created
considering the features of ad hoc wireless networks. This
genre of network changes its topology according to the
inclusion/exclusion of nodes, fact that was not envisioned in
traditional routing protocols. For instance, Optimized Link
State Routing Protocol (OLSR) had to go through some
changes in its original specification, due to the specifics of a

link state algorithm which has to recalculate all the topology
for each node [20].

In this context, our research group studied applications
and the principles involved in creating routing protocols
applied to mesh networks [13], [14]. Each routing protocol
is devised using different principles and features. To help
comprehend these differences, the protocols are classified in
proactive, reactive and hybrid. The proactive protocols are
based on predefined tables that keep track of the routes for
any possible destination and are updated at each topology
change. Protocols like Wireless Routing Protocol (WRP)
and OLSR are examples of proactive protocols. Reactive
protocols stipulate that each node only keeps track of its
neighbours when there is the need for it to communicate, a
bigger delay is only generated if a new path is necessary.
Dynamic Source Routing (DSR) is an example of such type
of protocol. Hybrid protocols use conveniently the features
of both proactive and reactive protocols, in such a way that
in a set of nodes, only some of them do a periodic update
of the possible destinations. An example of such protocols
is Zone Routing Protocol (ZRP) [5], [14]

B.A.T.M.A.N. is a proactive protocol that identifies only
the best next hop instead of discovering the complete route
[21], [22], [23], [24]. Therefore, there is no need for the
global knowledge of all the changes in the network topology.
Besides, the overall number of messages that floods the mesh
topology is limited, avoiding control traffic overload [20].
Considering the intended scenario (most likely some kind of
sting operation performed by the authorities), B.A.T.M.A.N.
seems as one of the possibilities for a routing protocol with
its performance improved given the use of a limited quantity
of mesh nodes for temporary coverage of an area for a short
period of time. Internet connection is not an issue for the
sake of the depicted scenario. Besides, according to [28], a
high node density limits the network ability to cope with a
large amount of hops in the transmission path. Therefore, the
relatively short number of hops for this kind of deployment
favours the use of B.A.T.M.A.N.

2.1 B.A.T.M.A.N. Protocol

B.A.T.M.A.N. routing protocol was devised to operate
in non-reliable media with high levels of instability and
packet loss, instead of the stable and reliable media used
by traditional cabled networks. The protocol’s algorithm
proposes the decentralization of the knowledge about routes
among B.A.T.M.A.N. nodes. These nodes have no infor-
mation whatsoever regarding the overall network routing,
allowing low battery and CPU consumption for each node.
Instead of discovering the complete route to the destination
node, a router only identifies the best next hop to achieve a
given node. A node detects the presence of B.A.T.M.A.N.-
Originators, regardless of the number of hops (single-hop
or multi-hop) to/from an B.A.T.M.A.N.-Originator. It also
keeps track of new B.A.T.M.A.N.-Originators and informs
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its neighbours about their existence [25].

Originator Messages (OGMs) inform neighbouring nodes
about their existence. The messages must be transmitted in a
given time interval (ORIGINATOR_INTERVAL). An OGM
packet has a field for: its version, a field to inform if the node
is a direct neighbour or not, an unidirectional flag, a desired
value for the Time-To-Live (TTL), a gateway flag (to inform
if it is a node with Internet access), a sequence number
used for the packet identification and an originator address
(IPv4 address of the B.A.T.M.A.N. interface on which the
OGM has been generated). When a node receives an OGM
it must check: if the OGM contains the same version, if the
OGM address is not the broadcast address of a B.A.T.M.A.N.
interface and if the OGM is defined as a bidirectional link
(capable of full-duplex communication) [25].

If the previous conditions are met, OGM information must
be updated. If the sequence number of the received OGM
packet is more recent than the one seen before, the new
sequence number must be defined to the sequence number of
the received OGM packet, and the last TTL of this neighbour
must be updated. The window of all known links of the
OGM packet must be updated to reflect the new boundaries
of the classification range, and the sequence number of the
received OGM must be added to the window that represents
the link that was held. If the link window whose OGM was
received contains the sequence numbers bigger than in its
range table, this link is said to be the new best binding to
the OGM originator; otherwise, there are no changes. When
an OGM is retransmitted, its TTL must be reduced (in case
it becomes zero, the packet must be discarded) [25].

Each node that receives an OGM must retransmit the
message, therefore flooding the network. The network is
flooded until each node has received an OGM at least
once, or until happens packet loss (that can happen due
to interference, collision or traffic congestion), or until its
TTL value expires. Using the data obtained from each OGM,
it is possible to distinguish new messages from duplicates,
assuring that all OGMs are counted only once. The amount
of OGMs received is used to estimate the quality of a route
(single-hop or multi-hop). That way, B.A.T.M.A.N. protocol
allows each node to keep a table with the best neighbouring
nodes in the network [25].

3. Application Context

This paper is inserted in the context of a major project
called “Mobile mEsh Network to Aid in CountEring drug
TRAffiCKing (M.E.N.A.C.E-TRACK)”, which is intended
to suggest improvements to the communication model used
by the Brazilian authorities in order to improve reaction to
security threats [12], [13]. The system currently in use by the
authorities (based on radio transmitters), although reliable, is
too limited considering complex operations, as for example,
when tracking tactical teams (personnel and vehicles) in
real time, with no possibility to access video feeds and
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GPS coordinates. The primary intention of M.E.N.A.C.E-
TRACK is the creation of a dynamic mesh network, intended
to interconnect field personnel to a base of operations
whenever possible. This type of network accepts the dynamic
disconnection and reconnection of nodes. Therefore, it is
paramount to research technologies intended to improve the
availability of information resources to the authorities (e.g.
audio, video, GPS coordinates etc) similarly to [11].

This paper has a different objective considering the ori-
ginal M.LE.N.A.C.E-TRACK concept: we propose the crea-
tion of a HighLy Portable Mesh nEtwork (or H.L.P-M.E.
for short) using off-the-shelf cost effective equipment with
minimum downtime for configuration. The idea behind this
proposal is to have a number of pre-configured mesh nodes,
which can be deployed in the field, in order to provide an in
promptum mesh network to be used anywhere, anytime. With
this infrastructure it would be possible to share multimedia
data (e.g. video feeds, GPS coordinates, audio communica-
tion etc) in the field without any dependency on landlines
or any preexistent infrastructure.

Considering the intended user is not necessarily a com-
puter network specialist, and public safety has a decreasing
budget in Brazil [17], [26], [27], the main prerequisites for
the intended system are: it must be cost effective and it
must be easy to use and deploy. To achieve the proposed
objective, we created an experimental environment using
off-the-shelf equipment from Open-Mesh, which provided a
standard networked environment (i.e. not tampered with in
any way) with native support to mesh networks. The steps
intended to achieve the proposed objective are: 1) study the
Open-Mesh infrastructure, which use B.A. T.M.A.N. routing
protocol and 2) explore several mesh network configurations
in order to test the flexibility of the devices in establishing
meshes. Section 4 discusses the proposed testbed in detail.

4. Experimental Environment

At this time, we chose to use a manufactured
B.A.T.M.A.N. access point (AP) instead of using an open
source environment (i.e. proprietary hardware + open source
firmware), so we can compare this setting to a previous
experimental OpenWrt testbed we used with OLSR [12].
Our main objective does not concern the routing protocol
used with OpenWrt per se, but the difficulties faced when
using a completely configurable open source environment.
Using OpenWrt we have complete control over the deve-
lopment/production environment, but it is also true that the
configuration downtime and the possibilities for unforeseen
situations are more prone to happen. Therefore, we chose a
manufactured (proprietary hardware + proprietary software
+ open source firmware) AP which natively supports the
B.A.T.M.A.N. protocol: the Open-Mesh OM2P access point
(Fig. 1) [29].
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Fig. 1: Open-Mesh AP OM2P.

4.1 AP OM2P

Each AP OM2P is enabled to form a mesh infrastructure.
That way, it is possible to install units with traditional access
(i.e. as Internet gateways) and add other units that can extend
the network coverage. This AP has an external 2.4 GHz
antenna with 23 dBm (200 mW) with a RP-SMA standard
connector. Other aspect is that it can be managed using a
cloud service called CloudTrax, which is provided free of
charge by Open-Mesh [30]. The AP also has the ability to
use passive power over Ethernet (incompatible with 802.3af).
The specifications for the device are in Tab. 1 [31].

Table 1: Features of Open-Mesh AP OM2P.
150 Mbps

Speed (max.)

Radio 802.11b/g/n 2.4 GHz
Range (approx.) 75-150" indoor or 600’ outdoor
Processor 400 MHz Atheros AR9331 MIPS 24k
Plug and play yes
Memory 64 MB DRAM
Ethernet (WAN e LAN) 2 x 100 Mbps

4.1.1 CloudTrax Environment

The CloudTrax environment is a free cloud network con-
troller that helps building, managing and monitoring wireless
networks from any place in the world. This controller can
manage an unlimited number of APs and networks, simply
by registering the devices. Even if the devices lose connecti-
vity with the cloud controller, the registered networks aren’t
affected. This happens because no network traffic passes
through the cloud controller [31]. Another advantage is it
provides access to network usage statistics graphics (con-
taining number of users, amount of upload and download
traffic, the relationship between each of the nodes and details
of each node) [32].

To configure a network it is necessary to create a master
login at CloudTrax homepage, which allows the administra-
tor to access the configuration of several networks at one
place, to create a network, to add any amount of nodes, to
install them physically as gateways (connected via Ethernet)
or as repeaters. Among the many configurations we can set,
we can manually adjust the transmitting power of the antenna

(allowing the AP to work indoors), configure cryptography
via WPA/WPA?2 or use vouchers to regulate user access and
protect network traffic, define download and upload limits,
restrict access using MAC filtering and, for a more general
configuration, to determine if the network will be public or
private [32].

4.2 Experimental Data

The acquired APs OM2P were configured initially in very
simple scenarios. These APs use B.A.T.M.A.N. advanced
(often referenced as batman-adv), which implements the
B.A.T.M.A.N. routing protocol in the form of a linux kernel
module operating on layer 2. Batman-adv operates entirely
on ISO/OSI layer 2, meaning not only the routing informa-
tion is transported using raw Ethernet frames but also the
data traffic is handled by batman-adv. It encapsulates and
forwards all traffic until it reaches the destination, hence
emulating a virtual network switch of all participating nodes.
Therefore all nodes appear to be linked locally and are
unaware of the network’s topology as well as unaffected
by any network changes [33].

Regarding our first experiment, we configured an AP
separately as a gateway and in the second one, we configured
one AP as gateway and one as a repeater. As expected,
there were no difficulties in this first set of experiments.
Notebooks were connected to the SSID of AP NOI and
the Internet was accessible. Our objective in this first set of
experiments was to try the basic functions of this devices and
assess the difficulties in using the CloudTrax environment.
The environment is practically self explanatory simplifying
the described tasks.

After this first stage, we created scenarios that emphasized
the mesh topology. For the second stage, we used three nodes
(NO1, NO2 and NO3), each of which presenting specific
configurations, depending on the created scenario. The first
scenario consisted in the configuration of a mesh with one
gateway and two repeaters (Fig. 2).

In Fig. 2, we can verify that NOI is configured as a
gateway (NOI1(g)) and the other nodes are configured as
repeaters. This configuration demonstrates a first example of
increased network coverage. The CloudTrax controller offers
meaningful visual data as shown in Fig. 5. We highlight
the hop count each repeater AP performs to the gateway
(last column). We only presented here the APs tab of the
generated graphics, given the data provided by the other
tabs are not useful for the mesh evaluation (except for the
network diagram tab — as shown in Fig. 2). The “network
map” shows the AP and its current configurations in a
Google Map like environment, “all networks map” offers
a Google Map like environment with all the CloudTrax
managed networks, “clients” show client statistics and “site
survey” shows information on neighbouring network APs
(e.g. signal strength, channel, SSID, current mode — b/g/n
etc).
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Fig. 2: Network diagram generated in the CloudTrax envi-
ronment.

Given the natural mesh auto-configuration feature, it is
possible to obtain different paths with the same infrastruc-
ture. Fig. 3 demonstrates a new organization of the same
three nodes. Comparing Fig. 2 and Fig. 3, we can see that
in this new organization, the devices connected to the node
NO2 can now communicate with devices connected to NO3
without passing through NO1, only because we added a new
path between NO2 and NO3.

Fig. 3: Network diagram after adding a new path between
NO2 and NO3.

In the next experiment we tinkered again with the paths
of the mesh testbed and configured one gateway and two
repeaters, but now, connecting the gateway to one repeater
and this repeater, to another AP also configured as a repeater
(Fig. 4).

The network diagram presented in Fig. 4 demonstrates that
the APs have the ability to communicate through multiple
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Fig. 4: Network diagram for the new topology of NOI, N02
and NO3.

hops. Observing the network data presented in Fig. 6, it is
clear that node NO2 is two hops away from the NO1 gateway.

One last thought regarding the presented topologies is that
all the links established are bidirectional (i.e. full duplex).
All the experimental setups presented were tested connecting
devices to each SSID and using the ping tool to verify their
connectivity (simultaneously) and verifying mainly if the 1
hop and 2 hop distance did not interfere in the reachability
of each device. Besides, we also made another simple test:
we disconnected the gateway (i.e. NO1) from the Ethernet
network, therefore rendering it unreachable from/to the In-
ternet (and therefore, unavailable to CloudTrax). Given we
disabled the feature “access point isolation” (which prevents
wireless users from accessing each other’s computers) in the
advanced tab, as the infrastructure was already configured in
CloudTrax, it keeps its configured characteristics. Therefore,
we still can access the SSID of the mesh network and we
can still reach every single device that is using the network
locally. Considering this APs are extremely portable, by
adding a battery module (like a portable powerbank) in each
node, we have an almost zero configuration mesh network
environment that is ready for use in any environment (indoor
or outdoor), as we intended for this paper.

5. Conclusion

The main objective of this paper was to present the basis
for the creation of a HighLy Portable Mesh nEtwork (or
H.L.P-M.E.) using an off-the-shelf device, which imple-
ments B.A.T.M.AN. layer 2. Given our experience with
OpenWrt, we know it is possible to achieve a similar
environment using only open source software (i.e. hardware
+ open source firmware) but when comparing to the func-
tionalities available in the Open-Mesh OM2P and in the
CloudTrax network management tool, we raise questions
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Fig. 6: Network data for the new topology of NO1, NO2 and NO3.

regarding the development time and the amount of training
we would need to put the intended audience through (i.e.
law enforcement agents) to use effectively the system. Using
OM2P + CloudTrax, the creation of the mesh topologies is
almost effortless and we see almost now downtime consi-
dering the learning curve to use this infrastructure. Using
minor adaptations (i.e. adding a portable battery module) the
configured mesh topology is available on the go to enable

a perimeter network anytime/anywhere as we wanted to
demonstrate. Our next experiments will involve field testing
with the battery modules and outdoor testing regarding the
transmission of multimedia data in real life situations (e.g.
as in the fast deployment of the infrastructure in a sting
operation).
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Abstract - Network mobility is a capability that all devices
within the mobile network can communicate with external
peers without any restrictions according to moving network.
The NEMO is a current leading technology for IP network
mobility. Since, however, the NEMO have been defined and
implemented by extending the mobile IP (MIP), the mobile
router must implement the MIP protocol in addition to
existing routing protocol. As a result, of course, the IP core
network also needs to deploy MIP elements including home
agent and foreign agent. In this paper, we propose an IP
network mobility scheme using mobile router equipped with
extended OSPF routing protocol. Since our scheme can
provide network mobility only by extending the OSPF
protocol, mobile router and the network do not need to
implement the MIP protocol and network element system for
network mobility. Furthermore, the OSPF routing protocol is
commonly used in many routers. Therefore, it is possible to
implement  cost-effective  network  mobility  through
minimizing changes in the network.

Keywords: network mobility, mobile router, OSPF Area

1. Introduction

In general, network includes several kinds of network
element systems for data transmission such as router, switch,
repeater, etc. Especially, the router transmits packets through
the Internet Protocol (IP) layer and routing protocol is used
for its operations.

The routing protocol is to exchange routing information
with each other. There are many kinds of routing protocol
according to the purpose such as coverage (interior gateway
protocol, exterior gateway protocol), behaviour (dynamic,
static), implementation of the algorithm (distance vector, link
state). Therefore, many routing protocols have been
developed and used depending on the different types of
routing (e.g. Routing Information Protocol (RIP), Internet
Gateway Routing Protocol (IGRP), Open Shortest Path First
(OSPF), Enhanced Internet Gateway Routing Protocol
(EIGRP), Intermediate System to Intermediate System
routing protocol (ISIS), and Border Gateway Protocol (BGP),
etc.). From among these, the OSPF is the current most
commonly used routing protocol for IP networks [1-2]. It is

an interior gateway protocol that routes IP packets solely within
a single routing domain (autonomous system). It gathers link
state information from available routers and constructs a
topology map of the network.

On the other hand, the growing use of IP devices in portable
applications has created the demand for mobility support for
entire networks of IP devices. The network mobility (NEMO)
solves this problem by extending Mobile IP. The IP network
generally uses mobile router for supporting network mobility.
A representative technique that supports network mobility
using the mobile router is the Network Mobility (NEMO)
proposed by Internet Engineering Task Force (IETF) [3-5].

The NEMO requires legacy routing protocol as well as
mobile IP. The mobile IP provides mobility to mobile router by
expanding legacy IP. As the mobile IP is used, however, the
NEMO additionally needs to include additional network
element systems for mobile IP such as home agent (HA) and
foreign agent (FA). As such, if the mobile IP used in the mobile
router, the mobile network systems are additionally needed (e.g.
HA and FA).

In this paper, we propose a network mobility using OSPF
area concept, which is adaptable conventional network.

2. Related Works

2.1 OSPF routing protocol

The OSPF is a link-state routing protocol that employs a
version of Dijkstra's shortest path first protocol, and is an open
standard. It allows collections of contiguous networks and hosts
to be grouped together and labels such a group, together with
the routers having interfaces to any one of the included
networks, an area. OSPF areas are interconnected via a
backbone area, which is called area zero. OSPF requires that IP
datagram exchanges between areas must traverse the OSPF
backbone area.

Routing bandwidth utilization should be minimized.
However, the ability to detect, advertise, and route around
network outages should be timely. In addition, the grouping of
networks within OSPFs hierarchical architecture should be
carefully designed to ensure network reconfigurations can be
performed with ease [6].
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OSPF supports a number of messages that allow routing
information to be exchanged within and between areas.
OSPFs area architecture limits the required number and size
of routing messages through IP route aggregation at area
boundaries. The OSPF IP routing database is maintained
through the exchange of Link State Update (LSU) messages.
LSU messages encapsulate a variety of OSPF messages
called Link State Advertisements (LSAs).

The OSPF uses multicast addressing for route flooding on
a broadcast domain. For non-broadcast networks, special
provisions for configuration facilitate neighbour discovery.
The OSPF multicast IP packets never traverse IP routers
(never traverse Broadcast Domains), they never travel more
than one hop. The OSPF is therefore a Link Layer protocol
in the Internet Protocol Suite.

2.2 Network Mobility

NEMO is a novel thought for handling a bunch of nodes
within a moving vehicular area. Namely, this protocol
upholds continuous internet connectivity to nodes by
establishing a bi-directional tunnel between Mobile Router
(MR) and HA, when the MR of a mobile network changes its
point of attachment. The bi-directional tunnel is set up as
soon as the mobile router sends a successful Binding Update
(BU) to its HA in order to inform the home agent about its
current point of attachment. All traffic flow between the
nodes in the mobile network and correspondent node must
pass through the HA. This leads to sub-optimal routing that
can surely disrupt and deteriorate all communications to and
from the Mobile Network Nodes (MNN). Even the
overheads can be further amplified if mobile networks are
nested which is unacceptable for real-time applications that
require certain Quality of Service (QoS) restrictions [7].

Routing is one of the key challenges that arises in
compound internetworks: indeed, while specific routing
protocols are typically used for wired networks on one hand,
and for wireless mesh networks on the other hand, it has
been observed that operating a single routing protocol to
manage a compound internetwork as a whole brings several
advantages. In this realm, the Internet Engineering Task
Force (IETF) has thus standardized protocol extensions to
OSPF, enabling OSPF to operate simultancously on wired
networks, and on wireless mesh or moderately mobile ad hoc
networks (MANETS) [8].

Congestion Aware Selection of Path with Efficient
Routing (CASPER) [9] aims at providing a solution to the
problem of network congestion that arises when huge
amount of data such as multimedia data is transferred in
mobile ad hoc networks. This issue has been addressed by
designing a protocol that performs routing intelligently and
minimizes the delay in data transmission. The objective of
CASPER is to move the traffic away from the shortest path
that is obtained by a suitable shortest path calculation
algorithm to a less congested path so as to minimize the
number of packet drops during data transmission and to
avoid unnecessary delay. Here, a router runs the shortest path
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algorithm after pruning those links that violate a given set of
constraints. The proposed protocol has been compared with two
link state routing protocols namely, OSPF and Optimized Link
State Routing Protocol (OLSR) [10].

3. Network Mobility Support using OSPF

3.1 Mobile Router

Fig. 1 shows an example of network mobility service with
MR. As shown in Fig.1, an architecture for network mobility
service with mobile routers includes AAA (Authentication,
Authorization, and Accounting) server, a number of access
routers (AR), some MRs, and terminals. The ARs are
connected to an IP network, and the MR is conventionally
connected to the IP network through ARs.

Figure 1. Network mobility service with mobile router

The MR constitutes at least one network and also a mobile
network because its network itself is mobile. Additionally, the
terminals are connected to the MR through various forms such
as wire and wireless and the MR may include various interfaces
to support communication with the terminals connected
through various forms.

The MR performs an additional authentication procedure in
order to connect with an IP network system. That is, the IP
network system recognizes the MR as one terminal until the
MR is recognized as a router. Thus, the IP network system
performs an authentication procedure for the first network
connection.

The MR performs an authentication procedure through the
AAA server and the authenticating of the MR is regarded as a
network mobility service such that the lower level terminals
can receive service through the MR.

Additionally, the terminals to be connected to the IP network
system accomplish the authentication procedure through the
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AAA server. The authentication procedure includes terminal
authentication and network authentication. During the
authentication procedure, the AAA server allocates an IP
address for IP communication to a terminal that requires
connection. Also, the AAA server allocates authentication
information in preparation for a case that re-authentication
occurs later on and may recognize types of a terminal
according to a level of an authentication procedure.

The MR that performs the authentication procedure is
connected to the IP network through the first AR. According
to the current location of the MR, the service connection
point may shifts from the previous AR to the new AR. Then
the terminals in the MR recognize the MR as a default router,
i.e., a gateway, and maintain communication.

The terminals move together as the MR moves, but each
of the terminals maintains communication without
recognition about mobility. Moreover, among routing
protocols used in the IP network, the OSPF routing protocol
is a general-purpose routing protocol that does not belong to
a specific vendor. The OSPF routing protocol is accepted as
being more efficient compared to a conventional RIP
(Routing Information Protocol). In this paper, mobility is
provided to the MR by expanding the OSPF routing protocol.

3.2 OSPF area

Fig. 2 shows an example of routing information transfer
for network mobility support using OSPF. As shown in Fig.
2, the network system to which the OSPF routing protocol is
applied includes several core routers (CR), ARs and MRs.

Figure 2. Routing information transfer

The MR may be directly connected to CRs but for
convenience of description, it is assumed that the MR is
connected to the network system through one of the ARs. In
fact, this is a very dangerous case in real network world and
rarely occurs due to extreme situation.

The OSPF routing protocol is an IGP (Interior Gateway
Protocol) that exchanges routing information between routers
in an AS (Autonomous System) classified as one routing
management area. The OSPF routing protocol divides the AS
into some areas (i.e., OSPF areas) and performs layer 2
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routing that connect the areas through a backbone network, i.c.,
a backbone area.

Each area has an original area identifier (ID) which is
transmitted through a header of an OSPF packet. Especially,
since the backbone area has a special area ID, it is
distinguished from other areas.

The CRs are responsible for the centre of the network system,
and an area where the CRs are included is called as a backbone
area. The area 1, 2, and 3 include the ARs together with the
CRs. The area M is an area including the AR and the MR based
on the connection of the MR.

The MR generates an area ID about the area M where the
MR and the AR are included once MR is connected to the AR.
The MR generates an area ID by using its own ID. The MR
may generate an area ID through various methods.

For example, it is assumed that an area ID has the length of
32 bits. If the MR has a 32 bit ID, it may use its own ID as an
area ID. If the MR has an ID of more than 32 bits, it selects
only the 32 bits from the entire ID (based on the MSB (Most
Significant Bit) or the LSB (Least Significant Bit)) and may
use it as an area ID. If the MR has an ID of less than 32 bits,
the MR adds predetermined bits to have the length of 32 bits
and uses it as an area ID.

The MR uses a new area ID to support the OSPF routing
protocol and is classified as one area in the OSPF routing
protocol. The MR is allocated with an area ID from the AAA
server when an authentication procedure is performed using the
AAA server.

The MR uses an area ID to identify the area M of the MR in
the network system. The routing information including the area
ID is transmitted to the CR of the backbone area through the
AR.

However, since the area M is not directly connected to the
backbone area like the area 1, 2, and 3, routing information is
transmitted to the backbone area through the virtual link.
Likewise, since the routing information is delivered through a
virtual link, the routing table of each router may be updated
rapidly. The routing information is transmitted through a virtual
link passing through the MR, the new AR, and CR sequentially.
This virtual link is created from the MR to the CR through the
AR.

The AR transmits the routing information including an area
ID of the MR and the CR transmits the routing information to
other CRs in the backbone area. Also, the CR receives the
routing information including an area ID of the MR from other
CRs. That is, the CR propagates the routing information
including an area ID of the MR to other CRs in the backbone
area.

The OSPF delivers routing information according to a
change of a link state. As the MR moves, the AR to which the
MR is connected is changed and routing information is
transmitted into a corresponding AR.

If ARs and CRs are disconnected from the MR when the MR
moves, the routing information of the corresponding MR is
removed.

The MR adds information about effective time to the routing
information including an area ID for the AR and CR receiving



30

corresponding routing information to delete the routing
information if the effective time of corresponding routing
information is expired.

3.3 Example of network mobility

Fig. 3 shows an example for flow of a network mobility
support. As shown in Fig. 3, an MR begins an authentication
procedure in order to connect with the network system. The
MR requests authentication to a network node, i.e., a first AR,
according to an initial connection in operation.

The first AR requests authentication of the MR to AAA
server. The AAA server confirms whether authentication
about the MR is appropriate or not, and if not, the AAA
server approves the authentication and allocates
authentication information necessary for instant re-
authentication later on to transmit it to the first AR. The
authentication information may be issued in a form of an
authentication key and may be issued to the MR and ARs
(e.g., ARs). Therefore, if re-authentication is required later
on during service, the authentication is possible without
intervention of the AAA server.

]

Authentication Reques

|PAR| |NAR| |AAA|

Lo ]

Authenticatior| Request

Authentication Acknowledgement &

Authentication lnform@ion &E Authentication|Information Allocatiop
IP address Allocation

Adjacency & Area Set

Bend routing informatiop
(Unicast)

Update routing entfy & send routing infofmation (Multicast)

Periodic
information exchange, Exchange routing information

between core routers
within backbone area (multicast)

and update routing entries

Packet transmission

Mobile router
move Update routing information

due to lost of adjacency

Simplified authenticatjon procedure through
previous authenti¢ation information

Address llocation
< ___________________________________

Adjacency set & information exchange

Update routing entry & send routing information

Exchange routing information
between core routers
within backbone area (multicast)
and update routing entries

Packet transmission ‘

Figure 3. Network mobility support

The first AR allocates an IP address to the MR according
to a network connection authentication of the MR.
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When the MR receives the IP address and authentication
information, it creates an adjacency with the first AR and sets
an area in operation. The MR creates an adjacency with the
first AR by transmission a “Hello” message and sets up an area
according to an adjacency formation. At this point, the MR
generates an area ID using its own information, for example, an
original identifier. Also, the MR may be allocated with an area
ID through the above authentication procedure.

The MR transmits the routing information including an area
ID to the first AR. The area that the MR and the first AR create
is not directly connected to a backbone area and thus is
connected through a virtual link. Accordingly, the routing
information is transmitted to the first AR through a unicast
form. The MR transmits the routing information to the first AR
through LSD (a Link State Update) message.

Once the first AR receives the routing information, it
modifies its routing table and transmits the routing information
to the connected CR simultaneously. At this point, the routing
information is transmitted through a multicast form.

The CR simultaneously modifies its routing table and
transmits the routing information received from other CRs in
the backbone area in order to propagate a routing table to other
CRs in the backbone area.

The MR transmits information, for example, a “Hello”
message, periodically in order to maintain a connection state in
operation.

Terminals connected to the MR communicate with other
terminals through the MR and the MR transmits a packet
between the communicating terminals in operation.

Next, once the MR moves in operation, it is disconnected
from the first AR that is currently connected thereto. The first
AR detects that the MR moves or communication errors occur
if the “Hello” message is not periodically received from the
MR. Then, the first AR removes the corresponding routing
information and the adjacency.

The MR can perform a simplified authentication procedure
using the previously received authentication information in
operation. The MR can perform a prompt re-authentication
with the new AR.

The MR acquires a new IP address through the new AR in
operation. At this point, if the new AR uses the same network
prefix as the first AR, operation can be omitted.

Once the MR sets up the adjacency with the new AR, it
generates an area ID to set up an area in operation. If the new
AR has the same area ID as the previous AR, operation can be
omitted.

When the new AR receives routing information, it transmits
the routing information to the CR in operation. The MR
transmits the “Hello” message periodically to the new AR in
operation.

Terminals connected to the MR communicate with other
terminals through the MR and the MR transmits a packet
between communicating terminals in operation.

The ARs or CRs, which receive the routing information
including an area ID of the MR, update their routing tables
using the routing information such that it is possible to identify
the MR.
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4. Conclusions

Generally, an IP-based network mobility is most
appropriate technology for providing IP mobility in the
vehicles such as cars, trains, buses, planes, ferries and etc.
However, the mobile IP technology should be implemented
to provide network mobility in conventional technology
using mobile router, which is most common technology is
IETF NEMO. This means that NEMO has to overcome the
limitations of the mobile IP in order to provide network
mobility.

The proposed network mobility support regards an MR as
an AR (to which the MR is connected) and OSPF area. For
this, the MR uses an area ID that identifies an area where the
MR itself is included. Therefore, this paper uses an OSPF
area concept in a routing domain where OSPF routing
protocol is possible, thereby proving mobility to a network
system.

Furthermore, the proposed network mobility in this paper

extends the OSPF routing protocol in MR to support mobility.

As a result, a network change can be minimized. This means
the network mobility can be provided with low cost. And, the
conventional network element system does not require an
additional mobile IP routing protocol and additional network
components in behalf of MR. Also the proposed network
mobility can provide easy virtual private network
configuration due to simple architecture of the OSPF.
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Abstract— This study examines a hand gesture interface
using light-dark change in illuminance meters built in smart-
phones and tablets. A hand gesture is to be detected from a
change in illuminance values obtained by an illuminance
meter and classified through decision tree learning. This
realizes intuitive operations by hand gestures on a mobile
device. While many of studies on hand gesture recognition
use camera images, it result in large computational complex-
ity required for gesture recognition due to image analysis.
Privacy consideration is also required. By using light-dark
changes in an illuminance meter, hand gestures can be
recognized with less computational complexity and lighter
applications can be realized. It also does not require privacy
consideration. The result of the precision verification exper-
iment showed that 5 types of hand gestures were recognized
at the average recognition rate of 95%. Generic applicability
to unknown users and unknown light environments was also
confirmed.

Keywords: hand gesture, natural user interface, illuminance meter

1. Introduction

NUI (natural user interface), which allows intuitive op-
eration, has drawn attention in recent years. NUI is a user
interface that allows operation by an intuitive action and
realizes interaction with computer using an action such as
touch or voice operation. Extensive research has been made
on gesture interface above all, among topics on NUI, and
many researchers have proposed various methods for gesture
recognition [1][2][3]. There has also been a progress in
development and commercialization of a device capable of
gesture recognition, represented by Kinect [4] and Leap
Motion [5]. Technology of gesture recognition has been pos-
itively utilized in a variety of areas including entertainment
and medicine [6][7][8].

On the other hand, as mobile devices have rapidly spread
in recent years, there has been increasing research using
information from sensors of such devices. A diverse vari-
ety of sensors, including proximity sensor, accelerometer,
and geomagnetic sensor, are embedded in smartphones and
tablets. These sensors are used for various research and ser-
vices including user behavior estimation and indoor location
estimation.

There are studies on gesture interface also among re-
search using mobile devices. Above all, there is extensive
research on hand gesture interface for the recognition of hand
movement. Various recognition methods have been proposed
including a method for recognizing desk rubbing gestures
by using accelerometers and microphones [10], a method for
recognizing hand gestures using an RGB camera of a mobile
device [11], etc. These methods, however, have issues such
as requiring additional devices other than a mobile device or
resulting in large computational complexity because of the
use of camera images for gesture recognition.

This paper proposes hand gesture interface using light-
dark changes in an illuminance meter built in a mobile device
(hereinafter referred to as "built-in illuminance meter") or
"HGI/LI" in short, and examines HGI/LI’s precision in hand
gesture recognition. It also evaluates usability of HGI/LI by
conducting an experiment with human subjects.

2. Hand gesture interface using mobile
devices

Active researches have been conducted on hand gesture
interface using mobile devices in recent years. SideSwipe
[9] detects and recognizes hand gestures using GSM signal
by a circuit board with four antennas attached to the back of
a smartphone. This realizes recognition of hand gestures not
only over the device but also those around it. SurfaceLink
[10] recognizes gestures using an accelerometer, a vibration
motor, a speaker, and a microphone built in smartphones.
This realizes sharing and exchanging information among
multiple devices on the same surface.

In these studies, however, additional devices other than
mobile devices are required in order to recognize hand
gestures. Therefore, if additional devices are expensive, the
introduction cost of the system is high. Even if additional
devices are inexpensive, a method using mobile devices
only is preferred in light of advantages of using mobile
devices which have become generic products, although it
depends on the types of gestures recognized, the precision
of recognition, and applications realized by a given method.
HGI/LI proposed in this paper uses a single mobile device
only in order to recognize hand gestures.

Song et al. [11] expanded the interaction with a mobile
device by using an RGB camera built in a smartphone to
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recognize gestures and combining this with touch operation.
Robust gesture recognition is realized by using an algorithm
based on the random forest. Recognizing hand gestures
using camera images, however, requires large computational
complexity in analyzing images. The battery duration of a
mobile device needs to be considered. Privacy consideration
is also required in using camera images.

HGI/Li uses a built-in illuminance meter to recognize
hand gestures with small computational complexity. This can
realize lighter applications. Unlike a method using camera
images, it does not require privacy consideration.

3. Hand gesture interface using light-
dark changes in an illuminance meter
built in mobile devices

3.1 Concept

A diverse variety of sensors, including proximity sensor
and accelerometer, are installed on smartphones and tablets.
An illuminance meter is also built in a mobile device for the
purpose of adjusting the brightness of its display. This study
proposes HGI/LI, which realizes a hand gesture interface
using light-dark change of the built-in illuminance meter.
HGI/LI realizes intuitive operation by hand gestures on a
mobile device by obtaining illuminance information from
an illuminance meter, extracting features from changes in
illuminance values, and classifying gestures into five types
using a classification model obtained through decision tree
learning.

3.2 Type of hand gesture

HGI/LI recognizes five types of hand gestures: hide, roll,
up, down, and slash. Fig. 1 - 5 is a picture of these hand

gestures.
/ /} / ( !

Slash

Fig. 1: Slash gesture

A "roll" gesture is a motion of turning your hand around
over the built-in illuminance meter. A "slash" gesture is a
motion of moving your hand in horizontally. An "up" gesture
is a motion of moving your hand up while pushing it out.
A "down" gesture is a motion of pulling your hand toward
you while moving it down. A "hide" gesture is a motion

Roll

Fig. 2: Roll gesture

Fig. 3: Up gesture

Fig. 4: Down gesture

Fig. 5: Hide gesture

of hiding the illuminance meter with your hand. It causes
a large change in the illuminance value relative to other
gestures, resulting in the illuminance value of almost 0.
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3.3 Hand gesture recognition algorithm

The hand gesture recognition algorithm is given below,
and the explanation of each step follows.

1) Detect an illuminance change by the built-in illumi-
nance meter and obtain illuminance values.

2) If an illuminance change greater than the threshold
occurs, obtain the set of data from that point to the
point where illuminance values stabilize at the original
value again.

3) Extract features from the data set obtained and clas-
sify the corresponding motion as the operation mode
toggling gesture or disturbance.

4) If it is classified as the operation mode toggling
gesture, enter the operation mode and move to step
(5). If it is classified as disturbance, go back to step
(1).

5) Just as in step (1), detect an illuminance change by
the built-in illuminance meter and obtain illuminance
values.

6) Just as in step (2), if an illuminance change greater
than the threshold occurs, obtain the set of data from
that point to the point where illuminance values stabi-
lize at the original value again.

7) Extract features from the data set obtained and clas-
sify the corresponding motion as the operation mode
toggling gesture or other hand gestures.

8) If it is classified as the operation mode toggling
gesture, exit the operation mode and go back to step
(1). If it is classified as other hand gestures, execute
the process assigned to each hand gesture.

9) Repeat steps (5) through (8) until the operation mode
toggling gesture is recognized.

First of all, HGI/LI detects an illuminance change by
the built-in illuminance meter and obtains an illuminance
value. In obtaining illuminance values, values obtained by
the sensor fluctuate even if the lighting luminance is kept
constant. This issue is resolved by setting a threshold based
on the result of a preliminary experiment. If a change in
illuminance values is below the threshold, the current state is
judged to be such that the lighting luminance is kept constant
and that no hand gesture is made. If a change in illuminance
values is greater than the threshold, a set of data is to be
obtained from that point to the point where illuminance val-
ues stay constant again. Features are extracted from the data
set obtained, and hand gesture recognition is performed by
using extracted features and classification models obtained
in advance through machine learning. Feature extraction
and the hand gesture classification method in HGI/LI are
elaborated in the next subsection.

Let us now explain steps (3), (8), and (9). In perform-
ing hand gesture recognition using light-dark change, it is
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necessary to consider disturbance, just as in other methods.
An illuminance meter detects a light-dark change due to
the tilt of the device and also affected by the shadow of
a person or papers. In order to enhance the precision in
hand gesture recognition, this interface has the operation
mode. The operation mode corresponds to steps (5) through
(9). Operations by other hand gestures are enabled after
entering the operation mode using the operation mode tog-
gling gesture. In this study, a "hide" gesture is adopted
as the operation mode toggling gesture. Since performing
an operation by a "hide" gesture causes a large change in
illuminance values, resulting in the illuminance value of
almost 0, it is considered possible to distinguish a "hide"
gesture not only from other hand gestures but also from
disturbance.

In HGI/LI, it is also necessary to consider a change in the
light environment. A change in the light environment occurs
when a user moves to a room whose light environment
is different or when the lighting luminance is changed in
an environment in which a controllable lighting system is
used. A light environment herein refers to an illuminance
environment. This issue can be dealt with by resetting the
data set subject to detection when a change in illuminance
values stabilizes at or below the threshold for a specified
time or longer and by going back to step (1) from step (2)
or to step (5) from step (6).

3.4 Feature extraction and classification of
hand gesture

Performing an operation by hand gesture causes a change
in illuminance values given by a built-in illuminance meter to
generate a wave of illuminance values. This wave is obtained
as a data set, from which features are extracted.

HGI/LI classifies hand gestures by extracting the total of
four features: the number of waves of illuminance values
and features D, S, and Tt given by equations (1) through

Q).

A
p == M)
A A
S e 2
S ‘Ts T @)
Tt == T5+Te (3)

A : amplitude, I : illuminance environment [Ix]
T : time from start point to deepest point of wave [ms]
T, : time from deepest point to end point of wave [ms]

Decision tree learning is used for classification. A decision
tree is composed of root node, split nodes, and leaf nodes.
Classification starts at the root node, and each split node
classifies an input value into one of children nodes based
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on the result of learning. Classification is performed by
repeating this until reaching leaf nodes.

While decision tree learning is not a method that has high
classification precision, it has characteristics that it is highly
accessible to human understanding and highly readable. It
is one of most widely used learning methods. It also has
such characteristics that, in comparison with other methods,
it requires less computational complexity in performing
classification and enables a faster classification. This study
attempts to recognize hand gestures with less computational
complexity by classifying them using a shallow decision tree
based on four features mentioned above.

4. Hand gesture recognition accuracy
verification

4.1 Experimental overview

A verification experiment was conducted on HGI/LI’s
hand gesture recognition precision. Fig. 6 shows an exper-
iment environment, and Fig. 7, a scene of experiment. The
experiment was conducted by placing a desk directly under
the lamp in the center of nine LED lamps and a mobile
device on the surface of the desk. The installation interval
of lighting fixtures was 1.8 m, which is the same as that
in a typical office. Subjects were 7 students aging from 23
to 24. The experiment was conducted after subjects were
briefed for about 5 minutes about each gesture before the
experiment.
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Fig. 8: Comparison of illuminance values mesured by mobile
terminal and illuminance metor

In the experiment, subjects performed five types of ges-
tures indicated in Chapter 3. Four patterns of illuminance
environment were prepared, and the experiment was con-
ducted by changing the illuminance on the desk surface to
1000 Ix, 700 Ix, 500 Ix, and 300 Ix. This was repeated 10
times in total. These 1400 data were collected to evaluate
precision verification in order to avoid a bias in data resulting
from learning or fatigue, instructions for gestures were ran-
domly given and the illuminance environment was randomly
changed in the experiment.

In conducting the recognition precision verification exper-
iment, a performance verification experiment was conducted
with a mobile device to be used in the former as a prelimi-
nary experiment.

4.2 Performance verification of built-in illumi-
nance meter

As performance verification experiments of built-in illumi-
nance meters, we conducted an experiment comparing values
obtained by the built-in illuminance meter and illuminance
values measured by an illuminance meter and one evaluating
the response performance of the built-in illuminance meter.
A mobile device used in this study is Nexus 7 (2012 model)
tablet.

In the experiment comparing values obtained by the built-
in illuminance meter and measured values of the illuminance
meter, the illuminance meter and the mobile tablet were
placed on the desk surface and a single lamp directly above
them was turned on. A light fixture with dimming control in
256 levels was used in the experiment. Brightness at each
step was measured by using the built-in illuminance meter
and the illuminometer. As for an illuminometer, ANA-F11
made by Tokyo Koden was used. Fig. 8 shows the com-
parison of values obtained by the built-in illuminance meter
and measured values of the illuminometer. The number of
plots shown are reduced in order to make the result easier to
see. As a result of the experiment, while values obtained by
the built-in illuminance meter were greater than measured
values of the illuminometer, the linearity of their relation
was confirmed.
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Fig. 9: Reaction performance of a built-in illuminance sensor

The response performance verification experiment of the
built-in illuminance meter examined the interval at which
the built-in illuminance meter obtains an illuminance value
and time required for illuminance values to converge to the
correct value. Just as in the experiment described above, this
experiment was conducted by placing the mobile device on
the desk surface and turning on only a lamp directly above.

In the experiment, time from the transmission of a light
control signal to the lamp to the convergence of values
obtained by the built-in illuminance meter to a constant value
was measured by first turning on the lamp at 30% of the
maximum lighting luminance and then raising luminance
to 90% of the maximum lighting luminance. In order to
measure a precise change in illuminance, illuminance values
were measured, at the same time, by using NaPiCa illumi-
nance meter made by Panasonic [12]. This meter can obtain
illuminance values at an interval of approximately 1.2 ms.

The result of the experiment is shown in Fig. 9. The hor-
izontal axis indicates the time elapsed from the time a light
control signal was transmitted to the lamp, and the vertical
axis indicates values obtained by the built-in illuminance
meter. As a result of the experiment, it was found that the
built-in illuminance meter obtained illuminance information
at an interval of approximately 50 ms and that approximately
200 ms of time was required from the transmission of a light
control signal to the lamp to the convergence of illuminance
values to a constant value.

4.3 Experimental Results

Evaluation was done by four patterns: leave-one-out cross
validation (LOOCYV) using data for al subjects, LOOCV
using data for each subject, leave-one-subject-out cross
validation (LOSOCV), and leave-one illuminance-out cross
validation (LOIOCYV).

LOOCYV using data for each subject, for which both test
and training data are composed of data for one subject
only to evaluate classification precision for each subject.
LOSOCV groups data by subjects and uses data for one
subject as test data and data for other subjects as training
data. Generic applicability to unknown users is evaluated
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by using LOSOCYV in evaluation. LOIOCV groups data by
illuminance environments and uses data for one illuminance
environment as test data and data for other illuminance envi-
ronments as training data. Generic applicability to unknown
environments is evaluated by using LOIOCV in evaluation.

Table 1 gives the result of LOOCV using data for all
subjects, and Table 2, other results. Table 1 shows the
recognition rate of all hand gestures by confusion matrix.
"Per User" in Table 2 refers to the result of LOOCV using
data for each subject.

Table 1: Confusion matrix for 5 recognized ges-
tures(LOOCYV)
[[ Hide [ Roll [ Up [ Down [ Slash
Hide[%] 96.8 0.0 2.1 1.1 0.0
Roll[%] 0.0 954 | 29 1.4 0.4
Upl[%] 07 | 00 | 943 | 04 76

Down[%] 1.4 0.0 1.4 93.6 3.6
Slash[%] 0.0 0.0 3.2 0.4 96.4

Table 2: Results of Per User, LOSOCYV, and LOIOCV

[[ Hide | Roll [ Up [ Down [ Slash | Average

Per User[%] 97.5 | 98.6 | 91.8 98.2 96.4 96.5
LOSOCV[%] 954 | 96.1 | 90.0 96.8 91.8 94.0
LOIOCV[%)] 96.1 | 98.2 | 943 97.9 95.4 96.4

Based on Table 1, it is found that HGI/LI shows high
precision of 95.3% on average and recognizes hand gesture
of each type at high precision of 93.6% or greater. In
addition, based on Table 2, it is found that gestures were
classified at precision of 91.8% or greater, 90% or greater,
and 94.3% or greater according to evaluation by Per User,
LOSOCYV, and LOIOCY, respectively.

4.4 Discussion

Fig. 10 shows the decision tree created by using 1,400 data
collected in this experiment. Let us dwell on what causes
hand gesture recognition precision to decline in HGI/LI.

With the tablet used in this study, it takes approximately
200 ms to converge to a correct value. In addition, Fig. 10
shows that gestures are classified into "hide" gestures and
other gestures by using the feature D. Consequently, when
a gesture is executed so fast that it is finished before the
illuminance value fully declines, a "hide" gesture may be
wrongly recognized as another gesture.

Table 1 tells that the probability of wrongly recognizing
"up" and "down" gestures as "slash" gestures is higher than
those of other patterns of misrecognition. Based on Fig. 10,
it is confirmed that HGI/LI classifies gestures into "up,"
"down," and "slash" gestures mostly by using the feature Tt.
Therefore, this is considered as misrecognition caused by
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Fig. 10: Dicision tree with 1400 data collected in the exper-
iment on recognition accuracy(D, S, and 7} is explained
in Section 3.4 as Expression 1 - 3)

the fast execution speed of some "up" or "down" gestures.
A "slash" gesture executed too carefully results in its slower
speed, which is considered to cause its misrecognition for
"up" or "down" gesture.

While LOSOCYV resulted in a lower recognition rate than
the rate evaluated by LOOCV using data for each subject,
it still shows high precision at 94.0% on average. Based
on this result, HGI/LI is considered to have high generic
applicability to unknown users. By LOSOCYV, however, the
recognition rate was 80.5% on average over all gestures. In
particular its recognition rate of "slash" gestures was low at
only 60.0%.

On the other hand, LOOCV resulted in the recognition
rate of 95.4% on average for all gestures and the recognition
rate of 96.4% for "slash" gestures. Since high recognition
rates are given by LOOCYV, including data of the user who
actually uses the mobile device in learning data is considered
to ensure a high recognition rate.

As LOIOCYV resulted in the high recognition rate of 96.4%
on average, operations by hand gestures through HGI/LI are
considered to be possible if the illuminance value of the
environment in which HGI/LI is used ranges between 300
Ix and 1000 Ix.

5. Usability evaluation
5.1 Experiment overview

This section describes a subjective experiment conducted
with 8 students aging from 22 to 24 to evaluate the usability
of each hand gesture in HGI/LI. A questionnaire survey
and an interview were conducted with subjects after the
experiment to provide materials for reflection on HGI/LI.

In this experiment, a demonstration of about five minutes
was first given to subjects. We then had subjects actually
use HGI/LI and conducted a subjective questionnaire survey
about each gesture. The questionnaire was composed of 5-
point Lickert Scale questions and asked respondents to eval-

Fig. 11: Experimental situation on the usability evaluation

uate the ease of each gesture. The experiment environment
is the same as that of the precision verification experiment
described in the previous subsection. The illuminance envi-
ronment is set to 700 1x. The experimental environment is
shown in Fig. 11.

5.2 Application

In order to evaluate usability, we implemented HGI/LI and
created an application displaying the result of classification
of a gesture on a PC display. In this application, a "hide"
gesture was adopted as an operation mode toggling gesture.
We therefore conducted a preliminary experiment for clas-
sifying gestures into "hide" gestures and other disturbance
before creating the application. The preliminary experiment
was conducted in the experiment environment shown in Fig.
6.

In the preliminary experiment, disturbance data affecting
gesture recognition were collected first with cooperation
by three subjects. In this experiment, illuminance changes
occurring upon the following motions were collected as
disturbance data.

o Look into the mobile device

o Stand up and sit down

o Leave the seat

o Sit the seat

« Move along the table

e Move the paper above the mobile device
o Tilt the mobile device

We had three subjects repeat the above motions five times,
changing the speed of each motion each time. Accordingly,
105 data were collected. Then, learning was done using
"hide" gesture data collected in the illuminance environment
of 700 Ix, as described in the previous section, and these
disturbance data to create a decision tree.

This application classifies gestures into operation mode
toggling gestures and other disturbance data by using this
decision tree. The application created also classifies gestures
by using the decision tree created on the basis of 1,400 data
shown in the previous experiment.
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5.3 Results and Consideration

Fig. 12 gives the result of the questionnaire survey about
the ease of each gesture. Fig. 12 shows that, while "hide" and
"slash" gestures obtained high scores, the scores for other
three kinds of gestures were below 4. On "up" and "down"
gestures, there were remarks such as "It is a bit hard to move
my elbow, wrist, and fingers at the same time," and "I find
back-and-forth motions hard such as pulling my hard toward
me, pushing my hand forward." On a "roll" gesture, there
were remarks such as "Interaction time is long," and "A
motion that includes not only horizontal but also vertical
movements is bothersome." A "roll" gesture is a motion
such that you move your hand in a circle across the built-in
illuminance meter back-and-forth 1.5 times. This gesture is
distinguished from other gestures by using the number of
waves of illuminance values. Therefore, it is misrecognized
for other gestures unless the user’s hand moves across the
built-in illuminance meter three times. Multiple subjects
felt this gesture difficult. In the future, it is considered
necessary to evaluate usability again after creating a specific
application using HGI/LI and conducting an experiment that
compares it with other interfaces for the same operations.

6. Conclusion

This study examined HGI/LI, hand gesture interface using
light-dark changes in the illuminance meter built in a mobile
device. While studies on gesture interface often uses an in-
frared camera or depth sensor to recognize gestures, doing so
requires a dedicated device. As HGI/LI uses the illuminance
meter built in a mobile device, which has rapidly spread
in recent years, its introduction cost can be reduced. In
addition, HGI/LI minimizes computational complexity and
realizes a lighter application as it uses light-dark changes
in an illuminance meter and perform classification only by
using a shallow decision tree.

As a result of the experiment for verifying the hand
gesture recognition precision, HGI/LI showed recognition
rates of 93.6% or above for all gestures. It was found that
hand gestures can be classified into five types using a shallow
decision tree based on four types of features extracted from
illuminance information. The generic applicability of HGI/LI
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to unknown users and illuminance environments was also
confirmed.
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Abstract—Among the current proposals for Future Internet
new architectures, the Entity Title Architecture (ETArch) stands
out because of its innovative approach. This system is able to in-
tegrate new features through an information-centric network that
makes use of the Software Defined Networking (SDN) paradigm,
exceeding the capacity of current IP-based infrastructures. How-
ever, the mechanisms adopted by ETArch for the Quality of
Service (QoS) and mobility control were not designed in an
integrated manner, which means they are unable to keep users
well connected to mobility demands. In light of this, this paper
proposes extensions to the legacy ETArch Mobility Manager
which, when integrated to the QoS Manager, is able to support
the following operations: (i) network-initiated mobility control to
allow improved resource allocation; (ii) quality-oriented access
point selection for the maintenance of best-connected mobile
nodes; (iii) mobility load balancing, to maximize admissions of
mobile nodes in conditions of congestion; and (iv) IEEE 802.21
compliant infrastructured handover setup. The resulting mobility
control ecosystem benefits the ETArch by allowing a maximized
admission of mobile sessions experiencing congestion, by means of
a maximized transport capacity. The evaluations were carried out
on a testbed that considered real events, and provided evidence
that the proposal outperforms legacy ETArch mobility control
functionalities.

I. INTRODUCTION

Among the current initiatives for the Future Internet (FI),
the Entity Title Architecture (ETArch) [1], stands out as a
promising architecture since it makes use of the content-
oriented paradigm, and employs a new naming and addressing
scheme based on the Title. It is a realization of the Entity Title
Model [2], and envisages how the entities should be able to
semantically specify their requirements and capabilities so that
they can communicate with each other. ETArch can inherently
support mobile group-communication based on the OpenFlow
[3] substrate within the Workspace, which is a channel that is
able to bring together two or more communicating participants.

The mobility control functions of ETArch are based on the
IEEE 802.21 standard (MIH — Media Independent Handover)
[4], and are mainly designed for an exchange of access points
(PoA — Point of Attachment).

Despite its innovative approach, ETArch was not designed
to take account of important aspects of Future Internet con-
cepts. This in particular applies to the dismissal of control
mechanisms that have the capacity to establish workspaces that
can support a transport model that goes beyond the current best
effort delivery of the Internet. In other words, ETArch does

not support mechanisms that allocate sufficient bandwidth to
accommodate high-demand sessions with Quality of Service
(QoS) to obtain minimum rates of loss, delay and variations in
delay overtime. In addition, the ETArch mobility management
model is absolutely user-centric, which means that the user
is responsible for making an explicit request for a move to
another PoA.

Recent work by our research group [5] has improved the
ETArch ecosystem with the QoS Manager, a new control
component that allows applications to semantically express
quality requirements (flow, tolerance to losses and delays,
codecs, etc.). In addition, the QoS Manager is responsible
for allocating network resources (for class bandwidth and
workspaces) dynamically and systematically, as well as accom-
modating sessions in line with quality requirements, especially
for those with high demands (such as video streaming and
voice).

The QoS Manager orchestrates the admission control func-
tions and resource allocation in intra-domain links of ETArch
wired networks. It is based on the dynamic control of an
oversized resources strategy [6], to allow the admission control
to be able to accommodate multiple sessions in the same
workspace. This only has signaling in specific nodes (edge
nodes), unlike the classic per flow model, where all of the
selected path must be reconfigured to meet the demands of
the new session. The strategy consists of making oversized
workspaces during the system bootstrap, and aiming to make
available a significant amount of workspaces in advance with
an oversized bandwidth at each interface of the network nodes
in each workspace.

In this manner, the QoS Manager makes local decisions
in advance about the available information (without classical
instantaneous collection), and only configures the flow tables
of the edge nodes in the selected workspace, either to ag-
gregate (i.e. join the workspace) or disaggregate (i.e. leave
the workspace for another network) the flow packets of the
demanded session.

The QoS Manager is able to accommodate multiple ses-
sions with Quality of Experience (QoE) that meet their QoS
requirements, while at the same time, maintaining good levels
of network performance and scalability.

The admission control is activated in two situations: (i)
during the establishment of a new session; (ii) or in response
to the explicit request of a MN handover. This non-transparent
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mobility strategy that relies on an explicit request for handover
(without mobility prediction), in addition to the lack of knowl-
edge of the QoS Manager in the system mobility patterns,
enables it to accommodate mobile sessions until the limit of
the resources of the oversized reserves. Under conditions of
resource exhaustion, the QoS Manager rejects the admission
of the mobile session. In fact, this admission control behavior
of mobile sessions is natural.

However, we believe in an approach that involves maximiz-
ing the admission rates of mobile sessions in congested PoAs
(and without any the likelihood of increasing the depleted
resources) through integrating the QoS Manager functions with
an improved Mobility Manager. This hypothesis is based on
the ability to make the Mobility Manager capable of moving
connected sessions to a highly desired PoA (selected as the
best or only alternative for moving sessions) to another PoA.
The purpose of this is to release resources and thus accept
the mobile session, since, currently, the QoS Manager denies
access to the sessions because it is impossible to release
resources (which only occurs at the end of sessions). As a
result of this release of resources in response to handover,
the moving sessions can be accommodated in the desired
PoA, and have continuity. Furthermore, this model justifies
its application in resilience and load balancing scenarios in
response to dynamic network anomalies (PoA failure).

For this reason, this paper proposes making an exten-
sion to the legacy ETArch Mobility Manager, called Quality-
oriented Mobility Management Approach (QoMMA), to sup-
port network-initiated quality-oriented handover management.
Moreover, the Mobility Manager operates together with the
QoS Manager in order to deploy mobility-based load balanc-
ing, and allows the admission of sessions affected by mobility
patterns to be maximized by means of moving sessions in
the demanding PoA to others with a greater capacity for
accommodation. The proposal makes contributions in the
following areas: (i) network-initiated mobility prediction; (ii)
quality-oriented PoA selection; (iii) mobility load balancing;
(iv) IEEE 802.21 compliant infrastructured handover setup.
The evaluation was carried out in a real testbed scenario
consisting of OpenFlow/802.11 access points that consider real
events.

The remainder of the document is structured as follows:
Section II presents the background for this work, highlighting
not only the supporting technologies, but also other related
approaches. Section III provides an overview of the QMMA
proposal. Section IV outlines the basic operations of QoMMA.
Section V shows the results of the evaluations in the control
plane. Finally, Section VI offers some concluding remarks and
makes suggestions for future work.

II. BACKGROUND

The popularity of wireless networks requires the develop-
ment of mobility control mechanisms to support the different
traffic characteristics and needs of mobile users in various
infrastructural conditions [7]. The increasing demand for real-
time content and services require the wireless networks man-
agement systems to provide mechanisms that support different
traffic features at different levels of quality [8]. In essence, the
mobility management process consists of ensuring the mobile
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user is Always Best Connected (ABC), and is responsible for
offering connectivity alternatives that best suit the user’s needs.

For since many years, a number of strategies have been
proposed as solutions to improve the mobility management
and to support the growing requirements of mobile users. The
main strategies adopted in designing mobility management
solutions include the use of Received Signal Strength (RSS)
monitoring, Multiple Attribute Decision Making (MADM) [9]
methods and Fuzzy Logic [10]. These strategies are based on
the principle of PoA selection as an alternative to connectivity,
and in some cases, estimates the level of quality in the network
as a condition for triggering the mobility procedures.

The work in [11] employs a combination of the AHP
and TOPSIS MADM methods to form a decision-making
mechanism, where the considered criteria are RSS, available
bandwidth and the network load. Although it yields results
based on simulations, the work has limited value, since no
additions were suggested to the existing methods. [12] estab-
lishes and evaluates a mobility control framework based on
an IEEE 802.21 standard. The evaluation was conducted in a
physical SDN testbed consisting of one OpenFlow Controller
and 802.11 Openflow-enabled switches. Although it clearly
demonstrates the benefits of its performance compared with
other related approaches, the solution does not take into
account qualitative factors, and the decision process is guided
solely by the RSS of the candidate networks. [13] set out a
handover decision mechanism which is based on fuzzy logic,
and uses RSS prediction (PRSS — Predicted RSS), available
bandwidth and user preferences as input parameters. The
strategy does not use the actual value of the RSS but depends
on a prediction, which can lead to inaccuracy in the decision-
making process. Furthermore, the mobility decision is executed
by the MN, and is thus unsuitable for devices with energy
constraints.

Many of the proposed solutions for dealing with mobility
management lacks some features of the network in terms of
efficiency and Quality of Service [7]. One of the longstanding
challenges in the design of mobile systems is the provision
of QoS guarantees that are required by the applications in a
diverse networking infrastructure [14]. Furthermore, another
critical problem is the complexity involved in managing all
the mobility information regarding a large number of MNs
as well as the signaling overhead that is needed to control
their common mobility procedures. This is an issue that can be
easily be overcome as a result of the flexibility provided by the
SDN framework, where network functions, including mobility
and quality of service, can be simply deployed (such as the
software in the control plane without computational overhead
and updates to the network devices) [15].

Although several studies have explored the quality-oriented
mobility control field extensively, there are extremely few
which have addressed this question within the framework
of a Future Internet integrated architecture. In addition, few
studies are explicitly concerned with the mobility control in an
integrated architecture that makes use of the SDN paradigm.

In the next session, we provide an overview of the proposed
solution, by describing the new features and their relationship
with the others components of the ETArch framework.
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III. OVERVIEW OF THE QOMMA PROPOSAL

The QoMMA proposal is composed by three main com-
ponents: Decision Maker, QAMC and E2BS. The proposed
extensions were developed and integrated into the DTSA [1],
which acts as the SDN Controller, and thus enables mobility
procedures to be managed in the network. The following
subsections detail its subcomponents.

A. Decision Maker

This is the central core element of the decision-making
mechanism. It is responsible for mediating the different re-
quests to the other sub-components, such as: (i) changing the
status of the monitoring and data collection system (QAMC)
(within predefined limits), increasing efficiency (in critical
situations), in processing the data collected, such as the MN
moving; (ii) mapping the CoS to which a particular session
belongs and, as a result, determining the importance of the
values (weights) of the attributes, through the MADM AHP
method [16], and where necessary using the E2BS subcompo-
nent; (iii) sending the information with the decision of the new
network to the MIHF, in cases where the handover is needed.

B. QAMC

The Quality Attribute Monitoring and Collector (QAMC)
is responsible for monitoring and collecting the parameters
that trigger: (i) the occurrence or need for mobility, loss or
reduction of RSS (which show that the MN is moving) and;
(ii) network quality level, through the QoS parameters. The
collected data will be used by the E2BS network selection
mechanism, which is outlined in the following subsection.

The QAMC monitoring interval is adjusted to the system
status, defined by the Decision Maker:

e  Regular — Every 15 seconds, to obtain network quality
parameters and every 5 seconds, to obtain RSS;

e Alert — Every 2 seconds, to obtain network quality
parameters and every second, to obtain RSS.

The regular monitoring is the default mode. In this case, the
collecting is performed every 15 seconds, to obtain the network
quality parameters and every 5 seconds, to obtain the RSS
between the PoA and the MN. If the RSS between a PoA and
MN exceeds the threshold that has been previously configured,
the system runs in alert mode, which leads to an imminent
disconnection of the MN. Thus, the data collecting interval will
be reduced, and this will allow the decision-making system to
immediately identify alternatives (selection of a new PoA), if
these limits are exceeded again, which indicates the sudden
need for mobility.

C. E2BS

In our previous work [7] , we proposed the Extended
Elitism for Best Selection (E2BS), a handover decision method
inspired by the Elitist Selection Strategy [17], and combined
with MADM features to enable efficient quality-oriented mo-
bility decisions. Its main goal is to meet both the quality
requirements of active mobile session flows and to match the
current quality standards of neighbouring PoA candidates.
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The elitist strategy employed by E2BS is based on a multi-
attribute evaluation of the QoS candidate networks. In our
model, the population is represented by a set of PoAs and their
attributes. This technique is used to select the PoA which offers
the best criteria for connection. Assessing the QoS offered
by the various PoA to select the best one is carried out by
measuring the similarity [18] between the attributes of the elite
individual, represented by the reference PoA, and the other
candidates. The reference PoA is considered to be the one
that has the ideal values, (i.e. attributes like delay and jitter
should have values close to zero).

E2BS was based on the MADM approach and designed
to deal with the attribute importance (i.e. weight) of diverse
applications by means of different traffic classes with distinct
requirements [19].

In [7] we carried out a performance evaluation of E2BS
which confirmed that the capacity of the proposed solution was
superior to that of the alternative methods currently available.

IV. QOMMA BASIC OPERATION

This section provides a detailed account of the interaction
between ETArch features and the new proposed operations
supported by the Mobility Manager that makes use of the
QoMMA functionalities.

A. System bootstrap

The system bootstrap is designed to boot the system with
oversized network resources. In this case, the PoAs are con-
figured with over-reservation resources, and this information
is recorded in the state table of DTSA. Since this information
will be available in advance, the Mobility Manager will be able
to make admission decisions in several sessions without any
signaling events either for consultation or to set up a ground
of resources in the PoA.

In case there is any change in the network topology caused
by the entry of a new PoA, the system bootstrap mechanism
is triggered for this device. In this way, the QoS Manager
sends an OpenFlow message to the new PoA, and sets the CoS
over-provisioning patterns, in a way that is compatible with
the underlying QoS approach (for instance, by configuring the
priorities for packet scheduling).

At this stage, with the support of QAMC, the Mobility
Manager will be able to identify the conditions (available
bandwidth per CoS, delay, jitter, loss, RSS etc.) of each
registered PoA. This information will be used by the E2BS
to give priority to the candidate PoA classification.

B. Mobile session setup

This process is triggered whenever: (i) the DTSA receives
a request from a MN to be attached to a PoA or when; (ii)
the Mobility Manager detects the need for the mobility of a
MN owing to the loss or reduction of RSS, which is mainly
caused by its movement.

If the first case occurs, the requester MN must register itself
at DTSA, by stating the communication requirements (required
bandwidth, delay/jitter/loss tolerance etc.). If this process was
triggered because of the need for mobility (which is identified
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Figure 1: Generic mobility scenario

by the Mobility Manager), this information will be available
in advance at the DTSA state table (in this case, the MN is
already registered in the DTSA).

On the basis of this information, the QoS Manager will
use the admission control mechanism to check whether the
candidate PoA has capacity to accommodate the requester MN
session at the desired CoS. If not, new over-reservation patterns
will be applied to meet the MN request.

The new over-reservation patterns are carried out by mak-
ing readjustments to the limits of each traffic class until
the Maximum Reservation Threshold (M Rth) or, if there is
availability, through the provision of available resources in
other classes to a congested class.

Figure 1 shows a generic scenario, from the system boot-
strap to the requester MN handover setup in a new PoA, that
displays the events and their respective signaling messages:

1)
2)

The process starts with the over-reservation PoA
configuration.

After processing the bootstrap settings, the PoA sends
a confirmation message to the QoS Manager.

This process is undertaken by the QAMC, and is per-
formed by requesting information about parameters
that identify the occurrence of mobility (monitoring
of RSS) and of the network quality level (through
SNMP and OpenFlow queue queries).

The query answer, consisting of a continuous process
of monitoring and collecting, is sent to the Mobility
Manager so that it can be used by decision methods,
when necessary.

In the occurrence of an event, e.g. a MN is about
to lose connection with the current PoA, the Mobil-

3)

4)

5)

6)

7

8)

9)

10)

1)

12)

13)

ity Manager starts the handover process by sending
a notice through a MIH_Link_Actions.request(Scan)
message, and then the MN detects candidate networks
in its coverage area.

Through a MIH_Link_Actions.response message, the
MN sends to the Mobility Manager a list of candidate
networks. This enables it to sort the viable networks,
by priority, using the E2BS method.

The Mobility Manager then informs the QoS Man-
ager about the candidate networks, in order of pri-
ority, so that admission checks can be performed. If
any of them has compatible resources with the MN
needs, its attachment will be allowed.

Once the MN’s admission to the network has been
authorized, the QoS Manager provides the necessary
resources to the target PoA.

The QoS Manager then notifies the Mobility Manager
about the admission of the MN, so that it can setup
the handover to the new network.

Through a MIH_Net HO_commit.request message,
the Mobility Manager instructs the MN to perform
the handover for the selected network.

The MN performs the association procedure
for the new PoA and informs the Mobility
Manager about this operation, by sending a

MIH_Net_HO_Commit.response message.

At the end of the handover procedure, the
MN notifies the Mobility Manager by sending a
MIH_MN_HO_complete.request message.

At this stage, the Mobility Manager knows that the
MN is no longer associated with the old network and
requests the QoS Manager to release all the associated
resouces, in the old PoA.
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C. Mobility load balancing

If the admission possibilities provided by the over-
reservation mechanism are not sufficient to accommodate new
mobile sessions, and shows a lack of resources in the PoA, the
Mobility Manager will release resources through a mobility
load balancing operation, that reduces the effects of this
scarcity, and as a result, the rejection of new mobile session
requests.

This process consists of moving already associated MNs
in the required PoA to another feasible PoA that is within its
coverage area and provide available resources. Through this
operation, it is possible to maximize admissions to the network,
by always keeping the MNs well connected.

On receiving a request from a MN that wishes to be
associated with a PoA where the CoS does not have sufficient
resources to carry out the over-reservation procedures, the
Mobility Manager will identify other MNs that are already
connected to this PoA that can be moved. Hence, there will
be a release of sufficient resources for the admission of the
requester mobile session.

Algorithm 1: Mobility load balancing description

1 Retrieve Q0Sy¢q of the M N, attachment in PoAy;
2 for each M N.(i) in PoA; do

3 Order available networks (PoA.) in M N.(i) range by
priority (using E2BS);

4 for each PoA.(j) in M N.(i) range do

5 Perform admission control verifications in PoA.(j);

6 if PoAc(j) is able to acommodate M N.(i) Q0Syeq

then

7 Prepare required resources for M N, in PoA.(j)
(OpenFlow);

8 Move M N.(i) to PoAc(j) (using 802.21);

9 Release all M N.(i) associated resources in
PoA; (using OpenFlow);

10 Prepare required resources for M N, in PoA;
(OpenFlow);

1 Allow M N,. attachment in PoA;;

12 break;

13 Reject the M N, attachment;

The process for selecting the candidate MN to handover
consists, initially, of identifying the MNs where the mobility
results in a likelihood of a higher admission of the requester
MN. This means that an individual analysis will be conducted
of the alternative forms of connectivity for candidate MN that
comply with certain criteria, such as: (i) low priority CoS; (ii)
largest amount of reserved resources; (iii) equivalent reserved
resources to that required by the requester MN, among others.
The analysis of alternative forms of connectivity is carried out
by giving priority to candidate networks in each MN cover-
age area, through the E2BS decision method. Each available
network will be checked by the admission control process,
and this will identify whether it is able to accommodate the
candidate MN mobile session in the respective CoS. If so,
the required resources for the candidate MN mobile session
admission will be provided and then it will be transferred to
the new PoA. Finally, all the reserved resources associated
with the transferred MN are released and will be available for
the mobile session of the requester MN.
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The mobility load balancing operation is described in
Algorithm 1.

Where:

Q0S}eq: QoS requirements;
M N,.: Requester MN;
PoA;: Target PoA,

M N.: Connected MN;
PoA.: Candidate PoA.

If the mobility load balancing operation cannot release
the necessary resources to accommodate the requester mobile
session, it will be rejected.

V. PERFORMANCE EVALUATION

In seeking to evaluate the feasibility of our proposal, we
extended the ETArch Mobility Manager implementation with
the QoMMA architecture in accordance with the guidelines
outlined in Section III. The aim of this evaluation was to
compare the performance of the ETArch admission control
strategy (without QoMMA) and QoMMA-enabled Mobility
Manager, with load balancing functionalities by means of the
network admission capacity of mobile sessions.

A. Evaluation Scenario

The experiments were carried out in a real testbed com-
posed by three TP-Link TLWRI1043ND routers embedding
EDOBRA Switch Configuration [20], to support both IEEE
802.21 and QoS-aided OpenFlow v1.0 (queuing control) facil-
ities. The wireless configuration of EDOBRA switches were
set at in 802.11g mode. A network server hosts the DTSA
OpenFlow Controller by implementing ETArch features with
the facilities provided by the new Mobility Manager exten-
sions. The testbed described above was used to perform the
evaluation in the control plane, and a wide range of mobile
sessions requests were considered with varying constant bit-
rate requirements of 450, 350 and 250 kbps [21], linked to
three CoS (A, B and C), respectively.

In this scenario, we initialized each CoS over-reservation
with 20% of total bandwidth, i.e., 10.8 Mbps. After the system
bootstrap, all the session requests were triggered to the same
AP, namely AP1. Figure 2a shows the information about each
CoS of API before the readjustment between the CoS was
carried out.

In this case, the CoS A carried out mobile session ad-
missions until the Maximum Reservation Threshold (M Rth)
capacity (initially configured at 20% of the total bandwidth)
and took account of both the Reserved Bandwidth (Brv) and
the Used Bandwidth (Bu). At this point, AP1 accomodates
20 MNs in CoS A, 5 MNs in CoS B and 16 MNs in CoS
C. The graph in Figure 2a shows that the Brv of the CoS C
is not aligned with the respective Bu, because following the
Cisco guidelines for implementing QoS provisioning [22], the
QoS Manager reserves 20% beyond the actual bitrate required.
Before it could perform new mobile session admissions in CoS
A, the Mobility Manager had to ask the QoS Manager to make
some readjustments between the other CoS. Figure 2b shows
the APl CoS A state after the readjustments as a result of
which it was possible to admit 30 new requester MNs.
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Figure 2: AP1 state before load balancing

At this point the AP1 is no longer capable of accommodat-
ing new mobile session requests in CoS A until the mobility
load balancing procedure has been executed, and new resources
released.

As can be seen in Figure 3a, new mobile session requests
were admited through the mobility load balancing procedure
until it reached the full capacity of the available resources of
the network devices. The sessions accommodated in the CoS A
of AP1 before, were transferred to AP2 and AP3, and resources
in AP1 released, so that new mobile sessions could be received.
The same ocurred with the sessions accommodated in the CoS
C of AP1. Before the load balancing process (as displayed
in Figure 2a, there were 16 sessions in CoS C. Figure 3b

75 ¥ T y T v T v T T
I Associated MNs
B MRth (Mbps) ]
I Brv (Mbps)

[ Bu (Mbps)

AP1 -CoS A AP2-CoS A AP3-CoS A

(a) CoS A utilization

shows the scenario after this process, where AP1, AP2 and
AP3 accomodates 4, 6 and 6 mobile sessions, respectively.

The results of Figure 4 reveal the maximization of the
admissions of the mobile sessions which could be obtained
from the facilities provided by the QoMMA proposal. It is
well-know that after the QOMMA mobility procedures, it was
possible to reconfigure the network, and thus, to some extent,
avoid the rejection of new mobile sessions. In total, there were
made 172 requests for association to AP1, and 107 of them
were rejected by the approach without QoMMA and only 1
by QoMMA.

The numerical analysis confirms this behavior, and shows

10 ¥ T y T v T v T T
1 I Associated MNs
] B MRth (Mbps) ]
8 I Brv (Mbps)
1 [ Bu (Mbps)

AP1-CoSC AP2-CoSC AP3-CoSC

(b) CoS C utilization

Figure 3: CoS utilization after load balancing
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Figure 4: Admission rate with QoMMA and without QMMA

that QoMMA increased the mobile session admission opti-
mization at a rate of approximately 163%, for this scenario,
compared with the previous admission control strategy.

VI. CONCLUSION AND FUTURE WORKS

In this paper, there has been an investigation of the Quality-
oriented Mobility Management Approach (QoMMA) as an
additions to ETArch, to support quality-oriented mobility pro-
cedures in the network (as in the case of mobility prediction
operations). The proposed extensions follow a dynamic control
of an always best connected principle, that aimed at keeping
the MNs with higher QoS guarantees. It allows a dynamic
and preemptive reconfiguration of the network by providing a
better use of resources and the maximization of mobile session
admissions. The results of the evaluation confirm these benefits
while, at the same time, keeping best-connected mobile nodes.
The next stage of this work is to evaluate the extensions of
the proposal in a data plane and also estimate the benefits of
the application perspective through different benchmarks. The
objective is to confirm all the QoMMA capabilities in terms
of QoS and QoE.
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Abstract - Clustering is a vital research topic for
wireless networks because clustering makes it
possible to guarantee essential levels of system
implementation, such as throughput, interference
and delay, in the presence of proliferation of smart-
phone and other mobile devices. A large variety of
approaches for wireless clustering have been
presented, whereby dissimilar approaches usually
focus on different performance metrics. This paper
presents a classification and an analysis of
clustering approaches and algorithms, mainly
based on whether nodes belong to one cluster or
several clusters. This paper aims at providing an
overview of general approaches used in different
wireless techniques and provides descriptions for
widely used algorithms and comparison between
well-known clustering schemes.

Keywords: Clustering, Networks, Wireless, Cellular
Networks, Base Station (BS), Cluster Header (CH).

1 Introduction

Nowadays, the growth in wireless communication

technologies and the increase in smart phone usage and
personal computing have gained universal attention.
Many people have the benefit of and rely on networking
applications due to the great publicity of Internet services.
However, this expansion has created the demand for Internet
to be available anytime and anywhere, and hence it cannot
satisfy people’s demand for networking communication.
Clustering is a key technique used to increase the lifetime of
network by reducing energy and power consumption also it
increases network scalability and capacity [1]. Mobile ad hoc
networks (MANETS) are a kind of network with no fixed
infrastructure which allows mobile nodes to establish a
opportunistic network for immediate using in disaster and
urgent cases [2].

It has been proved [3, 4] that a flat structure, that is, a
structure with no grouping or hierarchy, encounters capacity
and scalability problems with increased network size,
especially in the presence of simultancous node mobility.
Moreover, a flat structure either based on reactive or proactive

routing schemes and communication overhead of link based
proactive routing protocols are typically O(n?), where n is the
total number of mobile nodes in a network [4]. Consequently,
for achieving a better performance in a large-scale wireless or
cellular networks, a hierarchical architecture is usually
helpful.

Since a cluster structure is a very basic hierarchy structure,
in this paper we present a proposal of a taxonomy that
accounts for several proposed clustering algorithms used in
cellular networks. The rest of this paper is organized as
follows: section II presents an overview of clustering; section
IIT shows a comparison between clustering algorithms, section
IV has a discussion on applicability of the different
approaches to wireless and cellular network scenarios and
finally we conclude this study in section IV.

2 What s Clustering?

Clustering is a general technique defined in [5] as a
"division of data into groups of similar objects. Each group,
called a cluster, consists of objects that are similar between
themselves and dissimilar to objects of other groups".
Clustering can be considered one of the most important
unsupervised problems; as every other problem of this kind, it
deals with finding a structure in a collection of unlabeled data.
Another definition of clustering could be “the process of
organizing objects into groups whose members are somehow
similar”. A clustering algorithm is therefore a partitioning
process, which divides data into clusters whose objects are
similar to each other and dissimilar to the objects belonging to
other clusters, according to specific criteria. Clustering
algorithms have many uses, for instance they have been used
in the medical field to identify cancer occurrence in certain

populations[6, 7].

Clustering algorithms for wireless networks might differ,
depending on the application and network architecture. Fig. 1
shows an example of a cluster structure. In this graph, the
nodes are divided into a number of virtual groups, based on
specific rules. The nodes could have different roles, such as
cluster heads (CHs), cluster members or cluster gateways. A
cluster head usually represents local cluster members. A
cluster gateway is a node that can access neighbor clusters
and may be used to transfer information between clusters. A
cluster member is usually an ordinary node which receives a
service from the cluster head.
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Fig 1: Clusters structure illustration

3 Why Clustering in Wireless Networks?

It has been shown that cluster structure is an efficient
way for topology control [8]. In clustering scheme, nodes can
be partitioned into a number of small groups called clusters in
order to support data aggregation through effective network
organization. Clustering results in a two-layers hierarchy in
which cluster heads (CHs) form the higher layer while
member nodes form the lower layer. The CHs aggregate the
data that came from member nodes and send them to the
central base. (CHs) lose more energy compared to member
nodes, since they frequently transmit data over longer
distances. Therefore, network may be re-clustered
occasionally in order to select energy-plentiful nodes to serve
as CHs, as a result distributing the load equally on all the
nodes. In addition achieving power efficiency, clustering
reduces packet collisions and channel disputation,
consequential in better network throughput under high
capacity [1]. Also, in hierarchical routing protocols whole
network nodes is divided into several clusters and cluster-
head is the only node that can communicate to Base station
that’s reduces the routing overhead of normal nodes by
transmit only to cluster-head [9]. Figure 1 illustrates data flow
in a clustered network. There are at least three benefits we can
get from clustering [10, 11]:

1) A cluster structure increases the system capacity by
having a more efficient spatial reuse of resources, such as
transmission frequency (two clusters may set up the same
frequency if they are not adjacent clusters [9]). Also, it
allows for a better way of coordinating transmission
events and saving resources used for retransmission. This
results in reduced transmission collision.

2) In a cluster structure the generation and distribution of
routing information can be limited to cluster heads and
cluster gateways, because they can form a virtual
backbone for inter-cluster routing [12, 13].

47

3) A cluster structure makes networks, such as ad hoc
networks, look more stable to each mobile node [10]. In
this way, when a mobile node moves to a different
cluster, only mobile nodes that belong to the involved
clusters need to update their information. This means that
local changes do not necessarily need to be updated in the
whole network [14, 15].

Therefore, in dense areas and in the presence of a large
number of mobile nodes and high mobility clustering, it is
important for a network to achieve good scalability and
increasing its capacity. Clustering algorithms should meet all
or some of these important requirements: scalability,
optimality according to particular criteria, usability, handling
of different types of attributes, ability to deal with noise, and
adaptability to changes, among others. In [16] proposed new
technique QTHN that converts the entire dense wireless
network into hexagonal clusters via two layer network
communication using clustering approach. In a cluster, a
cluster head is selected then acts as a master node known as a
Hotspot (HS), which is connected directly to the Base station
(BS). This proposed QTHN aims to improve QoS using LTE
and White Spaces in a wireless dense area. Study in [17] has
proposed Distributed dynamic load balancing (DDLB)
cellular-based TVWS and LTE technique, whereas by simply
switching a cellular-based device's frequency when necessary
to allow operate on both bands. In [18] also proposed
algorithm iteratively clusters the nodes into hotspots and
slaves and allocated resources to maximize spectrum utility
using tethering over white spaces (WS) without need to
deploy new infrastructure. That allows cellular systems to
evolve hierarchically in dense areas as necessary. In [19],
authors proposed a new dynamic protocol for clustering
Dynamic Clustering Protocol (DCP) considering the possible
changes happening in a cellular network. This will reduce the
required time and signaling and enhance service quality for
the cluster users. In [20] had the same case of dense area
networks it compared the access types of femtocells and
presented the related challenges in terms of mobility
management , femtocell interference and offloading. Study in
[21] authors extend existing clustering configuration to
consider mobile users’ requirements and network events by
studying the corresponding handover scenarios and signaling
schemes which will reduce the complexity of the clustering
algorithm from where of time and signaling.

4 Classification Clustering Approaches

Clustering approaches may be classified according to
different criteria. In this paper, we classify the clustering
approaches depending on whether a certain node belongs to
one cluster or several clusters.

4.1 Exclusive Clustering

In this type of clustering algorithms, data is grouped in
an exclusive way. Therefore, if a certain node belongs to a
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particular cluster, then it could not be included in any other
cluster. This is called “hard clustering”. An example is the K-
means algorithm [15]. Fig. 2 illustrate this kind of clustering.

Fig 2: Exclusive clustering.

4.2  Overlapping Clustering

The overlapping clustering (Fig. 3) uses fuzzy sets to cluster
data, so that each node may belong to two or more clusters
with different degrees of membership. An example is the
Fuzzy C-means algorithm [22]. This type of algorithms is also
called “soft clustering”.

.O

Fig 3: Overlapping clustering.

4.3 Hierarchical Clustering

With this kind of clustering approach, a node may belong to
several clusters and clusters are built in a hierarchical way.
This is a special case of an overlapping clustering approach
that deserves a separate analysis. In this clustering approach
two or more clusters may form a new cluster up in the
hierarchy. The top cluster in the hierarchy is the whole node
set and the bottom clusters may be defined as unit sets with
each of the nodes.

Hierarchical clustering algorithms can be divided into
bottom-up and top-down clustering algorithms. Bottom-up
algorithms are based on the union of two or more clusters in
order to form an upper-level cluster. The initial condition is
performed by defining every node as a cluster. Top-down
algorithms work by splitting clusters into K-means is a well-
known clustering method. Nodes are partitioned into k
groups, where k has been initially chosen. The cluster
members remain as close as possible to each other but as far

Int'l Conf. Wireless Networks | ICWN'15 |

as possible from members of other clusters. A cluster is built
around a central node that is called as “centroid”.

A centroid in wireless networks could be a node whose
coordinates can be calculated as the average value of each of
the coordinates of all nodes assigned to the cluster. After
smaller ones, starting from the top cluster. Clusters resulting
from a splitting process belong to the following level down in
the hierarchy. Fig. 4 illustrates an example of a hierarchy
clustering approach.

OJGROROXCD
OO

(oet)
(pecer)

Fig 4: Hierarchical clustering

5 Clustering Algorithms

In this section three representative algorithms, one for each
of the clustering approaches, are described and compared.
These algorithms are K-means, Fuzzy C-means and a standard

bottom-up hierarchical algorithm.

5.1 K-Means Algorithm

calculating the centroid for each group then -cluster
membership is determined by assigning each node to the
group with the nearest centroid. This concept minimizes the
overall dispersion within a cluster by iterative reallocation of
cluster members.

K-Means clustering is an efficient algorithm for large data sets
with both numeric and categorical [23] attributes.

Algorithmic steps for K-Means clustering: [24]

1) Initialize K. Choose a number of clusters, K.

2) Centroids selecting- Randomly select the centroids in
the given dataset. They are taken as the initial starting
values.

(C,,Cy,....C,)
3) Classification: Assign each point in the node set to the

cluster whose centroid is nearest to it. Compute the
distance between the centroids and points using the
Euclidean Distance equation.
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4) Centroid calculation: After each node in the node set is
assigned to a cluster, recalculate the new k centroids and
update the centroids.

5) Convergence criteria. The process will stop when no
point changes its cluster or until the centroids no longer
move. Otherwise, go to step (3).

5.2 Fuzzy C-Means Algorithm

A well-known fuzzy clustering algorithm is Fuzzy C-
Means (FCM). The central idea in fuzzy clustering is that
there is a non-unique partitioning of data in a collection of
clusters. FCM is a clustering algorithm that is applied to a
wide variety of problems related to feature analysis, clustering
and classifier design. FCM is widely applied in sectors such as
image analysis, agricultural engineering, astronomy, geology
and chemistry, among others. It can also be applied for
wireless network node clustering [25].

In FCM applied to node clustering, a node set is grouped
into n clusters with every node related to each cluster. A node
will have a high degree of belonging to a cluster if it is near of
the cluster center and a low degree of belonging to clusters
whose center is far away from it [26, 27].

Algorithmic steps for Fuzzy C-Means clustering: [20]

Given a finite set of nodes, the algorithm returns a list of
cluster centers:

v={v,..v. }
and a partition matrix U
p=p €[0,1],i=1,...,n,j=1,..,c

where each element :uij is the degree to which element
belongs to cluster C. .
g C j Xi
1) Calculate the V center vector.
n

Z(ﬂik)m Xy
i(/’lij )m

2) Calculate the distance matrix D[c,n].

Vij
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D; = Z(ij =V )’
=

3) Update the partition matrix for the r" step, U® as
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,Uin = I/Z(diL /djrk)z/w1
=

Where ¢ is the number of clusters (2<=c<n), and m is the
level of fuzziness. that is, a larger m results in smaller

memberships, £4;and hence, fuzzier clusters. 44, is an
initial partition matrix, given as input.
The algorithm will stop when |l (& +1)— 1

(k) || < & otherwise it will return to step 1 by updating the
cluster centers and also the membership grades for each node
[28].

5.3 Hierarchical Algorithms

Hierarchical clustering techniques create a nested
sequence of partitions either from unit node sets at the
bottom or from the set of all nodes at the top. In contrast with
partitioning algorithms such as K-means, hierarchical
algorithms either combine or divide clusters and build the
hierarchy by merging or splitting the clusters initially
defined. The result of a hierarchical clustering algorithm can
be graphically illustrated as a tree called dendogram, which
depicts the merging or splitting process and the middle
clusters.

Then, the two fundamental approaches to generate a
hierarchical clustering are:

a) Agglomerative (bottom-up): Begin with clusters
containing a single node and merge the most similar
pair of clusters at each step. This approach is called
Hierarchical Agglomerative Clustering (HAC).

b) Divisive (top-down): Begin with one cluster
containing all nodes and splits clusters at each step
until only clusters of individual nodes remain. In this
case, we need to decide which cluster to split and
how to perform the split in each step.

Agglomerative techniques are more commonly used than
divisive techniques.

Algorithmic steps for Hierarchical Agglomerative
Clustering [5] :

1. Compute the similarity matrix containing the distance
between each pair of patterns (clusters).
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Parameters K-means Fuzzy C- means HAC
Approach Exclusive (partitions) Overlapping Hierarchical
Efficiency Fairer Slower The slowest
Complexity O (nkdi) O (ndc"2i) O(n"2 log n)
Where: Where: where:
nis the number ofdata | i number FCM over entire | ‘n’is the number of data points
points dataset. Agglomerative: O(n3)
d-dimensional vectors n number of data points. Divisive: O(2n)
k the number of clusters | ¢ number of clusters
i the number of iterations | d number of dimensions
needed until convergence
Application - Image retrieval - Segmentation of | - Ray casting.
algorithms. magnetic resonance | -  Some bioinformatics applications.
- General-purpose even imaging (MRI).
cluster size. - Analysis of network
- Flat geometry. traffic.
- Fourier —transform
infrared  spedtroscopy
(FTIR).
Performance Traditional and Limited | Can be used in variety of | - Flexibility due to a level of
use. clusters and can handle granularity.
uncertainty. - Easily of conduct of any forms of
distance or similarity.
- More applicability and versatile.
Size of data Huge/small Huge/small Huge/small
No. of clusters | Large/small Large/small Large/small
Capability of | No No No
tackling high
dimensional
data [29]

Table 1 explains how these three algorithms are compared.

2. Merge the most similar pairs of clusters. Update the
similarity matrix to reflect the pairwise similarity
between the new cluster and the original clusters.

3. Repeat steps 2 and 3 until only a single cluster remains.

6 Application on Wireless Networks

From the point of view of their applicability on wireless
network node clustering, the described algorithms have
different advantages and disadvantage With regard to the

specific issues described in section 1.a., all described schemes
may potentially behave in a different way.

The first issue, reuse of resources such as transmission
frequency, may lead us to think that clustering algorithms
which define overlapping clusters may be more aware of
cluster gateways that share frequency attributes with the
clusters they belong to.

With respect to the second issue mentioned in section 1.a.,
the possibility of defining deputy nodes for inter-cluster
communication makes us think that algorithms which are
based in centroid definitions are better. Hierarchical
algorithms present a disadvantage in this case.

The third issue, which is dealing with mobility, does not
seem to be a factor for deciding in favor of any of the
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schemes. In any case a change in the belonging attributes may
be enough for moving a node between clusters.

However, the tree-like nature of hierarchical clustering
approaches may have the advantage of communication
efficiency in terms of hop count, as a tree may be an [9]
optimized graph structure with minimal paths between nodes,
as long as they are balanced.

7 Conclusion [10]

This paper presents a study of some common clustering
approaches and algorithms, classified according to whether a node
can be included in a single cluster or several clusters. All]
comparison of three common algorithms of clustering, namely K-
means Clustering, Fuzzy C-Means Clustering and Hierarchical
Agglomerative Clustering, is presented. We discussed the
similarities and differences between these schemes, as well as the{d 2]
features, such as node overlapping, algorithms and application
scenarios. A discussion on this clustering approach in terms of
suitability to wireless networks was finally presented.
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Abstract—This paper proposes a manner of rational use of
cars in Smart Cities focused in preserving the environment and
better quality of life now and to the future that represents an
economical and cheaper way to increase the flow of cars on the
roads compared to major infrastructure projects.

Keywords—Urban Mobility; Smart Cities; PIR; sensor; 10T;
WIiMAX.

L INTRODUCTION

Nowadays is raising the number of cars in the streets of
many countries due to the several reasons but in the case of
Brazil: (1) the rate of new cars incoming the streets is much
higher than old cars removed of circulation, (2) it is a emergent
country and the purchasing power is higher in the social classes
C and D which are the majority, (3) the policy of government
to control new/old cars in the streets is weak, (4) the
government incentives the production of cheaper popular cars,
(5) the policy of government to control cars that circulate in the
streets does not work.

As the focus of this paper is to facilitate the urban mobility
to better quality of life and environment issues it is worth to
mention that the circulation of a lot of vehicles compromises
the flow of traffic, contributes negatively to environment
increasing the pollutant emissions, besides favoring accidents
caused by dropping the level of traffic safety.

The next sections are organized as follows. In Section II it
is presented a proposed of change. Section III presents
considerations about an awareness campaign. Section IV
contains a scheme of changed. A scheme of control is
presented in section V. Section VI highlights the benefits.
Section VII addresses the subject PIR, a passive infrared
electronic sensor. Car control network topology is presented in
Section VIII. Coverage prediction is presented in Section IX.
Section X presents the exception of the rule. Section XI
presents the car ride. Finally in Section XII are presented the
conclusions.

II.  PROPOSED OF CHANGE

A. Behavior Change

This is the kind of situation that requires first a reflection if
the change should not start for us. Perhaps the answer to a
simple question can bring important information: how many
times in a week we drive alone without any other passenger?

If the answer was five (5), this represents almost 72% of
weekdays.

It will probably be a big inconvenience seek another way of
transportation either public transportation or get a ride, but if
we taking into account the rate cost/benefit of this action
probably many people will agree that the effort pays off due to
the environment issues and the quality of life.

B. Rotation

The Capital of the State of Sdo Paulo in Brazil adopted
vehicles rotation (applied for cars and trucks except buses,
ambulances, fire trucks and motorcycles) that limits the access
permission of the main public roads according to the final of
vehicle identifications, finals 1 and 2 is forbidden to access to
major public roads on Mondays, finals 3 and 4 is forbidden on
Tuesdays, finals 5 and 6 is forbidden on Wednesdays, finals 7
and 8 is forbidden on Thursdays and finals 9 and 0 is forbidden
on Fridays. They are released on holidays and weekends.

But what we have seen over the years was the traffic jam
again especially because many families ended up buying
another vehicle to avoid the prohibited day.

II. AWARENESS CAMPAIGN

The first measure to be adopted is a public campaign to
inform and clarify the population of the need to change
behavior of car users and the benefits this change brings to
society informing that it will be given a deadline for people to
practice and adapt to these changes.

The second measure to be adopted is the notification issued
by the transit regulatory agencies for users using their cars with
only one passenger.

The third measure to be taken is to apply traffic violation
ticket issued by the transit regulatory agencies for users using
their cars with only one passenger.

IV. SCHEME OF CHANGED

The main change in behavior is to people do not use their
cars with only one passenger inside. But what is the minimum
number of passenger required for the car owner does not
receive traffic violation ticket? The answer to this question will
depend on the result of the relieved traffic flow and Carbon
Dioxide (CO,) emission reduction obtained with the change
requiring at least two passengers in the same car.



54

In case of reducing the amount of cars on public roads is
not enough to reduce CO,, increases the flow of cars and
improving the quality of life of the population, the minimum
amount to be adopted should increase gradually. In the limit
this measure is extreme and requires the transformation of the
individual transportation concept, but it is the price we have to
pay if we want to have both at the same time mean of
transportation and quality of life.

V. SCHEME OF CONTROL

After the third measure of the awareness campaign and
during a certain period of time, the transit regulatory agencies
will have to analyze the traffic statistics to know how many
percent of all cars are used with at least two passengers. This
quantity of passengers is the first measure adopted in the
scheme of control.

Based in the total of cars on the streets before the third
measure of the awareness campaign, it will be possible to
determine how many percent of cars does not go to the street
with only one passenger due to the possibility to be mulcted.
The value of mulct is according to the number of passengers
inside the car, only one passenger is higher than with two and
SO on.

VI. BENEFITS

Let’s suppose: a) 100 cars are used with only one passenger
inside; b) the measure adopted in the scheme of control
resulted in at least two passengers per car and c) same path
from house to work of these 100 people. These means:

1. Half the cars out of the streets;

ii. Probably half the CO, will not be launched in the
atmosphere;

1. The flow of traffic to and from work will
decrease considerably;

iv. Probably it will be the half of time to arrive and
return to and from work (crash car, traffic light
broken etc, are not considered);

V. The quality of life will increase.

VII. PIR

The scheme of control will be based on counting the
number of passengers inside the cars and PIR (Passive
infrared) is appropriate to it.

A passive infrared sensor measures infrared light emitted
from objects that generate heat, and therefore infrared
radiation, in its field of view. Crystalline material at the center
of a rectangle on the face of the sensor detects the infrared
radiation. The sensor is actually split into two halves so as to
detect not the radiation itself, but the change in condition that
occurs when a target enters its field.

The term passive in this instance refers to the fact that PIR
devices do not generate or radiate any energy for detection
purposes. They work entirely by detecting the energy given off
by other objects. It is worth to notice that PIR sensors do not
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detect or measure "heat" per se; instead they detect the infrared
radiation emitted from an object which is different from but
often associated/correlated with the object's temperature.

A. Construction

Infrared radiation enters through the front of the sensor,
known as the 'sensor face'. At the core of a PIR sensor is a solid
state sensor or set of sensors, made from pyroelectric materials
which generate energy when exposed to heat. The sensor is
often manufactured as part of an integrated circuit (IC) [1].

VIIL

The car control network topology
Figure 1.

CAR CONTROL NETWORK TOPOLOGY

is presented in

The electronics in the PIR will control a small relay. This
relay completes the circuit across a pair of electrical contacts
connected to a detection input zone of the two cameras. The
system will be designed such that if two passengers or more are
detected, the relay contact is closed—a mormally closed' (NC)
relay. If only one passenger is detected, the relay opens,
triggering the cameras.

In a pole there will be a central control to register both the
counting and the photos took from the two cameras. Cameral
will be responsible to take photo not only the passengers in the
car rear but also the ID of the car. Camera2 will be responsible
to take photo the passengers in the side view.

The central control will be fully weatherized die-cast
aluminum enclosed and have a four-port switch and a CPE
(Customer-Premises Equipment) radio to transmit the counting
and photos to the counting Base in 250 MHz multipoint-
multipoint (mesh) system. The choice of the frequency and the
Effective Isotropic Radiated Power (EIRP) depend on the
regulatory agency of each country.

Counting data management is responsible to analyze the
data from the cars in irregular condition and send this
information to the transit department of the city via Internet to
take appropriate actions.

Internet

Counting Data

Figure 1. Car control network topology
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IX. COVERAGE PREDICTION

According to the Resolution 555 of the Regulatory Agency
in Brazil (Anatel) it is possible to operate in 250 MHz with
EIRP more than 25 dBm to FDD (Frequency Division
Duplexing) in point-multipoint and point-to-point modes or
with EIRP until 25 dBm to TDD (Time Division Duplexing) in
multipoint-multipoint mode. All of three modes with channel
bandwidth (BW) of 25 kHz or 1.25 MHz with channel
aggregation possibility resulting in until 2 channels of
6.25 MHz.

Also, according to the Anatel’s Resolution 555: a) the
guard band is 17.5 MHz corresponding to 7.3 %; b) the duplex
distance is 22.5 MHz corresponding to 9.4 % and c) 2 channels
of 5 MHz or 4 channels of 2.5 MHz or 8 channels of 1.25 MHz
give the possibility to cover a higher geographic area reusing
the frequencies (considering appropriated reuse distance to
mitigate co-channel interference) with potential of higher
capacity due to the higher BW.

These features represent a great opportunity to operate in an
optimized way with the main characteristics in terms of
communication that are capacity and coverage with minimized
interference because the frequency is licensed.

A hybrid solution it is a good approach with access network
in multipoint-multipoint mode with IoT radios and backhaul
network in point-multipoint mode with WiMAX or LTE
radios.

A. Internet of Things (IoT)

Some suppliers in the industry already offer platform to
operate based on IoT open standards reference model presented
in Figure 2 that is applicable in this work.

Or in industry speak ...

Open Standards Reference Model Po IY"

IEC 61960 CM

s; dioed ﬁm’ M! C‘lmm IEC 61850 | IEC GOBT0 | DNP MODBUS
HITPSICoAP ssit, i
.
& j Routing - RPL (RFC6550) IPv6 / IPv4 mmmm]*-
¢ 902.1x/ EAP.TLS based Access Control Solution ks
GLOWPAN (RFC 6282) | ERrC26e | IETFREC 50T | tETF RFC 5121 |

<IEEE

IEEE BO2.154 1 EEE-)JM- | (E(m]
2AGHZ DSSS | (rex Dess, oFOM)

oo

Figure 2. IoT open standards reference model [2]

1) Car control access network

Based on Anatel’s Resolution 555 and IoT chipset data
sheet [3], there is a list of parameters as input to the access
network coverage prediction as follows:

e  Transmission power: 20 dBm;
e Transmission antenna gain: 6 dBi;

e (Cable and connectors losses: 1 dBi;
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e Receiver sensitivity (BER < 0.1%, 500 kbps,
250 kHz BW, GSFK): -97 dBm;

e Installations: Base Station (BS): 20 m in tower;
CPE: 7 m in energy pole;

e Frequency: 250 MHz;

e Fast and slow fading margin: 10 dB;

e  Point-to-multipoint communication mode;

e Tool of coverage prediction: Radio Mobile [5];

e Topography and morphology data base resolution:
100 my;

e  Uplink and downlink balanced.

Figure 3 shows the coverage prediction results considering
dense urban environment in a very difficult area to the RF
(Radio Frequency) propagation that is the central area of Sao
Paulo Capital in Brazil.

Figure 3. Access network coverage prediction

The coverage map in Figure 3 shows that RF propagation is
very limited according to the environment. In some azimuths
the signal (from BS to CPE and vice versa) reaches more than
5 km but in others less than 500 m. This is a typical scenario
where the mesh network is appropriated due to the massive
presence of obstacles and the possibility of signal repetition.

B. WiMAX (Worldwide Interoperability for Microwave
Access)

Added to the WIMAX Forum® System Profile
Requirements for Smart Grid Applications announced in
January 24 2013 [4], the Anatel’s Resolution 555 represents a
good opportunity to WiMAX Forum consider a new profile to
Smart Cities in 250 MHz especially because Brazil is an
emergent country with huge territorial extension and
opportunities, it is possible to operate with channel bandwidth
initiating in 1.25 MHz aligned with IEEE 802.16e WiMAX
standard and due to the fact that other countries may be under
the same regulatory conditions.

1) Car control backhaul network

Based on Anatel’s Resolution 555 and typical data of
WiMAX radios, there is a list of parameters as input to the
backhaul network coverage prediction as follows:
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e  Transmission power: 37 dBm;
e  Transmission antenna gain: 6 dBi;
e  (Cable and connectors losses: 1 dBi;

e Receiver sensitivity (BER 10°, 8 Mbps, 5 MHz
BW, 16QAM-1/2): - 89.7 dBm;

e Installations: Base Station (BS): 20 m in Tower;
CPE: 7 m in energy pole;

e  Frequency: 250 MHz;

e Fast and slow fading margin: 10 dB;

e  Point-to-multipoint communication mode;

e Tool of coverage prediction: Radio Mobile [5];

e  Topography and morphology data base resolution:
100 m;

e  Uplink and downlink balanced.

Figure 4 shows the coverage prediction results considering
dense urban environment in a very difficult area to the RF
(Radio Frequency) propagation that is the central area of Sdo
Paulo Capital in Brazil.

Figure 4. Backhaul network coverage prediction

The coverage map in Figure 4 shows that RF propagation is
very limited according to the environment. In some azimuths
the signal (from BS to CPE and vice versa) reaches more than
10 km with better coverage than shown in Figure 3 (and higher
capacity as well due to the higher BW) appropriated to the car
control backhaul network share this resource among the traffic
of several CPEs and other traffic sources as video monitoring.

X.  EXCEPTION

The exception of the car control rule is applied to the taxi
cabs. The reason of this is first because most of the time the
taxi cabs are occupied with more than one passenger and
second it is a way in gain livelihood, driver is a profession in
many countries.

Counting data management shown in Figure 1 is
responsible to analyze the ID of the taxi cabs to avoid issuing
traffic violation ticket in an irregular way.
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A. Trick

Even someone ftries to use plastic doll to simulate a
passenger inside the car, PIR sensor will not sense the heat
energy in the form of radiation. The trick will turn against who
made. The “crime” will not pay.

XI. CARRIDE

Currently some applications are freely available on the
Internet and can help to facilitate the sharing of the car ride.
The car ride is the car of the day to be used in a range of cars
available for a group of passengers. The logistic is facilitated
when the passengers live near or work close to each other or in
the same company.

Some apps allow passengers to share a ride. The Sidecar [6]
is one of them. Just checking which are the place and
destination and the registered user as nearest driver is alerted.

XII. DEDICATED DETECTION ALGORITHM

In the cases of the presence of domestic animals inside the
car, probably they will be detected but should not be counted
as passengers.

PIR sensors have quite unique sensing model, thus, it will
be necessary to develop dedicated detection algorithm [7] to
deal with these cases.

XIII.

Change is necessary and the first change is in our own
behavior. It is easier and more practical to use a car thinking
individually but if we consider the practical results with a lot of
cars congesting the streets, damaging the environment
conditions and decreasing our quality of life, the price to pay is
low compared with the benefits that this initiative of car control
can bring to our and the next generations.

CONCLUSIONS

It worths to notice that this represents an economical and
cheaper way to increase the flow of cars on the roads compared
to major infrastructure projects.
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Abstract - With the rapid development of mobile Internet
technology and real-time reconstruction technology,
based on the multi-view of mobile terminal oriented 3D
display provides remote interactive model reconstruction.
The core of the algorithm is based on multiple images as
input, and by calculating it generates sparse 3D point
cloud through the expansion of that could generate 3D
point cloud, and through the surface reconstruction it can
accomplish the 3D model. But the high computing
complexity and large data handling scale affect the
quality and real-time performance of 3D demonstration.
Against the above shortcomings, a distributed parallel
reconstruction method for mobile terminals is proposed,
which reconstructs model both in the server and in the
client. The server uses levels of detail technology to
control the scene’s complexity and generates initial
reconstruction frames. The client uses image-based
reconstruction technology to re-render the image, which
can improve reconstruction quality. Experiments show
that the method improves reconstruction speed, reduces
the transmitted data size, and improves the image quality.
Keyword: Distributed reconstruction; Levels of Detail;

Image based reconstruction; CUDA

1. Introduction

With the continuous development of virtual reality
technology, the networked 3D demonstration shows
highly realistic stereoscopic image by using real-time
reconstruction and interaction of 3D models, which is
totally  different ~ with  traditional  information
communication methods based on text or image. However,
it is a huge amount of work that reconstructing the 3D

model with the associated 3D modeling software manually.

At the same time, the cost of scanning equipment is
expensive, so it is a hot research focus in the field of
computer vision that how easy to obtain 3D model of the
object from the real world". Meanwhile, the further
development of mobile intelligent terminal results in the
transition of user’s terminal equipment from traditional
personal computers to mobile phones, tablets, etc., which
provides preconditions for the expansion of 3D display in
the field of mobile applications.

Faced with increasingly reconstruction quality and
real-time interactive requirement from mobile users, there
are some shortcomings of traditional geometry-based
reconstruction techniques for complex three-dimensional
models'>?). On the one hand, for the scene composed by
complex three-dimensional model, the larger data
complexity causes more graphic hardware requirements of
the reconstruction

mobile terminal, which impacts

real-time capacity.

Dynamic LOD
Scheduing

1 server
geometry-
based
rendering

Compressed initial image

cache

i initial image

IBR-based

parall rendering terminal

LFine image

displaying

Fig.1 Overall schematic diagram of the distributed
parallel reconstruction method
On the other hand, the mobile network bandwidth
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may not meet the speed requirement of the stereoscopic
image display and interaction. With the development of
massively parallel processing technology, the use of
distributed parallel processing technology is an effective
way to solve this problem.

In this paper a distributed parallel reconstruction
method for mobile terminal is proposed to realize
distributed reconstruction both in server side and terminal
side. CUDA-based parallel reconstruction data processing
is used in the method which achieves the goal of real-time
complex three-dimensional model displaying on mobile
terminals and reduction of network bandwidth
consumption. The overall process of the method is shown
in Figure 1, in which the server side generates LOD model
by CUDA parallel computing and dynamic form the
initial ~ reconstruction also

corresponding image,

image-based reconstruction is used to realize the
compression and transmission of the image, while the
terminal side re-renders the image to improve the image

fineness by CUDA-based IBR techniques.

2. Server side primary reconstruction

To improve the server’s ability of reconstruction

complex  three-dimensional model, a  primary
reconstruction strategy on the server side is proposed to
ensure the real-time reconstruction capacity. The server
LOD of different

resolutions by CUDA parallel computing. And in the

pre-generates simplified model

reconstruction process, the appropriate LOD model is

reconstructed based on the distance between the viewpoint

and the model as well as the reconstruction frame rate, to

improve the overall computing efficiency.

2.1 Parallel simplification of LOD model
based on CUDA

CUDA is known as a parallel computing platform and
programming model implemented by GPU. This paper
uses CUDA to simplify model by means of edge collapse
calculation. Edge collapse refers to choose two connected
vertices and replace them with a single vertex, and all the
vertexes connected to the two vertices will re-connect to
the new vertex to maintain the triangle grid appearance. In
this paper, we select one of the two connected vertices as
the new vertex. Garland Quadratic Error Metrics (QEM)

is used to compute the edge collapsing cost, which can

Original Octree A
model division L\/
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efficiently preserve the features on the surface.

In the simplification process, LOD model generation
introduces the concept of vertices importance as the
trade-off of the sequence of edge collapse operation.
Vertex importance reflects the geometry importance
degree of triangle mesh. It is discussed in [4] that in the
neighborhood of the vertex in the mesh, if the steeper the
vertex is, the greater the impact on the mesh geometry is;
while the sparser the vertex is, the bigger the vertex
importance value is as well. So the vertex importance can

be summarized as follows:
Q(v;) =K, xl

> ¢y (1)

Vi eneiverts(v; ) N
= x|

m

Call C j the cosine of the angle between the normal

vectors V; and V; . V; is the element in the vertices

collection in which the wvertices are connected

withV; , Mis the total number of the set, and | refers to

the average length of the associated edges. So Ks, the
average cosine value of the vector angles, can be regarded

as the curvature ofV;, and therefore Q(VJ-) can reflect

J b
the geometry importance of V; .

We use Octree to divide the original mesh into several
independent sub meshes. A generation method of LOD
model is proposed by using CUDA to parallel simplify
those sub meshes based on edge collapse operation. The
process is shown in Figure 2.

GPU

parallel edge LOD
collapse model

CPU

Vertex importance A

calculation j/

Fig.2 LOD parallel simplification process

In order to facilitate the subsequent edge collapse
calculation, we storage all the vertex info in the sub mesh
into an array vtable, which is defined as follows:

struct vernode

{

float x,y,z; //vertex three-dimensional coordinates

long ver importance;
int foldingindex; // the folding vertex index
i

vernode Vtable[vernum];

As is shown in Figure 2, the original model is
partitioned by octree spatial decomposition on CPU at
first, which regards the entire model bounding box as the
octree root node. The bounding box is split into 8 sub
cubes, in accordance with intermediate section in the
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direction of the three-dimensional coordinates.
Correspondingly, the model is divided into 8 sub meshes..
Recursively decompose the sub cubes until the amount of
triangle facets in the sub mesh is less than a given
threshold. Finally the model is organized as an octree
structure.

In GPU computing stage, parallel threads are created
to calculate each vertex importance according to (1).
After the vertex importance calculation is finished, the
vertex is sorted by its importance in each sub mesh and
the sequence number is stored in vtable. During parallel
edge collapse operation, the sub meshes is simplified
concurrently. For each sub mesh, edge collapse is
implemented by vertex importance ascending sequence.

For each edge collapse operation, the edge (Vi,Vj) that
contains vertex V, which owns the lowest importance is
replaced by the vertexV; . For the edges that all contains

vertex V; , we calculate the edge collapse cost by QEM to

select the appropriate one. Recursively simplify the sub
mesh until the number of remaining vertices meets the
requirement.

The parallel simplification algorithm of LOD
model is as follows:

Algorithm 1GPU parallel LOD generating

Input:

mesh:the original model triangle mesh

Output:

simplifiedmesh:the simplified mesh
1.submeshes«—CPU_OctreeMeshDivde(mesh) ;/*subm
eshes:array of divided submesh */

2. MemcpySync(submeshes,host->device);/*Load
submeshes to GPU device memory*/

3. for i=0 to NUMgypmeshes-1parallel do

4. Ver_importance<verCalculating_kernel(submeshes);

5. __syncthreads(); ~ /*threads synchronize */
6.Vtable—importanceSort kernel(\Ver_importance);

7. __syncthreads();  /*threads synchronize */
8.simplifiedmesh<—edgeCollapse kernel(submeshes,Vt
able);

9. end for

10.  MemcpySync(simplifiedmesh,device->host);

2.2 Dynamic LOD Scheduling stagey

While the server reconstruction, it should select the
appropriate resolution level of LOD model based on the
distance between the viewpoint and model in advance > °.
Shown in Figure 3, while the distance is d1,d2,...,dn, the
corresponding LOD level is LOD1,LOD2,...,LODn. The
server adjusts LOD model according to the distance in

order to keep its reconstruction efficiency. Also the last
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frame reconstruction time cost is took into consideration.
If the frame rate is lower than the real-time requirement, a
more simplified LOD model is selected until the frame
After the

reconstructed, the server will transmit the result in form of

rate meets the requirement. frame s

image to the terminal for the further reconstruction and

LOD2 .o LODN-1 LODN
7 dn-l

dn

displaying.

View
point

d1

Fig.3 Viewpoint distance-dependent LOD strategy

3. Terminal side secondary

reconstruction

To further reduce the server computing load and the
amount of data transmitted between the server and the
terminal, the terminal uses CUDA to refine initial image
from the server and utilizes the difference between
geometry-based reconstructed image and reconstructed

image via IBR'"),

3.1 IBR-based compression and secondary
reconstruction algorithm

As shown in Figure 4, call | the generated view of
the model corresponding to position V of the viewpoint.
So L(X) xeQ=[0,W]x[0,H]) can be seen as a
two-dimensional array of pixels, where every pixel
X =[X,Y,Z] refers to the 3D position in the reference
system of \/ . When the viewpoint changes intoV ', the
generated view is L'(X") (X' € Q"=[0,W']x[0,H"]).
In this situation, the pixels X' in the reference system of
V' can be divided into two categories. One can be seen
as the transformed pixels in view V , the other are those
new pixels first into the screen space. For the former one,

pixels can be calculated by the three-dimensional
transformation theory as follow:

X'= [X,’ y” Z(X" y’)]T = T(X) :T(X: Y, Z(X’ y)) (2)
T is a suitable 3D projective transformation
obtainable by matrix Tg in homogeneous coordinate.

Denote I:'(x') the view with respect to V' via IBR

procedure, in order to distinguish with L'(X') the view
reconstructed from the 3D model with respect toV .



60

view L

N e
N

viewpoint V Y

viewpoint V'

Fig.4 Relationship of pixels between viewV and V'

For the pixels in I:’(x') , one may obtain:

X'=t(x), xeQ 3)
The two pixels set |, =Q ' Nt(Q) andl, =Q'—1, in

view I:'(x’) can be written as:

-1 r '
L) = {L(t ) xel, W
0 X'el,

So the only difference between L'(X') and I:'(x')

are the pixels in |2. To reduce the amount of data
transferred between the server and the terminal, the server

only need to transmit the correction data (pixels in |2) to
the terminal instead of the whole view L'(X'), if the
terminal can calculate I:'(x') itself. E(X) can be

written as:
[

’ 1! ’ ’ 1 Xell
E(X) = L(x);((x),;((x)z{o v (%)

el,
During the secondary reconstruction process in the
terminal, the server pre-renders fine reference view
Lhigh with respect to V based on high-resolution LOD

model selected by the dynamic LOD stagey. For
views |’ with respect to subsequent viewpointsV ', the
server replaces with a relative low-resolution LOD model.
The view |’ generate by the terminal with respect toV'
via IBR procedure can be also written as:

Lhigh (t_l(x)) xel,

Xel

!

I:high’(x) = , (6)
2

As can be seen, both L’ and I:high' are the
descriptions of the same original model. The difference is
that I:high' does not contain the new pixels which are put
into the screen space by the viewpoint transformation, but
for pixels in | 2' , the view I:high' contains more model

details of L’ .So the terminal can re-render the view as
follow:

Int'l Conf. Wireless Networks | ICWN'15 |

~ ' '
Lige () xel,

L' (x)

L'(x)

’
2

Liigh ') xel,
C(x)+E(x) xel,
3.2 Parallel secondary reconstruction in the
terminal based on CUDA

Since the parallel secondary reconstruction in the
terminal is based on image-based reconstruction, the
standard practice is to reset the reference frame of every p
frames to reduce the prediction error®. A scheme of

Xxel
(7)

!

principle for reconstruction p views (L, L,,...,L)) of a

3D model is as follows:
(1) In reconstruction preprocessing stage, the server
uses GPU to implement parallel LOD model generation.

(2) L, is set as the reference frame view, and the

server reconstructs a relative high-resolution simplified
model selected by dynamic LOD stagey and sends the fine

view L, to the terminal.
(3) The
lower-resolution one, computes and sends L, to the

server replaces the model with a

terminal.
(4) For frame view L;,2 < iI<p
(a) At both, server and terminal compute
-1
ﬁi(x)z{LZ(t x) xel,
0 Xxel,
(b) At server’s side,
compute E, (X) = L;(X) 7;(X) and send E,(X) to the

terminal
(c)At terminal’s side, compute

L (x) =L (x)+E(X);

(5) At terminal’s side, update
L' () xel/

L(x)

CUDA-based parallel reconstruction in the terminal

L'(x)=

I!
xel,

is supposed to send L, and L, to GPU memory at first, and

then generate parallel GPU threads for reconstruction the
corresponding pixels calculation'®, which is described as

follows:

Algorithm 2GPU parallel secondary reconstruction

Input:

framelmage:the ordinary frame viewL; from the server
side ;

reflmage: the reference frame viewl;

IBRimage: the ordinary frame viewL;
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size: the size of framelmage;

Output:

Sec_framelmage: the secondary reconstructed view

L. MemcpySync(reflmage,host->device);/*Load
reflmage to GPU device memory*/

2. MemcpySync(IBRimage,host->device);/*Load
IBRimage to GPU device memory*/

3. for i=0 tosize parallel do
4.local_Image<IBRcalculating_kernel(IBRimage);/*
calculating the IBR view on GPU*/

5. end for
6. framelmage«receive(); /*get
difference E, (X) from the network */

framelmage

7.  MemcpySync(framelmage,host->device);

8. for i=0 tosize parallel do

9. local_Image«<imageCorrection_kernel (IBRimage,
framelmage);
10.Sec_framelmage<«—secondReconstruction_kernel(loc
al_Image, refimage);

11. end for

12.  MemcpySync(Sec_framelmage,device->host);

4. Performance analysis

For the tests reported in this paper, the server node
was equipped with CPU: Intel(R) Xeon CPU E5504
2.00GHz, GPU: Nvidia tesla S2050 and the terminal
application was run on an Nvidia Tegra TK1 equipped
with Nvidia Kepler GPU by OpenSceneGraph platform.
Figure 5 is the example of the server side initial frame

view and the terminal side secondary frame view.

Fig.5.2 (b) Secondary reconstruction in terminal
To compare the calculating efficiency, GPU and CPU
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are used to simplify the model and image-based secondary
reconstruction. The time cost is shown in Figure 6. We
can see that with the increasing size of data processing,
GPU-based parallel computing can effectively reduce the

time consuming and improve the real-time capacity.

time costims
=

I L I . L . L
0 05 1 15 2 245 3 34 4
vertex number

Fig.6.1 (a) time of LOD generating

time cost/ms

I I L L I L L I
1 2 3 4 5 6 7 & 9 10
resolution ratio

Fig.6.2 (b) time of Secondary reconstruction

When the view resolution is 320*240, the frame view
data size within a certain period of time is shown in
Figure 7, where each cylindrical size represents the total
volume of the frame view, and the marked region means
the size of image component. From the result, we can see
the IBR-based image compression can effectively reduce
the data volume and the bandwidth requirements.

Experiments show that the distributed parallel
reconstruction method can guarantee the view
reconstruction quality, improve real-time capacity as well

as reduce the data transmission.
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Fig.7 Server side frame data transmission amount

5. Conclusion

This paper describes a

reconstruction method for mobile terminals,

distributed  parallel
which
implements the distributed reconstruction on both server
and terminal, as well as parallel reconstruction data
processing by GPU. The server dynamically schedules the
LOD model to realize real-time reconstruction, combined
with the image-based reconstruction to compress the
frame view. While the terminal further re-renders the view
to improve the view fineness. Experiments show that this
method can improve the overall reconstruction efficiency,
reduce the bandwidth requirements and improve the

reconstruction speed.
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Abstract—A wide range of techniques have been proposed to
reduce the Peak-to-Average Power Ratio (PAPR) of Orthogonal
Frequency Division Multiplexing (OFDM) signals with different
trade-offs between PAPR reduction and Bit Error Rate (BER)
performance degradation. Usually these techniques are studied in
an uncoded context and over an ideal Additive White Gaussian
Noise (AWGN) channel, and a compromise between PAPR
and BER degradation is achieved depending on the adopted
constellation.

In this paper, we go further and compare several PAPR
reduction techniques for Quadrature Amplitude Modulation
(QAM) constellations under a typical coded OFDM scenario with
time-dispersive channels. Our results show that low complexity
techniques as clipping can have a good trade-off between PAPR
reduction and BER degradation close to the one of the best
techniques analyzed, even in a scenario with multipath time-
dispersive channel and for relatively large QAM constellations.
Once that is shown that clipping is a good choice for PAPR
reduction, it opens a subject in the study of PAPR reduction
techniques in order to improve its behavior. We also consider the
PAPR reduction as a constrained optimization problem which,
although too complex to solve, provides an approximate bound
on the achievable PAPR.

Index Terms—OFDM, PAPR, Clipping and Filtering (CF),
BER

I. INTRODUCTION

A key feature of a communication system is to make
efficient use of available power for data transmission. One
of the most spectrally-efficient modulations is the Orthogonal
Frequency Division Multiplexing (OFDM) scheme, which is
widely used in most broadband wireless systems [1], [2]
and currently being recommended for future 5G systems [3],
[4]. However, it is widely recognized that one of the main
drawbacks of OFDM signals is their high envelope fluctuations
and so a high Peak-to-Average Power Ratio (PAPR) which lead
to amplification difficulties [1]. A wide variety of techniques
was proposed to reduce the envelope fluctuations of OFDM
signals. These include multiple signal representations such as
with Partial Transmit Sequences (PTS) and Selective Mapping
(SLM) techniques [5]-[8], clipping techniques [7]-[11], Tone
Reservation (TR) techniques [7], [8], [12]-[14], among many
other techniques.

This work was supported in part by the projects UID/EEA/50008/2013 IT
(pluriannual funding and GLANCES project), EnAcoMIMICo EXPL/EEI-
TEL/2408/2013, ADIN  (PTDC/EEI-TEL/2990/2012), DISRUPTIVE
EXCL/EEI-ELC/0261/2012, GALNC EXPL/EEI-TEL/1582/2013  and
CoPWIN PTDC/EEI-TEL/1417/2012.

PTS and SLM techniques have the advantage of not lead-
ing to performance degradation, since the transmitted signals
are not distorted (actually, these techniques might require
some side information, and transmitting it might lead to a
slight spectral and power efficiency decrease). However, the
computational complexity increases significantly when we
want to reduce substantially the envelope fluctuations of the
transmitted signals. On the other hand, clipping techniques are
very simple and flexible, although the signal distortion might
lead to significant performance degradation. TR techniques can
have limited performance degradation since only the reserved
tones are modified (in that case, the performance degrada-
tion is essentially due to the power spent on the reserved
tones), unless we also modify data subcarriers. They can
be particularly interesting for large constellations. However,
since only a fraction of the subcarriers is effectively used for
data transmission we have some degradation in the spectral
efficiency, which is higher if we want to have signals with very
low envelope fluctuations. Moreover, it is not always easy to
obtain the optimum symbols for the reserved tones.

The achievable PAPR with a given technique is hard to
obtain, although we can formulate the PAPR reduction as
an optimization problem and employ powerful math tools to
solve it [13], [15], for example by minimizing the PAPR
conditioned to a given Error Vector Magnitude (EVM) or
minimizing the EVM conditioned to a given PAPR target.
Although this usually leads to non-practical PAPR reducing
methods (we need to solve a complex optimization problem
for each transmitted block), this has the advantage of providing
some reference on the achievable PAPR.

The study of PAPR reducing techniques that lead to per-
formance degradation is usually performed for an uncoded
transmission in an ideal Additive White Gaussian Noise
(AWGN) channel, which makes sense since the PAPR is
essentially a transmitter problem, regardless of the channel. In
fact, for small constellations, e.g., Binary Phase Shift Keying
(BPSK) or Quadrature Phase Shift Keying (QPSK), the signal
distortion usually is not high enough to lead to significant Bit
Error Rate (BER) degradation. However, when we consider
larger constellations like 16-Quadrature Amplitude Modula-
tion (QAM) or 64-QAM this is no longer true. In that case,
we should consider both the channel effects and the adopted
channel coding scheme.

Some previous works [16], [17] have considered coded
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OFDM however, they only have considered a single PAPR
reducing technique over an ideal AWGN channel. Therefore,
in this paper we compare several PAPR reducing techniques,
when multipath time-dispersive channels are considered and
appropriate channel coding schemes are employed. We focus
our study in the most well-know PAPR reducing techniques,
such as SLM, PTS and Clipping and Filtering (CF), as well
as the constrained optimized PAPR reduction as to obtain a
reference on the achievable PAPR.

II. PAPR REDUCTION OVERVIEW

OFDM signals have high envelope fluctuations which brings
some difficulties in amplification, therefore it is necessary to
keep the envelope fluctuations of the signal below a certain
level. In order to do that, a measure of the envelope fluctua-
tions has to be used and the most widely used is PAPR.

The PAPR is defined as the ratio of the peak power of the
signal to its average power [8]. Mathematically, the PAPR of

m*" OFDM symbol is written in time domain as:
2
p<nty o 1]
PAPR (x,, [n]) = —= 5 ; (D
E [|om [n]?]

where FE[.] is the expectation operator, N the number of
subcarriers and ¢ is the oversampling factor that it must be
at least 4 in order to ensure that the difference between
continuous time and discrete time PAPR is negligible as it
is shown in [18]. Then if PAPR is limited to a certain level,
envelope fluctuations will be limited too and it is possible
to achieve better results in amplification. Therefore lots of
research has been made to reduce PAPR and in this section
we will briefly present the concepts of some PAPR reduction
techniques: CF, PTS, SLM, TR and constrained optimized
PAPR.

Let X € C¥ be an original OFDM frequency-domain sym-
bol and X € C" the PAPR optimized frequency-domain sym-
bol using NN subcarriers. The original, x, and the optimized,
x, OFDM time-domain symbols are obtained by Inverse Fast
Fourier Transform (IFFT) with /-times 0versar~npling, i.g.,
x = IFFTyn(X) = AX and X = IFFT,x(X) = AX,
where the matrix A € CV*N s the first N columns of
the corresponding Inverse Discrete Fourier Transform (IDFT)
matrix.

The OFDM subcarriers are usually divided into three dis-
joint sets: data subcarriers, free subcarriers and pilot subcar-
riers, with cardinalities dgyp, fsup and pgyup, respectively, so
that dgup + fsub + Psup = N, where NN is the total number
of subcarriers. For simplicity, pilot subcarriers will not be
considered here, although the results can be easily generalized
to systems with pilot subcarriers. In addition, in order to
identify on a symbol X the data subcarriers, it will be use
a diagonal matrix S € RV*YN with Sy, = 1 when the k"
subcarrier is reserved for data transmission and Sy, = 0
otherwise, i.e. data subcarriers can be obtained by the product
SX.
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A. Clipping and Filtering
CF [7]-[11] is the simplest way to reduce PAPR. This

technique clips every sample of the signal above a certain

defined level. Therefore, the clipped version of x can be

expressed as

if |.’L‘k| < Acr,
otherwise  ’

- Tk
R

e

2

where Ac is the amplitude of clipping level. However, the
Clipping Ratio (CR) defined as the amplitude of clipping level,
Acp, normalized by the Root Mean Square (RMS) value of
OFDM signal, o = +/||x]||? is more suitable to use since it
adapts the clipping level from symbol to symbol.

Although CF is a simple technique, it causes signal in-band
distortion which results in a degradation in BER performance
and it also causes out-of-band radiation. In order to reduce
the out-of-band radiation, filtering is used but, unfortunately,
this leads to a peak regrowth and the obtained signal may
exceed the desired clipping level [8]. Therefore, an iterative
process was proposed in [10], [19], [20], designed by Repeated
Clipping and Filtering (RCF), that may require a few number
of iterations that should be done in order to obtain the
desired PAPR reduction. However, this process increases the
computational complexity.

B. Selective Mapping

SLM technique [5], [7], [8] is a symbol scrambling tech-
nique based on the fact that an OFDM symbol can be
scrambled by a certain number of different sequences and,
then, the symbol with the lowest PAPR is chosen to transmit.
In more detail, the transmitter generates U phase sequences
(vectors) expressed as

PU = [p4,pts o] u=1,2,.,0, 3)

with the same length of the original OFDM symbol X, where
each element of the phase vector, p}, £ =0,1,2,....., N — 1,
is randomly selected from a finite set of phase factors, e.g.
{—1,1,—4,j}. Each of these vectors, P*, is then point-wised
multiplied by X and the resultant symbol with the lowest
PAPR, expressed as

X = [Xopt, Xap¥s s Xn1p%1] )
is chosen. To ensure that the unmodified symbol is in the set
of choices, P! is the all-one vector.

When SLM is performed, the U phase sequences are stored
at both the transmitter and the receiver. To perfectly recover
the signal at the receiver, the transmitter must send side
information to the receiver telling which phase sequence is
used. If side information is incorrectly detected, the whole
data information will be lost. Although side information is
so important, its use leads to losses in spectral and power
efficiency reducing the data transmission rate, mainly, because
it needs a strong protection [7]. However, in [21] it is proposed
a SLM technique without explicit side information.

For each OFDM symbol, it is necessary to execute U
IFFT operations and [log,U] bits must be passed as side
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information (where [y]| denotes the lowest integer greater
than y). Therefore, this technique may not be feasible, due
to its computational complexity, which increases when N is
large, and mainly, when U is increased in order to achieve a
substantial PAPR reduction.

C. Fartial Transmit Sequence

PTS technique [5]-[8] as SLM is a scrambling technique.
The difference between them is that the first only scrambles
groups of subcarriers, while the latter scrambles independently
all subcarriers [1]. Therefore, SLM produces signals that are
asymptotically independent, while signals generated by PTS
are interdependent [22]. With this property, PTS can avoid
some of the complexity of the several full IFFT operations,
which results in an advantage over SLM [5].

PTS technique partitions each OFDM symbol into V' dis-
joint subblocks with equal size as follows:

Xy = [Xo1, Xps o Xon_1] v =1,..,V, (5
and
1%
X =YX, (6)
v=1

This partition can be one of three kinds: adjacent, interleaved,
and pseudo-random. Among these, the latter has been found
the one that provides the best performance [23]. In either parti-
tion method the subcarriers in each subblock are independently
rotated by a phase factor, b”, in order to minimize the PAPR
of the combined signal. The phase factor is selected from a
finite set of phase factors, e.g. {—1,1,—7,j}, with length W.
Hence, the optimized time-domain OFDM symbol is

\%4

£=3 .

v=1

)

The PAPR reduction given by this technique depends on
the number of subblocks, V', the number of allowed phase
factors, W, and the subblock partitioning. However, the search
complexity of this technique increases with the number of
subblocks, and most importantly, it increases exponentially
with the number of phase factors. Therefore, their selection is
usually limited to a set with a finite number of elements [8].
Furthermore, this technique has the inconvenient of requiring
the transmission of side information to the receiver telling
which are the phase factors used for a correct decoding of
the transmitted symbols, which reduces spectral and power
efficiency as in the case of SLM. Thus, in PTS is required V'
IFFT operations and [log, W (V=] bits of side information
for each OFDM symbol.

D. Tone Reservation

In TR technique [7], [8], [12]-[14], some of the subcarriers,
called frees, are not used to transmit information data. Once
these subcarriers are free, they can take values that minimize
PAPR, without introducing distortion in data subcarriers since
all subcarriers are orthogonal. In some applications, there
are subcarriers with SNR too low for sending information,

therefore, they can be set as free subcarriers and used for
PAPR reduction [8].

Let C denote the frequency-domain vector that contains the
information of free subcarriers and that will be added to data
vector, X, in order to reduce the PAPR. For definition of the
TR technique, X and C lie in disjoint frequency subspaces,
resulting in the following signal

X=IFFT{X +C}. (8)

The free subcarrier values are found solving a convex
optimization problem (see Section II-E) and their locations are
established a priori between the transmitter and the receiver.

As data subcarriers don’t suffer distortion, this technique
has no BER degradation, however this performance must have
a penalty added once the free subcarriers require additional
power and reduce the spectral efficiency. This penalty is given,
in decibels, by

~ 2
|s%]
= 10logyg —5 , 9
=
2 (2
where ‘ SXH is the power of data subcarriers and HXH is
the total power of the OFDM symbol.

E. PAPR Reduction as Constrained Optimization Problem

Convex optimization has recently emerged as an efficient
tool for reducing the PAPR of OFDM signals [13], [15].
This can be explained partially by the fact that convex opti-
mization methods can efficiently compute global solutions to
large scale problems in polynomial time. Furthermore, convex
optimization approaches show advantages over the classical
RCF approach [10]; see [13], [15] for more details.

An efficient way to reduce the PAPR is by distorting the
OFDM constellation [24], [25]. The level of distortion is
measured by the EVM and should be kept at a minimum, since
a larger EVM value leads to a BER performance degradation.
A single OFDM symbol’s EVM is mathematically defined as,

Is (X=X 1
ISX][?

The PAPR can be further reduced by assigning a portion of

energy to the free subcarriers [24], [25], i.e. a TR technique

is performed. In this case, it must be taken into account the

FCPO that measures the value of free subcarriers power and
it is given by,

EVM = (10)

Iy — ) X||*
[ISX]?

The FCPO should be kept small since it measures the
fraction of power “wasted” in the free subcarriers, which are
not used to carry information. In this technique, we will focus
on minimizing EVM for given PAPR and FCPO thresholds,
ie.,

FCPO = (11)

minimize EVM
XeCN

(12)
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subject to

PAPR < g1, 13)

FCPO < g3, (14)

where g; and g9 are PAPR and FCPO thresholds, respectively.
It is straightforward to see that the optimization problem (12)-
(14) is equivalent to

minimize ||S ()NC - X) I (15)
XecCN
subject to
X7 (M; - T, )X <0, i=1,..,¢N, (16)
X" Iy —8,,)X <0, (17)
where M; = (NAf e el A, T, = g1A7A, S, = (g2+1)S

and e; represents the it column of the identity matrix I,y

[15]. The EVM optimization framework (15)—(17) results in a
nonconvex optimization problem since the matrices Iy — S,
and (M; —Ty,), for ¢ = 1,...,¢N, are indefinite; in other
words, all the constraints are nonconvex [26]. As most non-
convex problems, our problem is NP-hard and, thus, difficult
to solve [26].

Alternatively, we can introduce an optional constraint that
will keep the EVM below some preset threshold. This cor-
responds to a more challenging and realistic scenario where
PAPR, FCPO and EVM are simultaneously constrained. In
that case, the EVM optimization can be formulated as

minimize € (18)
ceR,XeCN
subject to
EVM < ¢ EVMuax, (19)
(13), (14), e<1, (20)

where EVM,,,.« 1s the maximum allowed EVM. Note that the
optimization problem (12)—(14) is different from the one in
(18)—(20), since the search space for X in the former is larger
than in the latter.

Although addressing the PAPR reduction of OFDM sym-
bols as an optimization problem is a non-practical method,
this has the advantage of providing some reference on the
achievable PAPR, when the problem is properly formulated.
Results obtained from formulation (18)—(20) will be used as
comparison reference of the CF, SLM and PTS techniques
previously described.

III. PERFORMANCE EVALUATION

In this section we perform a comparison of several PAPR
reduction techniques on a coded OFDM transmission scenario
when time-dispersive channels are considered, which to the
best of the author’s knowledge was not done before. We
considered an OFDM signal with N = 64 subcarries and
oversampling factor ¢/ = 4 under 16-QAM and 64-QAM con-
stellation using Gray mapping rule. OFDM signal pass through
different channels: AWGN and a time-dispersive channel with
32 paths. The coding scheme used was a (1664, 840) LDPC
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code (coding rate near 1/2), and the bits are interleaved inside
each codeword. At the receiver, perfect channel estimation is
assumed.

Results presented concern to the following techniques: CF,
SLM, PTS and OPT, where OPT denotes the constrained
optimized PAPR reduction technique. OPT was developed in
two different ways, with free subcarriers, i.e. TR (OPT-TR),
and without them (OPT). The analysis takes into account the
following parameters: PAPR reduction, BER and the trade-off
between them.

The CF technique was performed with 1 and 10 iterations,
with the latter being denoted from now on as RCF, and the
acronym CF referring to a single iteration. The CR was chosen
to guarantee a good performance trade-off between PAPR
reduction and BER, and was set to 1.4 and 1.7 (in linear units)
for 16-QAM and 64-QAM, respectively.

In the case of SLM technique we multiplied each OFDM
symbol by 32 different phase factor vectors with length N and
values randomly chosen from the set {—1,1,—7,j}. In PTS
technique we partitioned each OFDM symbol into 4 time-
domain sequences using adjacent partition and rotating them
by phase factors {—1,1,—7,5}.

In order to evaluate PAPR of each technique, the CCDF
curves of each one are presented in Figs. 1a and 1b. The OPT
techniques were set to achieve a PAPR of 4dB for 16-QAM
and 4.5dB for 64-QAM and they will be used as reference,
while the remaining techniques were tuned taking into account
the trade-off between PAPR reduction and BER. At a clipping
probability of 1073 all techniques perform a considerable
reduction in PAPR, however, as we will see in Figs. 3a and 3b,
this results, in most cases, in a decrease in BER performance.
Although this decrease is unbearable in OFDM uncoded as
we can see in Fig. 2a, it can be bearable, even in a dispersive
channel with multipath, if we use OFDM coded as we see in
Fig. 2b.

In fact, by analyzing Fig. 2b we can observe that all
the PAPR reduction techniques perform close enough from
the original OFDM transmission with unconstrained PAPR,
i.e. no more than 1.2dB and 2dB for 16-QAM and 64-
QAM respectively, thus with a power penalty much lower
than the corresponding power gain achieved on restricting the
PAPR. This shows that the use of an adequate coding scheme
leads a great performance improvement even in a dispersive
channel. It also shows that all techniques can have a similar
performance when coding is used.

Thus, although PAPR reduction can lead to a decrease
in BER performance which is a undesirable effect, this can
be accepted in cases where this decrease is lower than the
improvement in PAPR. Therefore, a BER curve shifted by
the required amplifier’s backoff given the PAPR level at a
certain clipping probability is more informative, showing the
trade-off between PAPR reduction and BER performance.
Figs. 3a and 3b illustrate this trade-off for a time-dispersive
channel, which is the most suitable real world situation and,
E** = E, + PAPR(dB) with PAPR level chose to a
clipping probability of 10~3 (see Figs. 1a and 1b).
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Analyzing Figs. 3a and 3b we can observe that techniques

with higher complexity based on constrained optimization
have the best results. However, in opposite direction, RCF
technique has also good performance too with a very low com-

plexity. Considering that we want to perform PAPR reduction

in real-time, RCF with coded OFDM and the right parameters

can have considerable good results even in a dispersive channel
and, as so, it is a good candidate technique. The use in real-
time applications rises another question for RCF, the latency

QAM modulation.

(b) 64-QAM

16
peak
EP*™IN, [dB]

Fig. 3: BER results shifted by amplifier’s backoff for coded OFDM over a time-dispersive channel using several PAPR reduction

of doing such iterative method. For this reason CF had been
tested too and the results are very satisfactory mainly in 64-

IV. CONCLUSION

In this paper, we go further than previous studies in PAPR
reduction techniques and compare them for Quadrature Ampli-
tude Modulation (QAM) constellations under a typical coded

OFDM scenario with time-dispersive channels and not only
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for an ideal AWGN channel. Our performance results show
that when OFDM is performed with an appropriate coding
scheme, the most suitable technique for PAPR reduction,
considering the implementation complexity, the response in a
real-time situation and the trade-off between PAPR reduction
and BER degradation, is clipping and filtering, with only 1
to 2.5 dB from the reference, even for relatively large QAM
constellations.

Therefore, this work opens a subject in the study of PAPR
reduction techniques. Once that is shown that CF is a good
choice for PAPR reduction, it should be further studied in
the future. To improve the performance of CF, coding and
equalization schemes to tackle the distortion of clipping, and
not only the channel effects, must be studied. If the effect of
distortion of clipping can be reduced in the received signal, a
better BER performance could be achieved and CF could have
a trade-off between PAPR reduction and BER degradation
even closer to the other techniques presented here. Also, the
number the iterations of RCF may be studied in order to find
an optimum value.
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Abstract

We describe in this paper how to use open-source speech
recognition technologies to design and implement an An-
droid application that helps students with physical disabil-
ities write programs in classrooms. Google Voice Recog-
nition (GVR)[13], which is a free and open Android tool,
is utilized to convert the speech of a user to text. To fully
utilize GVR, the Android phone has to be connected to the
Internet.

In a typical setup, a handicapped student sits in front
of a workstation with a large computer screen like the one
shown in Figure 6. The student speaks to an Android phone,
which converts speech to text using GVR. The text is then
sent to the workstation through Wi-Fi for parsing and anal-
ysis. The processed text, which is a code segment of a pro-
gram, is displayed on the workstation screen. Since the An-
droid main activity thread cannot handle too many activi-
ties, we save the text of the speech in a buffer and use an-
other thread, named communication thread, to send it to the
workstation using the standard socket API. The producer-
consumer paradigm is employed to synchronize the genera-
tion of text data by the main activity thread and the sending
of the data by the communication thread[ 15, 18, 21].

The server program that runs on the workstation is writ-
ten in C/C++. The main thread listens at a port. When it
detects data, it creates two threads to handle the data. One
thread created reads in the data, parses them into words,
and puts the words in a circular queue. The other thread,
named processing thread, simultaneously retrieves words

Ronald Yu

Department of Computer Science
University of Southern California,
Los Angeles

ronaldyu@usc.edu

from the queue, processes them to generate a code segment,
saves the code in a file and displays it on the screen. A
condition variable[7, 12] is used to synchronize the tasks
between these two threads.

The keywords and symbols of the programming language
that the student is using, which are saved in a file are loaded
into a table. The processing thread uses a hashing and map-
ping scheme to obtain the proper keywords and symbols
from the table; as humans often speak with inconsistency,
several different words may map to the same keyword. For
example, when one tries to say the word import, they may
say it slightly different from the standard pronunciation and
the recognizer generates the word important. The scheme
will map important to the same location as import to re-
trieve the correct keyword.

1. Introduction

In recent years the number of mobile applications has
been growing with tremendous speed. Mobile devices have
become ubiquitous and in the last few years, Android, an
open-source software stack for running mobile devices, has
become the dominant platform of many mobile devices such
as tablets and smart phones[8].

Open-source software has been playing a critical role in
recent technology developments. A lot of breakthroughs in
technology applications such as Watson’s Jeopardy win[4]
and the phenomenal 3D movie Avatar[3] are based on open-
source software. It is a significant task to explore the usage
of available open-source or free tools to develop software
applications for research or for commercial use[22]. We re-
port in this paper the design and development of an Android
application, based on free or open-source tools, which helps
physically handicapped students write programs.

In a large university such as California State University
at San Bernardino (CSUSB), which has more than 30,000
students, there is always a small but significant fraction of
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students who have certain physical disabilities that make
typing difficult for them. When these students take a pro-
gramming course, they require special services from the in-
stitution, as they may write or type too slowly to follow
the pace of the lecture. Very often, the institution offers
an assistant to help a handicapped student in class, typing
code segments in a workstation for the student and execut-
ing them to see how the code works. These students have to
overcome tremendous physical and mental barriers to fin-
ish a degree in science or engineering that often require
some programming classes. This has been the situation in
CSUSB for many years. The Android mobile application
presented here would alleviate the disadvantages of these
students by providing tools that allow them to write pro-
grams in a workstation effectively with very little or no typ-
ing. Using this application, a student sits in front of a work-
station with large screen display and speaks to an Android
phone to dictate a program, which is displayed on the work-
station’s monitor. (A mobile phone’s display is too small for
any beginning student to learn programming on it.)

The application consists of two components: a client and
a server. The client runs in an Android device, which con-
nects to the Internet via Wi-Fi. It accepts speech from the
student and converts it to text using Google Voice Recog-
nition (GVR)[13], a free tool with open APIL. The text is
sent to the server, which runs in a workstation using the
free open-source Linux operating system and is provided to
students to write programs in a classroom.

The server is written in C/C++. It reads in the incoming
text, and makes analysis of it to form a syntactically cor-
rect program segment of a specified programming language
such as Java. It then displays the code segment on the screen
and saves it to a file.

In rare cases, when a workstation is not available, the text
is processed by another Java server program residing in the
Android device. The Java server program uses a different
technique to map ambiguous speech text to more specific
keywords or symbols from a pre-constructed file; it saves
the code segment in a file. In this paper, we mainly describe
the normal operation of the application, which displays pro-
grams on a workstation screen.

Speech recognition (SR) by machine, which translates
spoken words into text has been a goal of research for more
than six decades. It is also known as automatic speech
recognition (ASR), computer speech recognition, or simply
speech to text (STT). The research in speech recognition
by machine involves a lot of disciplines, including signal
processing, acoustics, pattern recognition, communication
and information theory, linguistics, physiology, com-
puter science and psychology. Figure 1 shows a general
block diagram of a task-oriented speech recognition system.
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Figure 1 A Typical Speech Recognition System

Nowadays, speech recognition (SR) mobile products are
ubiquitous. There are many third party SR apps that sup-
port Android. We have chosen Google Voice Recognition
(GVR)[13], which is preinstalled in many Android devices,
as our recognition engine. GVR makes use of neural net-
work algorithms to convert human audio speech to text and
works for a number of major languages but we use English
as our example in our description.

A neural network consists of many processors working
in parallel, mimicking a virtual brain. The usage of parallel
processors allows for more computing power and better op-
eration in real-time, but what truly makes a neural network
distinct is its ability to adapt and learn based on previous
data. A neural network does not use one specific algorithm
to achieve its task; instead it learns by the example of other
data. Though GVR may work in some Android phones of-
fline, it normally accesses through Internet its large database
for voice recognition attempted by previous users. It also
looks at previous Google search queries so that the voice
recognition engine can guess which phrases are more com-
monly used than others. This way, even if the user does not
speak a certain word clearly, GVR can use the context of the
rest of the spoken phrase or sentence to extrapolate what the
user is most likely trying to say.

In general, a neural network can learn from two ma-
jor categories of learning methods—supervised or self-
organized. In supervised training, an external teacher pro-
vides labeled data and the desired output. Meanwhile, self-
organization network takes unlabeled data and finds groups
and patterns in the data by itself. GVR learns from its own
database through the self-organization method.

2. Android Threads Synchronization

The Android client involves a few tasks, including inter-
facing to the user, accepting text from the GVR engine, and
communicating with the server. The GVR itself also has to
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connect to the Internet through Wi-Fi to interact with the
Google cloud database. The execution time for each task
is never a constant. In particular, the bandwidth of a Wi-
Fi communication can fluctuate widely, depending on the
traffic of the environment. So in the application, we use
two threads to handle the tasks independently so that they
won’t interfere with each other. The main activity thread
interacts with the user and calls the GVR engine to convert
any spoken words to text and saves it as strings in a shared
queue. The other thread, the communication thread, reads
the strings from the queue and sends it to the server, which
resides in a workstation. This is shown in the block diagram
of Figure 2.

Google
Cloud

$’Vi—Fi
Main Shared

GVR Activi
| T Tm |Buffer

Spokeg
Words

1] ]
head‘

Text to Server

) . Communication
via Wi-Fi—

Thread

Figure 2 Android Client

To ensure that the two threads will not interfere with
each other’s task, we employ the producer-consumer
paradigm[15, 18], a well-studied synchronization problem
in Computer Science, to synchronize the tasks between
them. A classical producer-consumer problem has two
threads (one called the producer, the other the consumer)
sharing a common bounded buffer. The producer inserts
data into the buffer, and the consumer takes the data out. In
our case, the buffer is a queue where strings are entered at
the tail and are read at the head. Physically, the queue is a
circular queue. Logically, one can imagine it to be a linear
infinite queue[21]. The head and tail pointers are always
advancing (incrementing) to the right. (To access a buffer
location, the pointer is always taken the mod of the phys-
ical queue length, e.g tail % queue_length.) If the head
pointer catches up with the tail pointer (i.e. head = tail),
the queue is empty, and the consumer must wait. If the dif-
ference between the head and the tail is equal to the length
of the buffer, the queue is full, and the producer must wait.
In the application, the main activity thread is the producer
and the communication thread is the consumer. In this way,
the main thread can interact with the GVR engine and the
user while the communication thread is sending data at the

Speak now

Figure 3 Ul of GVR

e

i® SttDemo

Click Speech Button, then start speaking

Speech Button
Java
Chava
tava
cava
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Figure 4 Android Client Interface

background.

A user pushes an image button presented by the client
program to start GVR. The user then speaks to the phone,
which is presenting the GVR interface as shown in Figure
3. When a user speaks a sentence or a word with ambiguity,
GVR may suggest up to 5 choices. Based on our experi-
ence, the first suggested one is most likely the one we want.
For simplicity, the application just sends the first choice,
and discards the rest. If necessary, the user can issue a dis-
card command to the server (see description below), which
discards the previous sentence, and the user can repeat the
speech. Figure 4 shows the Android interface of the ap-
plication and the five words, Java, Chava, tava, cava, and
kava, suggested by GVR when one of the authors spoke the
word ‘java’.
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3. The Workstation Server Threads

The text converted from speech by the Android client is
sent to a server program running in a workstation placed
in front of the student. The server is a multi-threaded pro-
gram implemented in C/C++. Instead of using the POSIX
threads, we have used the open-source cross-platform SDL
threads[ 1 4], well-known by its robust characteristics, in our
implementation. The SDL threads are significantly simpler
than the POSIX threads but have enough features that sat-
isfy all the requirements of our application. The C/C++
standard template library (STL) is used to facilitate the im-
plementation.

We use the socket API function read() to read in the
data as a stream of bytes from the network. The function
read() is a blocking command, inhibiting the thread to pro-
ceed while it is waiting for data to come. Therefore, we
create two threads to read and process the data. One thread,
the reading thread, reads in the text using read(), obtains
a word, puts it in a string buffer, which is a STL deque
(double-sided queue), and continues to read in more text.
The other thread, the processing thread, retrieves a word
from the buffer and processes it. The two threads work in-
dependently and will not interfere with each other’s activi-
ties.

The synchronization between them is done using a con-
dition variable[12], which can help solve problems that
could be complicated to solve using semaphores[7]. Sup-
ported by both POSIX and SDL, a condition variable is a
queue of threads (or processes) waiting for some sort of no-
tifications. A condition variable queue can only be accessed
with two methods associated with its queue, typically called
wait and signal. Threads wait for a guard [9] statement to
become true to enter the queue and threads that change the
guard from false to true could wake up the waiting threads.
In practice, it always works with a mutual exclusion vari-
able. The following code segment shows how such a vari-
able is utilized to synchronize between the reading thread
and the processing thread with some minor details omit-
ted. In the code, the variable mutex, representing mutual
exclusion, is a binary semaphore for locking and unlocking
a code section, and the variable strQueue is the the condi-
tion variable; the routine read_data() reads a word, puts it
in the character array a, and returns the number of charac-
ters read.

#include <SDL/SDL_thread.h>
#include <deque>
deque<string> strArray;//string buffer
SDL_mutex s*mutex;
SDL_cond +*strQueue;
Reading_thread:
char a[200];

Int'l Conf. Wireless Networks | ICWN'15 |

while ( read_data( a )
string s ( a );
SDL_LockMutex ( mutex );
strArray.push_back ( s );
SDL_CondSignal ( strQueue );
SDL_UnlockMutex ( mutex );

>0 ) |

Processing_thread:
SDL_LockMutex ( mutex );
while((size = strArray.size()) == 0)

SDL_CondWait ( strQueue, )
string s = strArray.front();
strArray.pop_front ();
SDL_UnlockMutex ( mutex );

Note that in this example, the accessing of the string buffer
strArray is guarded by the statement

strArray.size() ==

The command SDL_CondWait() sends the thread to sleep
and releases the lock mutex. When it is awaken by the other
thread, it will try to acquire the lock mutex again.

This code is significantly simpler than the circular buffer
technique we used in the previous section of the Android
client. The main disadvantage of this method is that it
only allows one thread to access the string buffer at one
time while the circular buffer allows both the producer and
the consumer threads to access the buffer simultaneously
as long as the head and tail do not point to the same slot.
Since the server program is written in C/C++ and runs in
a workstation, which has much more computing power and
resource than that of a mobile phone, the technique could
read and process data seamlessly and would not cause jit-
ters in presenting the data.

4. Searching by Hashing

We use a hashing scheme to lookup keywords and com-
mands in our applications. Hashing is a very fast searching
method, with time complexity O(1). Its main disadvantage
is that a table with preset size is needed to store the keys
and associated data. The required table could be huge if
the key space is large. However, the number of keywords
in common computer languages such as Java and C/C++
is relatively very small as compared to a natural language.
Therefore, in our application, hashing is an ideal candidate
for looking up keywords or commands.

In our scheme, we save all the possible speech text for
the keywords, which include the language keywords, sym-
bols, and any made-up sentences, and load them into a table.
Figure 5 shows a sample segment of this table. The first col-
umn shows the indices that the corresponding speech words



Int'l Conf. Wireless Networks | ICWN'15 |

will map to; the second column shows the number of words
that will map to the index and the third column is the key-
words that will be retrieved.

Idx | Count | Keyword | Speech text

1 4 import import Import important
impact

2 6 java java Java Chava
tava cava kava

3 4 public public Public puppet
poppet

4 5 b b B bee Bee be

5 4 dot Dot thot doct

6 7 = equal Equal eco Eco
eagle Eagle Ecol

Figure 5 Hashing Table (Idx=Index)

For example, when the application receives any of the
words, equal, Equal, eco, Eco, eagle, Eagle, or Ecol, the
symbol “=" is retrieved. We also need another similar ta-
ble that stores some commands we manually created. For
example, we make the word variable a command. If users
want to create in the program a variable called beeb, they
have to first say variable, and then spell out ‘b’, ‘e’, ‘e’,
’b’. The command upper capitalizes a word or a number
of words. In the program, each command is handled dif-
ferently so that the application knows how to process each
command accordingly.

Normally, when the application receives a word, it first
searches the command table. If the app cannot find the
word, it is not a command. The app then searches the key-
word table. If it still cannot find the word, the speaker has
to say the word again. In the worst situation, the user can
always use the command variable to create a keyword by
spelling its letters out. One can also use certain commands
to discard the previous word or line.

A keyword shown in the third column of the table does
not need to be a real keyword or symbol of the computer
language. It can be any text that would help the user in the
development process. For example, it could be a statement
like,

public static void main(String[] args)
{
}

When a user says “main” or “Main”, the whole statement is
retrieved. Similarly, the set of keywords can contain some
other commonly used statements such as “for (inti=0;1 <
N;i++) ” or “System.out.printf(”. When saving such a key-
word (which contains white spaces) in a file, one may use a
special symbol like the ‘@’ character as a marker, to mark
the beginning and the end of the keyword, and removes the
markers when loading the keyword into a table. Alterna-
tively, one may handle keywords with multiple spaces sep-

arately, saving them in a separate file and in a different for-
mat.

The hashing scheme handles these cases just in the same
way it handles a simple short keyword. In fact, the set of
keywords can be tailored for any particular programming
class. For example, the instructor can provide some pro-
gramming templates to students as part of the keywords. A
student retrieves the templates by speaking one word to the
phone.

The following code, which has omitted some minor de-
tails, shows how this hashing scheme can be implemented
using C/C++, assuming that the file pointer fpi points to the
text file that contains the data in the format shown in Figure
5.

#include <ext/hash_map>
using namespace ___gnu_CXX;
const int MaxSize = 1024;
string keyWords[MaxSize];
hash_map<int, int>Map;
hash<const char =*=>H;
int k = 1, n;
char buf[100];
int count;
//build the mapping table
while ( true ) {
if (fscanf (fpi,"%d %s",
&count, buf)==EOF) break;
keyWords[k] = string ( buf );
for ( int i = 0; 1 < count; i++ ) {
fscanf ( fpi, "%s", buf );
n =H ( buf ); //hash a word
Map[n] = k; //map to index,
// starting from 1
}
k++;

}

In the code, the hash function H hashes a string (an array
of characters) to an integer. The hash map, Map maps the
integer to an index of the keyword table, starting from the
value 1. If an integer 7 has not been mapped to an integer,
the value Map[:] is 0. From the code we see that all the
words in the same row will map to the same index k and the
corresponding keyword is given by keyWords[k]. We have
to use namespace __gnu_cxx because the standard C/C++
libraries have not implemented this hashing scheme. It is
supported by the external open-source GNU libraries.

Note that by using this hashing scheme, one can easily
modify the hashing table of Figure 5, which is saved in a
file, to allow the user to speak in another language other
than English. As long as the speech text points to the correct
keyword, it always produces the same final program.
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5. Results and Discussions

Figure 6 shows a typical classroom for a programming
class at CSUSB. Linux workstations with large screen and
Internet connection are provided to students to write pro-
grams in a class session. As shown at the lower left cor-
ner of the figure, the mobile phone lying on the table is an
Android phone, which is provided to students who need it
to write programs. However, it has a relatively very small
screen, inappropriate for direct program development. The
student must make use of the Linux workstation to help him
or her to do the tasks.

The room would become too noisy if all students used
speech to write their programs. However, if only one or
two students who are physically handicapped use speech
to write their programs, the environment works well. We
have carried out experiments on this situation and found that
other students are not bothered by the speech input. More-
over, the lecturer is too far from the cell phone and won’t
interfere with the student’s speech input to his or her mo-
bile phone.

In conclusion, we have developed an Android applica-
tion, using open source or free tools, that assists students
who are physically handicapped to write programs in a pro-
gramming class. The producer-consumer paradigm is used
to synchronize tasks in the client, which runs in an An-
droid phone. On the other hand, a condition variable is used

Figure 6 A Classroom for Programming Courses
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Abstract— In this research, we aim to evaluate the performance
and stability of a jointed MIMO (Multi Input and Multi Output)
plant and wireless communication system. In order to realize a
distant control wireless communication can be applied to control
system. The advantage of Wireless Tele-Control system is to
minimize the weight of control object and can also be applied on
unmanned vehicle system. However, In Wireless communication
system channels are occurred due to utilization of wireless
networks that can cause multipath channel. A multipath channel
consists of accumulated delayed and attenuated reference signal.
In wireless Tele-Control system, output signal are fed back to the
controller in order to stabilize the closed-loop or compensate the
performances. Due to this matter we have two multipath
channels in the closed-loop system. One is feedforward channel
and the other is feedback channel. Because of existence of
multipath channel, control input and feedback signal are
affected by multipath channels. As a result undesired signal are
observed due to existence of multipath channel and may cause
the closed-loop instability or performance degradation. General
Speaking, design of controller with multipath channel becomes
stiff problem to satisfy the stability of the closed-loop. Thus, in
order to simplify the design of controller, we have jointed
equalizers in the control loop. Meanwhile the effects of channels
are reduced by equalizer which is consisted of FIR (Finite
Impulse Response) filter. The stability and performance of the
closed-loop system can be evaluated by step response. The plant
is set to be a drone that aims to control the attitude. In
conclusion we discussed about the performance and stability of
Wireless Tele-Control system in frequency domain. Eventually
we could confirm the simplification of controller design for
MIMO and Wireless Tele-Control System.

Keywords: Wireless Tele-Control System, Multipath Channel,
Equalization, MIMO system, Unmanned Aerial Vehicles

1 Introduction

The utilization of Wireless Tele-Control system is one of the
significant issues in the servo systems. Especially, when
system requires control in distant. The advantage of Wireless
Tele-Control system is that maintenance and management of
controller can be done easily since controller is located in
observation center and plant may be located in distant. One
more thing is that by Wireless Tele-Control system since
controller is not loaded on plant, it could be considered as
reduction of load in plant and makes system performance
enhanced. Let us clarify the Wireless Tele-Control system.
Basically, in Wireless Tele-Control system they are always
two channels. One is the feedforward channel to send the
optimal or compensated input to the control plant and the
other one is the feedback channel since output signal should
be sent to the controller side in order to calculate the error and
to minimize it or stabilize the closed-loop. So, these channels
are disadvantages of utilization of Wireless Tele-Control
system. First of all due to the usage of communication system
in the closed-loop system we would have some impairment
such as phase noise, Doppler effects, frequency offset, delays
and attenuations. The mentioned impairment can be solved by
implanting the system that has high function capabilities.
Therefore, phase noise, Doppler effects, frequency offset can
be repaired by installing the advanced function capability.
However, the received signal should be equalized to get the
original information from sender. Therefore, in order to get
the exact data from sender it is required to equalize the
received signal. The received signal may be distracted by the
multipath  channel. Multipath channel effect occurs
concerning the circumstances of the environment of control
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plant. In other words, multipath channel is inclusion of
accumulated delayed and attenuated direct path signal. Even
though sender has sent the original signal but interfered signal
will be received in receiver side. Thus, equalization of signal
is required in receiver side. For equalization, first we have to
compose the replica of the unknown channel. The
composition of the replica of the unknown channel can be
done by FIR adaptive filter. However, the composition of the
replica channel is not sufficient. In order to get reference
signal it is required to realize the inverse transfer function of
replica Channel. Therefore, the inverse channel is realized
after the receiving the distracted signal. This has role of
equalizing the received signal. These processes should be
implemented in two different stages. One is the feedforward
side of the receiver and the other one is the feedback part of
the receiver since we have round trip multipath channel in the
closed-loop system. After realizing the equalizer,
implementation can be done in the closed-loop system.
Furthermore, controller can be designed according to plant
without considering multipath channel. After designing a
controller equalizers and controller are jointed in cascade.
Thus, controller and equalizers are jointed in the closed loop
system. In Next chapter we will introduce unmanned aerial
vehicles and controller design of it.

2 Design of Feedback Controller for Unmanned
Aerial Vehicles

In this chapter we introduce briefly design of an unstable
system in order to stabilize the closed loop system. The plant
is set to be unmanned aerial vehicles. First of all let us
introduce unmanned aerial vehicles briefly.

The applications of unmanned aerial vehicles have been
extended in both military and civilian fields around the world
in the recent years. Unmanned aerial vehicles are used in all
military ranging from investigation, monitoring, intelligence
gathering, battlefield, distant investigation and several other
aims. As well Civilian applications include remote sensing,
transport, exploration, and scientific research. Because of vast
application unmanned aerial vehicles is expected to be in
vogue. Therefore, in the view of reliability of stabilization and
performance, even in drastically changing environment such
as strong storm unmanned aerial vehicles should be operated
to do its duty. Therefore, controller required to be installed in
the closed loop system. However, as we have mentioned the
mass of unmanned aerial vehicles is not recommended to be
increased as a stability and performance point of view since it
may cause instability and performance degradation. Thus
Wireless Tele-Control system is proposed. Following shows
how to stabilize a plant.

First of all let us consider a plant which is that G = Lz for a

S
>0 . A basic PID (proportion integral and derivative) feedback
controller can be considered as
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K=1§u[l+l+ Tss J (1

Ts as+1

that set (K,, T;, T,, a) are tuned to make the closed loop
system internally stable.

Here, K, is proportional gain, 7; is integral gain, 7, is
derivative gain and « is derivative approximated gain. The
following conditions should be satisfied to maintain internal
stability and performance enhancement of the closed loop
system.

(1)- If and only if the real part of solutions of characteristic
equation are less than zero.

Characteristic equation becomes as follows:

a a a al

K
sely +KP(1+Q]S2 +Kp[l+le+—‘”=0
T; ;
If the above equation’s pole is set of number such as
M= (p;,Vi=1234|p; eC) )

Stability condition is Re (IT) < 0.

(2)- Frequency response of Sensitivity function S(jw) should
contain the following specification.

wy, : Band width frequency
Forow <w, |S(w)| <<0 [dB]
Forow>w, |S(w)| = 0[dB]

The above condition described that when for sensitivity in the
low frequencies it has small gain most of interferences and
disturbances with direct current component charactresitc that
can affect as external disturbances are not influenced the
closed loop system. For high frequency domain it is desirable
to maintain O [dB] to reduce the tracking error.

(3)- Frequency response of Complementary sensitivity
function 7(jw) should contain following specification.
Forow<w, |T({w)| =0/[dB]

Forow>w, |T({jow)|<<0[dB]
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The above condition described that when for Complementary
sensitivity in the low frequencies it nearly equal to 0 [dB] that
means for reference signal that contains direct current
componenet, it becomes almost same in the output of plant
that is desiable. For high frequencies, it is desirable drop to
small gain since can reduce the affect of feedback noise and
plant uncertainty.

(4)- Frequency response of open loop function G(jw)K(jw)
should contain following specification.

w,: Cross frequency

Forow<w. |GlwK({w) |>>0[dB]
Forow>ow. |Glw)K(w)|<<0[dB]

The above condition describes that when open loop in low
frequency domain contain large gain, it can enhance the
performances and when it is in high ferqnecies gain should be
small values to reduce the effect of uncertainty in plant and
external disturbances.

DESIRED LOOPSHAPE

‘6(CLOSEDLOOP)

0db

ROBUSTNESS
BOUND

1 VAR
G(SENSITIVITY) AR
6(0PENLOOP)

I
DESIRED CROSSOVER w,,
Fig.1 Singular value specifications on open loop, sensitivity, and closed loop

Here is an example of the described conditions.

1
plant: G(s) = —213X3
s

1 T,
Controller K = Kp| 1+ — as 13,3
Ts as+1

Open Loop:G,(s)=G(s)K(s)
Sensitivity : S(s) = (I +G, (s))fl

Complementary Sensitivity : T(s) = G, (s)(l +G, (s))f1
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Fig.3 Specification of desired step response

As there are shown in the above figures, Fig.2 shows the
desired frequency response of sensitivity, complementary
sensitivity function and open loop, respectively. It is obvious
that when frequency increase open loop and complementary
sensitivity function overlapping each other. This matter can
be confirmed mathematically.

As it shown on above equation, open loop has significant
influence on the closed loop stability and performances.
Therefore, controller design should be done by acquiring the
plant characteristic and frequency response. However, in
actual and practical cases, there would be parameters
perturbation in plant and uncertainty always presents. Thus, a
control scheme should overcome the uncertainty problem
when design a controller. Next chapter joint system of
feedforward and feedback control is introduced
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3 Wireless Tele-Control System

So far we have discussed about the stability condition and
performances of the closed loop system for ordinary
case(without Channel). Here, let us define Wireless
Tele-Control System as follows. Following figure shows the
structure of Tele-Control system.

r e u Up y
K » H M P >
Controfler Feedforward Channel Plant
’
Yy
H
Feedback Channel

Fig. 4 Tele-Control System

Here H is Multipath channel and u,, y, are received input and
received output signal, respectively. Through Fig.4, we can
get the closed-loop system’s transfer function according to
following equations.

y=PHKe (3)
e=r— Hyr 4)

Afterward we get the transfer function between r and y
which is complementary sensitivity transfer function as
follows.

y=A, PHKr (5)

Where, AH = (1 + HPHK )_1 stands for sensitivity

transfer function which is from r to e.

As we can see in sensitivity function of the closed-loop
system, it has been involved with Channel’s square.
The stability condition of closed-loop system is

5[(1 +H(jo)P(jo)H(jo)K(j)) ' P(jo)H(jo)K(jo)

<1 Vo.

Which 5() indicate the maximum singular values.

However, due to existence of channels, it is stiff problem to
satisfy the above condition. Therefore, our proposed method
is to reduce the effect of the channel in the sensitivity

function. The proposed method has shown in following Fig.
5.
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Fig. 5 Configuration of the proposed method
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Here, y,, u, and A 'stand for the equalized input signal,

equalized output signal and Equalizer, respectively. # it
self is the replica channel of H that is estimated with
adaptive filter. However, before getting starting the
proposed method let us see how we can design a controller
for Tele-control system without considering channel
equalizer. For fig.5, we can design a controller according to
the plant only and neglect channels.

Assuming H=I Then our complementary sensitivity function
becomes

T(s)=(1+P(s)K(s))  P(s)K(s)
and the necessity of stabilizing a MIMO system is that if and
only if the complementary sensitivity function’s maximum
singular values is satisfying the equation (8).

For s=jo

6[<1+P(jw)K(jw))‘lPUa))K(jco)j<1 ®)

3 Reduction of Multipath Channel Effects in the
Closed-loop System

As we have discussed previously, existence of the
multipath channel make the systemunstable and it is very
hard to determine the PID parameter that satisfies the small
gain theorem which has been mentioned in Equation (7).
Therefore, somehow the multipath channel should be
eliminated in order to get rid of the instability. Thus,
equalizer is required in the receiver side of the plant for the
feedforward multipath channel and another equalizer is
required in the controller side for feedback multipath
channel. By implementation of the equalizer we can reduce
the effect of the multipath channel. However, before
equalizing the received signal estimation of multipath
channel is required. Estimation of multipath channel can be
done by adaptive filter. After reconstructing the replica of
multipath channel, inversion of the replica channel should
be implemented in cascade to vanish the multipath channel.
In following figure the process of the proposed system is
indicated in detail.

EQUALIZER

ok P on I

Muttipath Channel

y

v

Controller Plant

Chyinel Estimator

Gain1
Channel Estimat

]

N Gain

yr
_ < H
ye p

Muttipath Channel1

EQUALIZER
Fig. 6. Configuration of the proposed method in detail
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e=r—Hﬁ_1ye (10)

Afterward, we have as follows.

-1
y= (1 + PK(HH‘I)Z) PHH™'Kr (11)

R 1
That (l + PK (HH 1)2) is the sensitivity function of
the proposed method.

If and only if A =H, then we obtain the conventional

feedback control system. In other words H'H=1I that

A

H™" is an unitary matrix. However, the result of

multiplication of H ' H is rarely becomes identity matrix
since replica channel cannot realize the exact characteristic
of multipath channel. Nevertheless, we can reduce the
effect of multipath channel in the sensitivity function and
in the open loop.

4 Multipath Channels

Basically, multipath channel is consequences of the
reflected desired signal or in other words accumulation of
several attenuated and delayed reference signal. Especially,
this phenomenon would be occurred easily and frequently
in metropolitan ambit which comprised of high density of
building and so. Also, it would occur in mountainous area
as well. Following shows the signal composition in time
domain of reflected signal which comprise of multipath

channel.
o
. )
D2l g
LI Lo LS L4

Time

Fig. 7. Signal compositions in time domain

The mathematical model for a multipath channel A can be
expressed as follows.

h() =" 0;8(1-7) (12)

Where, o and t stands forattenuation andtime delay factor
of multipath channel, respectively. As it is clear in equation
(11), we need to estimate the multipath channel in order to
get rid of instability in the closed-loop system. Therefore,
for estimation of multipath channel FIR (finite impulse
response) adaptive filter is utilized. The tap number of FIR
adaptive filter concerns the length of multipath channel.
Hence, the length of filter should exceed the length of
multipath channel. Otherwise reconstruction of replica
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multipath channel becomes hard. In next chapter several
adaptive filter algorithms are introduced.

6 Adaptive Filters

An adaptive algorithm [6-7]is a set of recursive equations
used to adjust the weight vector of replica multipath
channel H automatically to minimize the effect of
multipath channel in sensitivity function. Such that the
weight vector converges iteratively to the optimum
solution that corresponds to the bottom of the performance
surface, i.e. the minimum of MSE (Mean Square Error).
The Least- Mean- Square (LMS) algorithm is the most
widley used among various adaptive algorithm because of
its using the negative gradient of the instantaneous squared
error. In general expression for H that intent to adapt
itself to H. The derivation of updated weight vector of
LMS algorithm can be shown as follows. Here the
adaptation done in time domain so we consider the A(n) as

the imverse Laplace trasfer of H(s). As well for h(n) is
the inverse Laplace transfer of H (s). For feedforward
equalizer let us define the error signal in the adaptive filter
6_‘}"(1’1).

e () = h(n)*u(n) — h(n) * uy(n) (13)

According to stochastic gradient algorithm, we would have
as follows. Here n and i are iteration and filter’s tap
number, respectively.

iy (1) =y () weff ()

662 (n)

=h;(n+1)=hi(n) - u

Calculation of gradient of square error is given by below.

2. 0 7 T T
Vef(n)—aﬁ(n)(h(n) h(n))(h(n)=h(n))" * (u(n)xu" (n))

= S =K ) )y )

IV X
= o h(n)xh™ (n)—2

0
Oh(n)

= (0= 2h(n) + 2h(m)*(u (w1’ (n)

T J 7 T
h(n)xh (n)+6ft(n)h(n)><h (n)

= ~2(h(m) = h(n) *u(m)<u” (n)

=-2¢ (n)u eT (n)
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Eventually, we obtain the following equation.
hl-(n+1):hl-(n)—ZMef(n)u(n—i) (14)

where p is the step size or convergence factor that
determines the stability and the convergence rate ofthe
algorithm.

In the case of Normalized LMS, the LMS algorithm
normalizes the step size with respect to the input signal
power.

2ue ~(n)u(n—ri)
e (15)
NG%

hi(n+1) = hy(n)—

1 N-1

- 20,

Where, o, = v Z():u (n—1i)
i

N is tap number of adaptive filter.

Step size is now bounded in the range of 0 to 2. It makes
the convergence rate independent of signal powerd by
normalizing the input vector with the energy of the input
signal in the adaptive filter.

7  Simulation and Results

In order to evaluate the perforamnce and stability of the
proposed method, we have simulated for a system that it
requried wirelss Tele-Control system. The plant is chosen
to be a Drone. Here, we are going to stablize the attitude of
Drone by a conventional PID contoller and reduce theeffect
of multiplath channel by equlizer. Attidude control consist
of roll, pitch and yaw. The plant is MIMO 6 dimentional
plant matrix with 3 inputs and outputs. As we disscused,
in the case of Wirless Tele-Control System we have
multipath channel certainly. In this situation we can
consider that in the closed-loop system we would have two
idenditical multipath channel, one for feedforward and the
other for the feedback. In the result, in order to see the
charachtresitc and influences in control system we show
the singular values of open loop and the closed-loop
system without equalizer. Thereafter, we simulate the step
response of the closed-loop system with equzlier to
confirm the stability and feasibility of equalizer which is
implemented in closed-loopsystem. Following shows the
Conditions of Simulation.

Pitch (6)

Fig.8 Attitude control of Drone
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* Doyle Expression of the simplified atitude dynamics of
Drone:

Ts)
P(s)=

C|D

01000 0] 0 0 0 ]
00000 051282 0 0
000100 0 0 0
000000 0 74074 0
=100 000 1| 0 0 0
0000 00| 0 0 74074
1 000O0O0| 0 0 0
001000 0 0 0
00001 0] 0 0 0 |

where A, B, C and D are plant, input , output and  direct
matrices , respectivley .

+ Controller of attitude:

0.01 2s
Y 13><3
K 0.0ls +1

* Channel Specification (with 10 taps M=10) :

M
H(s)= Z ot,»e_SL"
i=1

Feedforward channel and feedback channel are assumed to

be identical.

Where, attenuated and time delay factor are indicated

below.
0l
o; =randi)e M

>

L = 0.5i x sort(‘mnd(i)‘)

That rand(.) is uniformly distributed random numbers.
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Results
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Fig.9 SVD of open loop without equalizer
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Fig. 10 SVD of closed loop without equalizer
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Fig. 11 Step response of closed-loop with equalizer

Fig. 9 shows the singular values of open loop that contains
multipath channel without equalizer. As it is clear singular
values in haigh frequencies, it flucuates frequently.
Therefore, these kinds of charactrestic for open loop is not
desired since it may casuse the intability of the closed-loop
system. In Fig.10 we can see the singular values of the
closed- loop system without equalizer. In this figure as well
as Fig.9 in the high frequencies singular values fluctuates
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and in low frequencies it contain high gain that is not
satisfying the stability condition. Thus, it would become
unstable and sensitive to disturbances. As it is shown in
Fig.11 eventhough roll and pitch angle have 50%
overshoot, the step response of the closed-loop with
equailzer is stable. Thus we could confirm the stablity of
closed loop system even multipath channel exist in system.
However, in this study we were not able to analyze the
singular values of the closed loop and open loop with
equilizer since equalizer is a time variant system
Therefore as a future work we are going to obtain the
singular values with equalizer. In addtion, in this paper
singular values of open loop and the closed-loop with
equalizer could not be obtained due to equalizer. Since
equalizer is a variant system singular values cant not be
determined. Therefore, we also going obtain the singular
values and even stability margin of system with equalizer
in order to anaylize in frequency domain.

8 Conclusion

In this paper we implemented equalizer in Wireless
Tele-Control system in order to get rid of instability in the
closed-loop system which cuased by multipath channel. As
a result we could confrim the stability of the closed-loop
system with step response. However, the performance is
not accepatble due to existence of overshoots. Moreover, in
the actual case parameters of plant may be perturbed due to
environmental and phisycal conditions. Therfore as a future
work enhancment of performance and internal stability of
MIMO system including parametres perturbation should be
considered.
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Abstract—Communication and control in a fully realized
Smart Electrical Grid involves heterogeneous wired and
wireless networks working cooperatively, supporting data
streams among many types of sensors. We address the self-
healing problem, in which the goal is to intelligently
automate corrective actions when a disruption to Grid
operation occurs. Such actions include redirecting
electricity flows along alternative pathways, and selectively
tripping breakers. A primary objective of a self-healing
method is to prevent cascading failures. Motivated by the
need for corrective actions in self-healing to produce
efficient and reliable grid operations, we formulated and
developed an optimization model that generates sets of
high performance electricity flows in an arbitrary Grid
configuration. The model is a Capacitated Transshipment
Problem (CTP) that we solve using a very fast and
customized algorithm. The versatility of the model in
supporting multiple performance metrics and the speed
achieved in generating sets of optimal electricity flows

makes the model useful in evaluating self-healing
strategies.
Index Terms — smart electrical grid, self-healing

capacitated transshipment problem, linear programming,
network flow optimization

1. INTRODUCTION

A Smart Grid is an electrical generation and distribution
system that is fully networked, instrumented, and automated
[2]. From a communication network perspective, there are
three distinct levels. At the most distributed level, within a
demand site such as a home, a wireless network is typically

used to interconnect appliances and various other devices and
systems. Intelligent control is called for to regulate
consumption of energy for such things as heating water and
living spaces. At a second level, smart meters receive
information from the low level network, and are in turn
themselves networked within neighborhoods. Other devices are
also in the neighborhood network with the smart meters and
form the distribution system. Wireless networking is typical
within a neighborhood. Finally, a wide area network (WAN)
interconnects utility owned and operated equipment and
systems, such as distribution substations, power plants, and
long-haul transmission lines. Multitudes of sensing devices,
such as Phasor Measurement Units (PMUs) that report detailed
waveform information, are deployed throughout the grid. Self-
healing functionality relies heavily on streaming sensing data
to drive models and analytics aimed at choosing effective
actions for maintaining safe, efficient, and reliable grid
performance.

An electrical grid experiences faults caused by numerous
factors such as failures of generators or routers; or power lines
damaged by weather events or vandals. Faults can propagate
through the connected networks of an electrical grid and result
in remote butterfly effects. The effects can be cascading
failure and consumer power outages over wide areas. It is not
possible to prevent such faults [3], but their effects can be
minimized by isolating fault sources with sensor information
and taking corrective actions. Corrective actions taken by
power companies traditionally are mostly focused on
scheduling and dispatching crews and equipment to make
repairs and replace devices or connections in the grid
infrastructure. However, human decision making and actions
often cannot be fast enough to avoid significant downtimes for
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consumers, providing a basic motivation for intelligent
automation in a Smart Grid.

One strategy for mitigating the effects of malfunctions in
the grid is to dynamically reroute power to physically avoid
trouble spots. However, rerouting power can itself be a source
of problems, as power lines that are overloaded or nearly so
can result in cascading failures over wide areas. Thus, control
decisions and actions to reroute power must be done with full
consideration of possible ramifications distributed in the grid
infrastructure. The software tool that we have developed serves
the purpose of rapidly determining optimal distribution patterns
and dispatches of power along available channels, including
the reporting of metrics that evaluate costs and quality of
service.

Another important consideration in optimizing grid
operations is the emerging deployment of microgrids. A
microgrid is a local energy generation system, powered by
small-scale generators, batteries, or alternative sources like
solar panels. A microgrid is coupled with a primary grid, and
can be disconnected as needed so that a local area can function
as an island during an emergency, or to cut costs. Thus,
microgrids provide a decentralized control function that can
help maintain quality of service. Our self-healing model
supports the use of microgrids.

The mathematical model that we have developed is a linear
programming optimization model with a special structure that
can be conceptualized as an abstract network with nodes and
arcs. As described in the literature, the model is a Capacitated
Transshipment Problem (CTP). One type of parameter for the
model pertains to known data on grid topology such as
locations of sites where power is generated or demanded and
interconnection nodes. Another type of parameter pertains to
the capabilities of grid devices to do useful work, such as
capacities of transmission lines to carry power and of power
plants to generate electricity. The output of the model is the
values of variables that specify dispatching decisions, flows of
power, and performance metrics. Under conditions of normal
operation or of disruption, data from distributed sensors are
streamed to populate the model and trigger computational
devices within the Grid to solve the model. Our customized
model solver is fast and modest in terms of computational
resources, so it can be preinstalled on computational devices
distributed in the Smart Grid. General linear programming
solvers could be applied to the model accurately, but would
have the disadvantage of requiring unacceptably long
computation times.

This remainder of paper is organized as follows. Section III
provides a brief overview of linear programming modeling. In
section IV, the CTP formulation is presented and is applied to
the Smart Grid. The algorithmic process for solving the model
is detailed in section V. Section VI provides the results and
analysis, followed by the conclusion in section VII.

II. OBJECTIVE

Representing the Smart Grid network using a CTP model
allows multiple different cost and network flow related
problems to be easily solved. To make a Smart Grid self-
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healing, whenever a critical failure is detected, the CTP solver
can be used to find an optimal and inherently feasible
redirected path for redistributing energy throughout the grid,
resulting in minimizing customer outages.

Apart from the self-healing aspect of the Smart Grid, the
CTP solver offers other key benefits such as its ubiquitous
availability to any machine or mobile device connected to the
internet, regardless of the operating system. Since the CTP
Solver is able to connect to a database as well as read XML
files, it could be easily integrated with other Smart Grid
systems such as failure notification solutions, providing
automatic optimal electric flow rerouting based on the supplied
network topology of available nodes and arcs. Since arc
capacities are taken into consideration, the cascading failure
dynamic could possibly be avoided by ensuring network flow
is feasibly rerouted.

The CTP solver incorporates an object-oriented approach,
thereby ensuring ease of use and maintainability for its users.
This further allows the developers to quickly determine the
application areas that need updates and implement them in a
timely and efficient manner. The CTP solver automates its
processes so that the user does not need to learn a new
application-specific language or syntax to follow them. The
CTP solver involves use of bidirectional arcs in its design, thus
allowing the network flow in both directions between a node
pair, resulting in effectively limiting the network file size and
memory requirements of a dataset containing all bidirectional
arcs.

In this work, we have developed the mathematical models
based on the design goals of the CTP solver we have already
discussed in order to determine the optimal network flow of a
given Smart Grid network.

III. LINEAR PROGRAMMING MODELS

Linear Programming models are formulated to maximize or
minimize an objective function that is devised to measure
performance of a solution. Linear constraints in the form of
equations or inequalities are supported. Linear programming is
an exact model, in that once solved, the solution is guaranteed
to be the very best (genuinely optimal) as measured by the
objective function. In some applications heuristic models are
applied as an alternative, but such models do not guarantee
optimality. The three basic steps given below are followed
when formulating a linear programming model.

1. Determination of the decision variables
2. Formulating the objective function
3. Formulating the constraints

The decision variables are the quantities that the model
seeks to calculate, providing the solution to the problem. The
objective function is the expression that the modeler wishes to
optimize, and the constraints are limitation requirements. The
general form of a linear programming model is given below in
Figure 1 [4].
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Parameters

C = [c3] = Vector of costs or value
measures per unit of decision variable
value

A = [ajj] = matrix of technological
coefficients that measure the rate at
which variable x; consumes resource j.
b = [bi] = Vector of coefficients that
measure constraint limitations of
resource

Variables

7Z = Objective function that measures the
value of a solution

x = [x;] = Vector of decision variables
Formulation

Optimize z = cix; + coxp + + CnXn
Subject To:

ai,1X1 + ai,2Xe + . . . + ai,nXn {g, =, >} bi
az,1x1 t+ az,2xXxz + . . . + aznnXn {S, =, 2} by
Am,1X1 + am,2X2 + . . . + apnxXn {<, ;, >} bp

{
X1, X2, « +« o« Xn 2> 0

Figure 1: Linear Programming Model General Form

When instantiated to model electricity distribution in the
Smart Grid, we think of the decision variables as representing
flows of power, and resource constraints as representing
capacity limitations on devices and power lines.

IV. THE CAPACITATED TRANSSHIPMENT MODEL

The CTP is conceptualized as a network problem with
supply and demand nodes, transshipment nodes, and
connective arcs. The basic concept is to find an optimal set of
flows that transfers units from supply nodes through the
network to meet requirements at the demand nodes, conserving
flow at transshipment points, and without violating capacity
constraints.

The CTP is presented in algebraic form in Figure 2.
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Parameters

c = [ciy] = Measures of the costs or values
per unit of flow through arcs indexed by
tail and head nodes i and j

u = [uiy] = Vector of flow capacities on
arcs

1 = [1li5] = Vector of lower bounds for flow
on arcs

b = [bj] = Vector of supplies and demands

Positive values for
negative for demands

at nodes indexed by 1i.
supplies,

Variables

Z = Objective function that measures the
value of a solution

x = [xi] = Vector of optimal flows
Formulation
Minimize z = ZCijXij

Subject To:

(1) x51 — xi3 + by =0 for all arcs 1,7
(2) %33 20 for all arcs 1i,]
(3) xi3 < uiy for all arcs 1i,]
(4) xi3 2 lij for all arcs 1i,]

Figure 2: CTP Standard Form

The objective function is to minimize the total of all arc
flows multiplied by their costs. Constraint (1) ensures flow
balance at every node by ensuring that total flow out of a node
is the same as the total flow in, adjusted for supplies or
demands at the node itself. These constraints also ensure that
supply units are fully distributed from all supply nodes to all
demand nodes, creating flow balance for the entire network.
Constraint set (2) ensures that all arcs have a non-negative unit
flow. Constraint (3) ensures that no arc capacities (upper
bounds) are violated. Constraint set (4) ensures that no arc
lower bounds are violated. In a self-healing application to the
Smart Grid, a candidate grid configuration, even one that
reflects serious disruptions or damage, can be optimized. This
then supports a best possible means of running the grid under
adverse conditions. The special CTP formulation allows for a
customized solver with highly desirable characteristics to be
developed as detailed in the following section.

A standard Smart Grid test problem is the IEEE 14-Bus
System, illustrated in Figure 3. The corresponding flow
network configuration that can be modeled as a CTP is
illustrated in Figure 4.
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Figure 4: IEEE 14-Bus Test System Network Representation
V. MODEL SOLVER

There are currently a number of solvers that have been
developed and are available for producing optimal solutions to
general linear programming problems. However, we needed a
solver that would scale extremely well and produce solutions in
near real time. Our custom solver software was written as an
ASP.NET C# application using a simplex algorithm modified
to exploit the special structure of the model. The powerful
characteristic of the CTP that we exploit is that any linear
programming basis corresponds to a spanning tree of the
network representation. This enables simplex basis changes to
be carried out in all integer arithmetic on graphical tree
structures, greatly expediting the computations when compared
with working inverses of basis matrices. Following the general
scheme for applying the simplex method, we carried out the
following five steps:

Initialization

Reduced Cost Calculation

Cycle Creation

Basis Update

Repeat Steps 2-4 Until Optimality

Al e
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1. Initialization

An XML file or local database is populated with sensor
readings and pre-established topological information. The
initialization step reads the data and creates a candidate
solution basis tree, as illustrated shown in Figure 5. From an
artificial root node, a directed arc is connected to each actual
network node using penalty values for the arc costs, which will
force them out of the basis early. The absolute values of
supplies (or negative demands) at the actual nodes are used to
set initial values of the arc flows from the artificial node. In
the algorithm, these artificial arcs are forced from the basis tree
one by one due to their large penalty costs, leaving only actual
network arcs in the final, optimal solution.

LY ol

Figure 5: Example Initial Basis Tree

Node potentials are also calculated for the initial basis tree
and used to determine the best candidate arc not already in the
basis tree, to replace a basic arc. The node potentials are the
dual wvariables in linear programming terms, represented
algorithmically as the sum of the arc costs following the path
from any given node back to the root node in the basis tree.

2. Reduced Cost Calculation

The reduced cost is the per unit rate at which the objective
function would change if a given non-basic arc were inserted
into the basis tree. If the evaluation metric is a cost that should
be minimized, the best reduced cost belongs to the arc that will
potentially lower the total network cost by the greatest per unit
amount. For any given non-basic arc, the reduced cost is
calculated by subtracting the node potential of the arc's tail
node and its cost from the node potential of its head node. In
effect, this evaluates an alternative pathway for power to flow.

If no candidate arc is found to reduce the total cost of the
network, then the solution is optimal. Otherwise, the arc with
the best reduced cost is chosen to enter the basis tree. At each
step, both upper and lower bound on arc flows must be
evaluated in order to maintain a feasible solution.

3. Cycle Creation

By definition, the basis tree is a connected graph with no
cycles. This means there is a path between any two nodes, but
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not a path from any node to itself. When a non-basic arc is
added to the basis tree, a cycle is created and an arc must be
removed to preserve the basis tree's acyclic property. An
example cycle is shown in Figure 6.

Using the depth of the entering arc's nodes in the basis tree,
the cycle is created by following the back path from each
entering arc's node to the root node of the basis tree. The node
depth allows the two back paths to be traversed in pairs during
the same iteration, starting at the deepest node in the cycle and
working up the basis tree until the two back paths meet at the
same parent node or the root node is reached, either of which
completes the cycle.

Figure 6: Example Cycle

As each arc is added to the cycle, its maximum feasible
flow change is calculated based on the arc's direction in
relation to the cycle created by the entering arc. This value is
the largest flow that could be added or subtracted from a same-
or opposite-cycle direction arc, respectively, without violating
the arc's flow capacity or lower bound. Using this flow value,
the algorithm adjusts the flow solution in the new basis tree to
move the current solution incrementally toward the optimal
solution. The solution adjustment respects upper and lower
bounds at every step, ensuring that feasible solutions are found
at every increment. These feasible solutions can be evaluated
using auxiliary criteria that might be imposed when the Smart
Grid experiences equipment failures. Robustness of the
solution is one such auxiliary criterion.

4. Basis Update

Once a new arc enters the basis tree and one arc leaves, a
new basis tree is determined. To fully specify the new tree, the
node potentials and depth values are updated. Once the basis
tree has been updated, it is ready to be used for the next
iteration if the optimal solution has not yet been reached.
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5. Repeat Steps 2-4 Until Optimal

At Step 2, the reduced cost information for all non-basic
arcs is calculated. If there are no arcs that can improve the
solution, optimality is guaranteed. For the example, the optimal
basis tree is illustrated in Figure 7.

Figure 7: Example Optimal Solution

VI. RESULTS AND ANALYSIS

The key question is whether the customized solver can
compute solutions fast enough to function in a self-healing
system. For all of our test problems an end to end process was
followed, starting with a populated data set of parameters and
network topology, following all steps to generate a full optimal
solution, and reporting the results.

Several abstract networks with known solution obtained
from the literature were tested to ensure that the solver
accurately obtained the optimal solution [7].

To test the method on example power grid networks, test
problems for the IEEE 14-Bus System, IEEE 30-Bus System,
IEEE 57-Bus System, and IEEE 118-Bus System were
downloaded from the University of Washington Electrical
Engineering website. Various objective function evaluation
metrics were evaluated for each problem, to generate realistic
Smart Grid scenarios. The base case utilized simply used
physical distances between nodes, to essentially determine
overall shortest paths for electricity flow to follow. All
computation tests were performed on an Intel Core 2 Quad
2.67GHz processor with 4GB DDR2 800 RAM, running on
Windows Vista Ultimate x64. A local virtual directory was
created for the solver, it using IIS and running the .NET 4.0
framework. Each suite of test problems was run multiple times
with parameter changes, and average computation times
recorded. The 14, 30, and 57 bus systems solved in well under
.1 seconds and the 118 bus system solved in less than .2
seconds. Although we have not yet tested the solution
algorithm on truly large problems, our computational
experience thus far suggests that the algorithm will scale well.
In any case, the procedure is clearly of potential value for
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dynamic power dispatching and allocation in smaller power
grid components, such as microgrids. Another advantage is the
ease of setting new parameters for the solver within a self-
healing system. More specifically, when devices and lines
modeled by nodes and arcs in a functioning Smart Grid system
fail or malfunction, an updated network topology can easily be
provided to the CTP solver. This produces the capability of
quickly finding high performance ways to redistribute power
throughout the network, meeting electricity demands with
minimal interruption of service.

VII. CONCLUSION

In this research, a customized CTP solver was developed as
a tool for formulating and analyzing the performance of a
Smart Grid network. Multiple evaluation metrics are supported,
allowing a diverse set of problems to be studied using the same
solver. Solutions are generated with little required computation
time, opening potential for use in self-healing Smart Grid
situations which inherently demand near real-time results.
These solutions are guaranteed to be optimal, ensuring the best
possible flow of electricity throughout the network according
to the provided parameters.

As sensors in the electrical grid become more sophisticated
and high bandwidth communication networks are in place, the
model provides the potential to receive the data streams and
generate operational grid actions through the computational
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efficiencies of linear programming to minimize the effect of
infrastructure failures.
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Abstract— Considering that irrigation consumes the major
percentage of water in agriculture resources, there is a grow-
ing need in improving the irrigation water management in
the world. This work proposes a remote sensing architecture
for irrigation and its contributions are: the development
of two prototypes of a moisture and precipitation meter
based on the proposed architecture using open hardware
technologies and a comparison between the resistive low-
cost sensor produced (Federal University of Santa Maria,
Brazil) and a high-accuracy and high-cost frequency domain
reflectometry (FDR) sensor (CS616 - Campbell Scientific,
United States). The results obtained were satisfactory, where
it was verified that the architecture is viable, meeting the
requirements to which it has proposed. In addition, the
comparison performed showed a determination coefficient
of up to 95 % between the resistive soil moisture sensor and
the soil moisture sensor CS616 of Campbell.

Keywords: Precision Irrigation, Architecture, Open Hardware.

1. Introduction

Agriculture is the largest consumer of water in the world
(more than 70%), making the component of water at the
same time the most abundant and the most limiting factor for
the crop yields [1]. Considering that irrigation is responsible
for the largest percentage of the water used in agriculture,
there is a growing scientific interest in precision irrigation
for its potential in improving the crop productivity and
increasing the efficiency of resources usage, such as water
and energy in irrigated agriculture [2]. This irrigation should
be based on all the available environmental information in
order to evaluate the amount of irrigation and the time
it should take place, avoiding water waste by excessive
irrigation and/or reduction in production by losses due to
sub-irrigation [3].

Hargreaves et al. [4] emphasizes irrigation like one of the
main instruments to maintain the farmer in the field and
allow his economic and social development. To make this
possible, it is necessary to provide options for irrigation
management that may contribute to both conservation of
natural resources and sustainable development [5]. One way

to aid the development of irrigation is by using systems
that consider information about weather, plants and soil in
order to improve the water management in the irrigation
process, supply the demands of the crops and increase the
productivity in the field. In this sense, with the necessity of
incorporating technology in the field, many studies that use
open hardware technologies like the Arduino platform are
being developed [6], [7], [8], which is a simple prototype
development platform that enables the development of low-
cost systems [9].

Several studies have also been conducted to evaluate new
remote sensing-based soil moisture estimates in [10], [11],
[12], which allows the gathering and interpretation of data
from distance. Beyond that, several techniques to perform
the soil moisture measurement have been developed ([13] for
a review), including the measuring by the soil resistance with
resistive sensors and by techniques that uses the frequency
domain reflectometry (FDR), both techniques are compared
in this paper. There are also many studies that are addressing
the evaluation and comparison of the resistive and FDR
sensors [14], [15], showing a high correlation between the
soil resistivity and the soil moisture measurements [16].
Therefore, one can notice that the use of resistive sensors
can be a viable alternative for monitoring soil moisture.

The main objective of this work is the development of
two prototypes for a moisture and precipitation meter based
on the remote sensing architecture proposed using open
hardware technologies. For the validation of the proposed
architecture, a study case was performed to verify the correct
functioning of the architecture’s components and to make
a comparison between the moisture sensors. This paper is
structured as follows: In Section 2 we present the main
concepts related to remote sensing and the equipments for
collection and transmission of data. In Section 3 is presented
the proposed remote sensing architecture and the functioning
of its components. The description of the study case and the
alternatives to soil moisture adjustments are shown in section
4. In Section 5, we draw our final considerations and future
work.
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2. Core Concepts

In order to determine when irrigate and the amount of
water to be applied for irrigation one can use the monitoring
of the plant, the climate or the soil [3]. The management
alternative used in this work is related to the quantification
of the water content present in the soil by the usage of
sensors that measure the soil moisture. In order to achieve
this, the equipments used must be capable of gathering
the data with precision and good response time due to the
necessity of periodic and representative data of the soil
moisture for a given region. This kind of monitoring was
chosen because it has a good cost-benefit when we consider
the spending on equipments and the precision in the soil
moisture measurements.

2.1 Remote Sensing and Open Hardware

Several technologies are being used to increase the agri-
cultural production and reduce its impact in the environment.
The irrigation and the sensoring technologies have been
used in agriculture as means to achieve such goals. With
the remote sensing, it is possible to gather and interpret
data remotely, allowing improvements in the control of the
agricultural production [17]. Furthermore, independently of
the irrigation techniques used, the irrigation systems are
normally located far away from the cities, having a limited
telecommunication infrastructure and costly services. These
problems make it difficult for most of the farmers to perform
the remote control and monitoring of their irrigation systems
[18]. However, by using data transmission technologies such
as GPRS (General Packet Radio Service) and the GSM
network (Global System for Mobile Communication) it is
possible to transmit data from the field with a relatively
low-cost. This way, in the proposed prototypes we use a
GSM/GPRS SIM 900 shield.

Open Hardware is a concept that is related to the shar-
ing of the structure of physical objects to the community
similarly to open source softwares, allowing for everyone
to use and modify it. A Open Hardware solution used in
our work is the Arduino platform, which is being used in
sensing projects and enables the acquisition of data from
various types of sensors in the environment [9].

2.2 Sensors

A sensor is a device that responds to a physical or
chemical stimulus like heat, pressure or movement in a
specific and measurable manner [19]. In the moisture and
precipitation meters proposed we use sensors to measure
temperature, soil moisture and a pluviometer to verify the
precipitations. In this work, the soil temperature was mea-
sured using the Waterproof DS18B20. The soil temperature
is an important information, because it influences directly in
the seed germination, in the growth rate of plants and in the
conditions for harvesting crops [20]. The pluviometer used
to monitor the precipitations was the model WS1080.
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For the measure of the soil moisture, we used resistive
and capacitive sensors. The resistive sensors measure the
levels of moisture based on the electrical resistance of the
soil: as the water level in soil increases the resistance of
the metal decrease, that is, the conductivity of the metal
rises [21]. The low-cost resistive sensor used in this work
was manufactured in the Federal University of Santa Maria.
The capacitive sensors measure the soil moisture by the
dielectric constant of the soil which is linked to the content
of moisture in the soil: as the soil moisture changes, the
dielectric constant also changes and is subsequently related
to the volumetric water content of the soil [22]. The most
widely used techniques for this type of measurement is the
time domain reflectometry (TDR) and the frequency domain
reflectometry (FDR). The capacitive sensor used in this work
is the FDR sensor CS616 of Campbell [23], and it was used
as reference in the comparison of the resistive sensors. The
used sensors are presented in figure 1, the CS616 sensor is
the on in the top.

Normally, the academy considers that the resistive sensors
have a lower accuracy or that the interest in them has de-
clined because of advances in other methods [13]. However,
there is a significant difference in their prices, where the
resistive sensors are more affordable. If a good calibration
in these sensors is made, then it is possible to use them as
a good alternative to make a feasible low-cost moisture and
precipitation meter.

Fig. 1: Moisture sensors used.

2.3 Prototypes

The Figures 2 and 3 shows the prototypes for the moisture
and precipitation meter, where Figure 2 shows the prototype
with the Arduino and the GSM/GPRS board connected with
a RTC (real time clock) DS1307 and Figure 3 shows the
alternative prototype with an Arduino, a SD reader and a
RTC. This prototype was designed for places where the
GSM network is not available. In this case, it is necessary
to manually collect the data stored in the SD card, so later
it can be stored on the server.

3. Proposed architecture

The evaluated architecture is presented in Figure 4, and
in sections 3.1, 3.2, 3.3 and 3.4 the layers composing it are
briefly presented.
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Fig. 4: Proposed architecture.

3.1 Data Acquisition

The main objective of the data acquisition layer is to
gather data from physical and logical sensors. The data from
logical sensors can be gathered by any external source of
information (e.g., date and time information collected from
the GSM network to update the RTC whenever the arduino
is turned on). The raw gathered data is passed to the Data
Normalization layer.

3.2 Data Normalization

The data normalization layer is responsible for formatting
the raw data in a defined format so it can be used in the upper
layers. This layer needs to know the format of the messages
received from the sensors, which can be from different types
and manufacturers. Thus, to begin using a new type or model

of sensor from some manufacturer, is it necessary to develop
a specific parser to obtain the sensor’s data, because the data
obtained from this new sensor is not recognizable by the
Data Normalization layer beforehand. After the formatting
is done, the data is passed to the Information Storage layer.

3.3 Information Storage

The Information Storage layer is responsible for receiving
the formatted data from the Data Normalization layer and
storing these information in the EEPROM or in the SD Card
in order to maintain a history of such information. These
information are important to determine when and where
an event occurred and to assist in localized irrigation (e.g.,
rainfall occurrence). After the storage, the information is sent
to the server.

3.4 Application

The application layer is located on the server and is
responsible for receiving information from the Information
Storage layer and performed the calculations required with
it. Furthermore, in this layer, the information is visually
represented (e.g., plots).

4. Study case

In this study case, we collected data from sensors con-
nected to the prototype (moisture and temperature of soil and
precipitation) and from the Campbell CS616 soil moisture
sensors, that were used to compare the values with the
resistive soil moisture sensors. Besides that, we used the en-
vironmental temperature and precipitation from the INMET
(National Institute of Meteorology) station located in Santa
Maria/RS, Brazil [24] and the precipitation from the Irriga
System, which offers a set of monitoring and management
services for irrigation [25]. The values for the precipitation
and the environmental temperature from the INMET station
as well as the precipitation values for the Irriga System were
manually gathered for comparison purposes.

The sensors were installed within a sandbox with two
holes at the bottom for water flow. The prototype was
installed in a rural area of the Federal University of Santa
Maria and gathered approximately 2000 values of sensor
data in 3 weeks. The pluviometer gathered the rainfall in this
period, the soil temperature sensor was installed horizontally
at a depth of about 5 centimeters (cm) and the moisture
sensors were installed horizontally and arranged in two
layers, one at 10 cm from the surface and the other at 20 cm
from the surface of the sandbox. In both layers, we placed
one CS616 and one resistive sensor so we could correctly
make the comparison of the moisture sensors. During the
data gathering, the prototype was directly connected to
the electric energy in order to disregard problems related
with battery power consumption. The prototype with the
GSM/GPRS board used in the study case is presented in
figure 5.
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Fig. 5: Data gathering in the sandbox.

4.1 Soil moisture with raw data

This section presents the graphs generated with the raw
data from resistive sensors in comparison with Campbell
CS616 sensors. The CS616 sensor’s data was collected
with a Campbell CR1000 datalogger, which provides soil
moisture data in the range 0-1 (the closer to 1, the moisture
the soil is). The range of the obtained values for the resistive
moisture sensors by the analog outputs of the Arduino
vary in the range 0-1023. So, it is necessary to perform
a normalization of these values for them to lie between the
range of 0 and 1 in order to better compare the sensors
values. The graphs presented similar variations, however it
was necessary to perform an inversion of 180 degrees in
the resistive sensor values, because values closer to 0 for
the resistive sensors represent moisture soils, as opposite to
the CS616 sensor’s values. This inversion and normalization
of the resistive sensor’s values was performed according to
equation 1:

U
UF=1-—+ 1

Where UF is the final soil moisture, U is the soil moisture
gathered and L is the maximum value that can be obtained
in the arduino. The resultant values of the equation vary
between the range 0-1: the closer to 0, the least amount of
water in the soil; the closer to 1, the greater the amount of
water in the soil. The pluviometer values from the prototype
were normalized between 0.0-0.1 in order to facilitate the
understanding of the soil moisture sensors’ behavior in
the graphs. The amount of precipitation in millimeters is
presented in figure 8.

The data collection was performed four times per hour.
Then, we used the average of these values for the comparison
in the graphs. One can notice in the figures 6 and 7 that the
moisture sensors in the 10 cm layer vary more than the ones
in the 20 cm layer. This is the case, because the rainfall
water penetrates more easily in the top of the soil, so as the
depth increases the water retention decreases.

Figure 8 shows the values for the precipitations per day
gathered by the pluviometer of the prototype and figure 9
presents a comparison between the precipitations of the used
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pluviometers. In order to verify the values of our pluviome-
ter we use the data from the Irriga System’s pluviometer
installed close to the location of where our prototype was.
In addition, we also used the data of the INMET station
located in Santa Maria, however not in the same location
as the other two pluviometers. Figure 9 shows that the
values gathered by our pluviometer were close to the Irriga
System’s pluviometer. In figure 10, one can notice that the
mean data of the soil temperature vary more that the mean
data of the environmental temperature.
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Fig. 9: Comparison between the pluviometers.

By analyzing the collected data, we notice that the corre-
lation between the values for the moisture sensors could be
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Fig. 10: Comparison between the gathered temperatures.

better. Therefore, we studied two alternatives, both are pre-
sented in section 4.2: (i) the adjustment of the soil moisture
values using formulas that consider the soil temperature and
(ii) use a data mining program with different algorithms,
such as linear regression and neural networks, in order to
generate equations that can be used to adjust the raw data.
Therewith, we aimed to create adjustment equations for
the resistive sensors using the CS616 as reference, which
is widely used in the field. The statistics analysis were
made to determine the correlations and the coefficients of
determination of the resistive sensors using all the available
information: soil moisture sensors, soil and environmental
temperature and precipitation.

4.2 Alternatives for adjustment of soil moisture
values

In this section, we present the two alternatives used to
perform the adjustments in soil moisture values. The first
one takes into account the soil temperature and the second
one is bye the usage of a data mining software.

In the first alternative we verified that many factors can
influence the electric conductivity of the soil, like soil texture
and water content [26]. The temperature is also an important
factor that affects the electric conductivity (according to
the conductivity increase, the material resistance decreases,
as explained in section 2.2), raising it to approximately
1,91% per C in temperature [27]. Therefore, to perform this
adjustments in the soil moisture values, the measurements
are made in the current soil temperature but are adjusted to a
particular temperature. To do so, we used the relation model
presented in equation 2, which is indicated in the study
about correction models in [21], allowing an adjustment
with satisfactory precision between a range of 3-50 C for
measurements related to a default temperature of 25 C.

Ui
1+ 0(T — 25)

Where U25 is the soil moisture in the base temperature
of 25 C, § is the temperature compensation informed in
the model, U; is the soil moisture gathered at the current
temperature and T is the gathered soil temperature.

The second alternative was found by the use of the data
mining software Weka (Waikato Environment for Knowl-
edge Analysis), which has a set of machine learning algo-

U25 = 2)

rithms for data mining tasks (WEKA, 2015). It was used
to perform the measurement of the resistive soil moisture
sensors using as reference the Campbell moisture sensors.
The tests were performed using the k-fold cross-validation
technique available in the software. We also perform the tests
using a training phase, but the results were similar.

In the next section is presented the correlation and de-
termination coefficients between the soil moisture sensors,
which had the best results.

4.3 Determination coefficients between the soil
moisture sensors

According to table 1, both of the values generated by the
temperature adjustments (Temp Ad.) and the values obtained
by the correction formulas indicated by the data mining
software (Original data) had good results. The comparisons
were made using three kinds of values: using only the
sensor of the corresponding layer without other information
- WOI, presented in the second and fifth rows of the table;
using the sensor’s data of the corresponding layer with other
information (soil temperature, environmental temperature
and precipitation) presented in the third and sixth rows of
the table; and using the gathered data from the resistive soil
moisture sensors of both layers with other information (soil
temperature, environmental temperature and precipitation)
presented in fourth and seventh rows of the table. In all
tests the Campbell sensor of the corresponding layer (10 or
20 cm) was used as reference.

Table 1: Determination coefficients (R?) between the soil
moisture sensors.

Resistive Linear R.  Linear R.  Neural N.  Neural N.
Sensor Original data Temp Ad. Original data Temp Ad.
at 10 cm (WOI) 0.78 0.90 0.72 0.91
at 10cm 0.93 0.93 0.94 0.95
at 10 cm (10 and 20) 0.93 0.93 0.94 0.94
at 20 cm (WOI) 0.51 0.75 0.42 0.74
at 20cm 0.78 0.78 0.78 0.75
at 20 cm (10 and 20) 0.88 0.88 0.94 0.94

Figures 11 and 12 present the determination coefficients
related to the original data - OD and from the temperature
adjustment - TA from the soil moisture sensors with the use
of linear regression and neural network functions to better
illustrate the values presented in table 1.

By using the linear regression and the comparison of the
resistive sensor at 10 cm (WOI) with the sensor Campbell
at 10 cm as well as the comparison of the resistive sensor
at 20 cm (WOI) with the sensor Campbell at 20 cm, the
formulas for this adjustment, taking into consideration the
temperature, showed more satisfactory results if compared
with the formulas for the original data used by the software
Weka: the resistive sensor at 10 cm (WOI) had a R?
of 0.90; the resistive sensor at 20 cm (WOI) had a R?
of 0.75. Therefore, this option of adjusted values by the
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Fig. 11: Determination coefficients of the soil moisture
sensors with linear regression.

temperature formula is interesting if only the moisture and
soil temperature values are available, and there are no other
information, such as environmental temperature or precipita-
tion. However, using all available information (soil moisture,
soil and environmental temperature and precipitation) for
both of the 10 and 20 centimeters sensors, the best results
were found by using the resistive sensors’ values of the
two layers simultaneously regardless of the technique used:
resistive sensor at 10 cm (10 and 20 cm) had a R? of 0.93;
and resistive sensor at 20 cm (10 and 20 cm) had R? of 0.88.
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Fig. 12: Determination coefficients of the soil moisture
sensors with Neural Network Multilayer Perceptron.

Using the neural network Multilayer Perceptron and per-
forming the comparison between the moisture sensors with-
out any other information, that is, only the comparison of the
resistive sensor at 10 cm (WOI) with the Campbell sensor
at 10 cm and the comparison of the resistive sensor at 20
cm (WOI) with the Campbell sensor at 20 cm, the formulas
for adjustment, taking into account the temperature, also had
the best results if compared to the formulas for the original
data used in the software Weka: the resistive sensor at 10 cm
(WOI) had a R? of 0.91; the resistive sensor at 20 cm (WOI)
had a R? of 0.74. For the values of the neural network using
all the available information for the sensor at 10 cm, the best
results were: the resistive sensor at 10 cm had a R? of 0.95
(with temperature adjustment) and the resistive sensor at 10
cm (10 and 20 cm) had a R? of 0.94 (original data). For the
sensor at 20 cm, again, the best result was using the data
from both layers: the resistive sensor at 20 cm (10 and 20
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cm) had a R? of 0.94.

Figure 13 presents a comparison between the original data
for the resistive sensors adjusted by the formulas from Weka
using all the available information and the CS616 sensors
placed in the 10 cm layer in the sandbox, and figure 14
presents the comparison for the 20 cm layer. The formulas
3 and 4 were generated by the linear regression from the
software Weka to illustrate the adjustments made in the
soil moisture values. These formulas can be implemented
directly in Data Normalization layer of the architecture (Ar-
duino), as they require no big data processing, deferentially
of a neural network.

LB EEEH ¥

Fig. 13: Adjustment of the soil moisture for the sensor in
the 10 cm layer using data from the 10 and 20 cm layers.

Formula for the adjustment of the soil moisture for the
sensor in the 10 cm layer using data from the 10 and 20 cm
layers (linear regression):

SM = (—0.0003 * RS20) + (—0.0012 * RS10)

+(—0.0009%ST) +(—0.003% ET)+(—0.0029% P) +1.55
3)

Where SM is the final soil moisture value, RS10 is the
resistive sensor at 10cm, RS20 is the resistive sensor at
10cm, ST is the soil temperature, ET is the environmental
temperature of INMET station, and P is the precipitation.

Fig. 14: Adjustment of the soil moisture for the sensor in the
20 cm layer using the data from the 10 and 20 cm layers.

Formula for the adjustment of the soil moisture for the
sensor in the 20 cm layer using the data from the 10 and 20
cm layer (linear regression):

SM = (—0.0005 * RS2) + (—0.0007 * RS10)
+(—0.0013%ST)+(—0.0024% ET) +(—0.0024+ P)+1.290
4)
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5. Final
works

Considerations and future

This work proposes the development of a remote sensing
architecture using open hardware technologies and all the
available information in the environment for the soil mois-
ture verification. In order to evaluate this architecture we
built a study case for collecting and sending data through
the GSM network, and performing a comparison between
the low-cost resistive sensors of soil moisture produced in
the Federal University of Santa Maria with the CS616 soil
moisture sensors of Campbell.

We conclude that both alternatives used for the adjust-
ments and comparisons, between the resistive and the CS616
sensors, had satisfactory results. When we use only the
information about temperature and moisture of the soil,
the formulas generated by the temperature adjustments
had better results. However, when all available information
(moisture and soil temperature, ambient temperature and
precipitation) is used, both techniques show good results
and higher determination factors due to the usage of more
information to generate the formulas. One can notice that the
Multilayer Perceptron neural network increases the determi-
nation factor in some cases, but in order to used it, the neural
network should be implemented on the server, because it is
more complex than using just the linear regression formulas.
These formulas generated by the linear regression function
can be implemented in the data normalization module of
the proposed architecture, more specifically, they would be
implemented in the Arduino itself.

In future works, we intend to perform more tests in
different scenarios, that is, in other types of soil and with
varied climates, in order to verify the behavior of the sensors
under several different conditions. We also intend to perform
tests using only the prototype connected to the battery and
the solar panel, checking the power consumption and making
improvements to reduce it.
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Abstract— This paper addresses a novel cosine-phased
binary offset carrier (BOC) signal tracking, enabling an
unambiguous signal tracking. Two novel locally-generated
signals are first obtained by dividing the cosine-phased BOC
sub-carrier into multiple parts, and then, cross-correlations
between each of the locally-generated signals and the re-
ceived signal are generated. Finally, the cross-correlations
are efficiently combined, yielding a correlation function with
no side-peaks, thus consequently, removing ambiguity in
signal tracking. The tracking error performance comparison
between the proposed and conventional correlation functions
shows us that the proposed correlation function can offer a
significant improvement in performance compared with the
conventional correlation functions.

Keywords: global navigation satellite systems (GNSSs), global
positioning system (GPS), binary offset carrier (BOC), tracking

1. Introduction

Due to the sharp main-peak of the binary offset carrier
(BOC) signal correlation function providing an improved
location accuracy, next generation global navigation satellite
systems (GNSSs) such as the modernized global positioning
system (GPS) and Galileo have adopted the BOC as a
modulation scheme, instead of the conventional phase shift
keying (PSK) signal [1]. Despite the advantage in main-peak
of the BOC, the BOC-modulated signal has multiple side-
peaks in its autocorrelation, and the side-peaks could bring
on an ambiguity in signal tracking, eventually could lead to
a serious location error [2], [3].

Although several correlation functions [3]-[6] have been
proposed to remove the side-peaks so far, most of the
correlation functions can be used for sine-phased BOC
signals only, i.e., they are inapplicable to cosine-phased BOC
signals used in many GNSS bands including Galileo E1 and
E6 bands. [4] is applicable to cosine-phased BOC signals
to some degree; however, it cannot remove the side-peaks
completely, thus leaving the ambiguity problem unsolved.
So, in this paper, we propose a novel unambiguous corre-
lation function for cosine-phased BOC signals. Removing
the cosine-wave pattern in the BOC sub-carrier causing
the side-peaks, first, we design two novel locally-generated
signals and generate the corresponding cross-correlations.
Combining the cross-correlations in a specialized way based

on the absolute-value arithmetic, then, we create a novel
correlation function with no side-peaks. The proposed cor-
relation function has two significant advantages over the con-
ventional correlation functions: First, the side-peaks causing
an ambiguity in signal tracking are removed completely.
Second, the sharpness of the proposed correlation function
can be adjusted according to system design requirements,
allowing us more flexibility in designing a system.

The rest of this paper is organized as follows: In Section
2, we describe the signal model of the cosine-phased BOC
signal. In Section 3, we propose a novel correlation function
for cosine-phased BOC signal tracking. In Section 4, we
compare the tracking performances of the proposed and
conventional correlations. Finally, we conclude this paper
in Section 5.

2. Cosine-phased BOC signal model

The cosine-phased BOC signal 1is denoted by
BOC.s(kn,n), where k is the ratio of the PRN code
chip duration and the sub-carrier period, and n is the ratio
of the PRN code chip rate and 1.023 MHz.

The BOC,os(kn,n) signal C(t) can be expressed as

Ct)=VP Y hipr.(t—iT)si(t), (1)
where P is the signal power, h; € {—1,1} is the ith chip of a
PRN code with a period 7', p,,(¢) denotes the unit rectangular
pulse over [0, «), T, denotes the PRN code chip duration,
and s’ (t) denotes the cosine-phased sub-carrier.
Since the cosine-phased sub-carrier over one PRN code
chip duration consists of 4k sub-carrier pulses, the sub-
carrier s’ (t) can be expressed as

4k—1
sto(t) =Y mipr, (t —iT. —IT.),
=0

4k—1

=0

@)

where m} = (—1)2k+[1/2] is the sign of the Ith sub-carrier
pulse in the ith PRN code chip, Ts = T./(4k) is the sub-
carrier pulse duration, s!(¢) is the [th sub-carrier pulse in the
ith PRN code chip, and [z] denotes the smallest integer not
less than x [7].
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Fig. 2: Process of generating the proposed correlation function by using two cross-correlations.

3. Proposed correlation function

First, we design locally-generated signals to be used in-
stead of the BOC sub-carriers, and obtain cross-correlations
by correlating each of the locally-generated signals and
received signal, respectively. To design the locally-generated
signals, we use the following absolute-value arithmetic prop-

erty

>0, forAB >0
0, otherwise.

AL+ 18] - |4~ )= { @

From (3), we can see that the side-peaks would be re-
moved under the following three conditions: (i) The multipli-
cation of the cross-correlation main-peaks is positive, (ii) the
multiplication of the cross-correlation side-peaks is negative,
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Fig. 3: The proposed correlation and autocorrelation func-
tions for BOCos(n, n) and BOCcus(2n, ).

and (iii) the two cross-correlations must be symmetric to
each other to generate a symmetric unambiguous correlation
function, due to the side-peaks being caused by the cosine-
wave pattern of the sub-carrier. Based on these observations,
in this paper, we design two locally-generated signals as

ht0) = Yo\ o (h(0) — asha (),
blt0) = Yo\ T (—ash(®) + shea (1)

where 1 (t; a) and I2(t; a) are the locally-generated signals,
0 < a < 1 1is a parameter for adjusting the sharpness of
the proposed correlation function. Then, we correlate the
locally-generated signals and received signal, yielding cross-
correlations

“

T
Rj(r;a) = %/@ C)(t+1;a)dt, j=1,2. (5)

In Fig. 1, we can see that the locally-generated signals are
symmetric to each other and have no cosine-wave pattern,
and also that the multiplication of the cross-correlations
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Fig. 4: TESD performances of the proposed and conventional
correlation functions for BOC.os(n, 1) and BOCces(2n2,1).

satisfy
Ri(r3a)Ra(730) > 0,
(1-a)T, (1-a)T,
for = @ —a) wz—a ©

Ri(1;a)Ra(7;a) = 0, otherwise.

Thus, from (3) and (6), we can generate an unambiguous
correlation function

R(r;a) = [Ri(r:a)| + |Ra(ri0)| - |Ru(r50) — Ra(rsa)l,

(N
and the process of (7) is depicted in Fig. 2, where we can see
that the side-peaks are removed, and the main-peak height
and width of R(7;a) are adjusted by the parameter a.

Fig. 3 depicts that the proposed correlation and auto-
correlation functions for BOCos(n, n) and BOC,s(2n, n).
From the figure, we can see that the side-peaks on the
autocorrelation are removed completely through the process
(7). In addition, we can see that the height and width of the
proposed correlation are adjustable by fixing the parameter
a.

4. Numerical results

In this section, we compare tracking error standard devia-
tion (TESD) performances of the proposed and conventional
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correlation functions. The TESD is defined as

o

G
where o is the standard deviation of the discriminator output
at 7 = 0, Bp is the loop filter bandwidth, 77 is the
integration time, and G is the discriminator gain at 7 = 0
[8]. For simulations, we consider the following parameters:
Br =1Hz, T =17 = 4 ms, T;l = 1.023 MHz, and the
early-late spacing A = %.

Fig. 4 shows the TESD performances of the proposed
and conventional correlation functions for BOCus(n, n) and
BOC,s(2n,n) as a function of the carrier to noise ratio
(CNR) defined as P/W, with W, the noise power spectral
density. From the figure, it is observed that the proposed
correlation function provides a better TESD performance
than the conventional correlation functions including the
auto-correlation function in the CNR range of 20 ~ 40
dB-Hz of practical interest. In addition, it is seen that the
proposed correlation function performs better as the value
of a increases. This is because the correlation main-peak
becomes sharper, as the value of a increases. However, it
should be noted that the tracking range would be smaller
for a larger value of a, and thus, the value of a should be
determined according to system design requirements.

2B 17, ®)

5. Conclusion

A novel correlation function has been proposed for unam-
biguous cosine-phased BOC signal tracking. We have first
designed locally-generated signals to be used instead of the
cosine-phased BOC sub-carrier and then have obtained the
corresponding cross-correlation functions. Subsequently, by
combining the cross-correlation functions in a specialized
way, we have created an unambiguous correlation function.
The numerical results has confirmed that the proposed corre-
lation function has a much better tracking performance than
the conventional correlation functions.
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Abstract— The development of smart transducers networks
demand a detailed study of processes to be controlled in
order to achieve the user needs. This research proposes
the development of networks with their own architectures in
order to avoid compatibility issues at software or hardware
level, which are common in proprietary communication
protocols. The IEEE 1451 standard defines a set common
commands and describes the features to NCAP and TIM
to connect the transducers in network of way plug-and-
play. This work presents a NCAP embedded using hardware
and system operating dynamic implemented in DE2 kit. The
NCAP has two interfaces based on IEEE 1451.5 (ZigBee)
and IEEE 1451.2 (RS-232). Another important feature in this
paper is the TEDS that were described of two ways, in STIM
stored in no-volatile memory and to WTIM was used a text
file stored in NCAP denominated virtual TEDS. The results
were obtained through web page using a microcomputer to
access the data in NCAP, like: temperature sensor, logs and
the TEDS.

Keywords: IEEE 1451, NCAP, RS-232, TIM, ZigBee.

1. Introduction

The transducers are components that convert a type of en-
ergy in other one, for example: electrical energy in mechan-
ical (actuator) or physical in electrical (sensor). To realise
the system data acquisition and control, the transducers are
connected together with others devices, like: microcontroller
and FPGA, denominated them smart transducers. The smart
transducers network are developed using smart transducers
module connected through a interface with others nodes or

routers for realising the monitoring and/or control of the sys-
tem in which being applied, these networks are denomineted
DMC (Distributed Measurement and Control). The DMC
systems development requires a great deal of engineering
for its design, with the need to use tools and proprietary
software, many with high costs for implementation. The
transducer network can be applied in several environments
in which wish monitoring or control, being used in smart
houses, in industry, health and many others places, however,
each manufacturer has a set of commands and protocols
owner [1] [2].

To solve the problems of standardisation to NIST part-
nership with IEEE defined a set of standards and protocols
for connecting smart transducers denomineted IEEE 1451
standard. The IEEE 1451 defines a set of protocols for wired
and wireless distributed measurement, controls applications
and plug-and-play through the TEDS (Transducer Electronic
Data Sheet), in which is divided in two module: NCAP and
TIM. The NCAP is a network node compost of hardware
and software that provides the gateway functions between
TIM and the user network, and the TIM is a module that
contains signal conditioning, analog-to-digital or/and digital-
to-analog conversion, frequency and digital converter and a
interface to communicate with NCAP [3][4].

One technique to achieve plug-and-play was the definition
of a minimum set of transducers and other optional features
for more advanced functions. The TIM when is connected in
NCAP it transfers TEDS information to protocol manager,
in which performs the acknowledgment of transducers in
the network automatically. each table in TEDS there is a
format standardized based on IEEE 1451.0, being: Length,
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Data Block and Checksum, where, each line is denominated
of TLV (Type/Length/Value). In Section 4.1 is described in
more details the TEDS format.

The plug and play feature of smart transducers to its users
and developers raises some advantages such as reduced time
for parameterization of the system, advanced diagnostics,
reduced time for repair and replenishment, advanced man-
agement of the hardware and automation of calibration [5].

For the implementation of TEDS, four blocks are required,
Meta-TEDS TEDS TransducerChannel, User’s Transducer
Name TEDS TEDS and PHY. The other tables, Calibra-
tion TEDS, Frequency Response TEDS, Transfer Function
TEDS, Text-based TEDS TEDS Commands, Identification
TEDS, Geographic location TEDS TEDS extension Units,
End User Application Specific TEDS TEDS defined and
Manufacturer are optional. In this work, we used the TEDS
mandatory for system testing and implementation of IEEE
1451.0-2007.

The NCAP described in this paper was developed over
dynamic hardware and operating system embedded uClinux
using C language based on IEEE 1451. It is important de-
tach that the IEEE 1451.1 standard suggests object-oriented
implementation, however, there is no requirement that actual
implementation use of object-oriented implementation tech-
niques [5]. The NCAP was made to be completely embedded
and dynamic, both low level (hardware) like high level
(software). To development in low level was used the SoPC
Builder that there is default blocks described in VHDL or
Verilog, and, in high level was configured and installed the
operating system embedded uClinux. In Figure 1 presents
the schematic of system.

IEEE 1451.2
R5-23f 2wires Sensor Actuator

THRX

Client

Microcontroller
Ethemet

“ TEDS
NCAP | ») _T
¢ '3.3 \-’dc‘ EEPROM
Processor: > v ? U)))
Nosil - e
Operating System: File

@ )

uClinux TEGS
2:w"us

THRX
WTIM
IEEE 1451.5

STIM

=

Actuator  Sensor

Fig. 1: Schematic of the implemented system.

The main propose of this paper is shows the TEDS of two
ways, in TIM and in NCAP, and some features of sensor and
actuator. The TEDS in TIM was stored using the memory
flash of the Atmega8 microcontroller and in NCAP was
stored at file. The TEDS stored in microcontroler describes
the STIM developed with three transducers (temperature
sensor and two step motors) and a RS232 interface to
communication with NCAP. The TEDS stored at file in

NCAP describes two transducers (temperature sensor and
DC motor) and a wireless interface.

2. Related Works

The IEEE 1451 defines the TEDS description and com-
munication between NCAP and TIM , involving a particular
standard of the family and different technology approaches.
Several implementations and applications of the IEEE 1451
smart transducer interface standards have been carried out
using microprocessors, microcontroller, embedded commer-
cial solutions and multicore technologies. Thus, many stud-
ies have been realized as: in [6] the TEDS format was
described, and it was implemented a stand alone NCAP,
using the RS-232 interface for realizing the communication
with the TIM. The author also showed the system using a
wireless communication based on IEEE 802.15.4. In [7] was
described a NCAP developed in XML (eXtensible Markup
Language) and RPC (Remote Procedure Call) with wireless
interface IEEE 802.15.4 standard using a ZigBee module.
The connection between NCAP and ZigBee module was
made using the USB (Universal Serial Bus) standard.

In [8] described the IEEE 1451 and its main features,
such as information model in which consists of a hierar-
chy of classes divided into three main categories: Block,
Component and Service. The authors described the main
blocks within each class (Block, Component and Service)
and system tests, was made a software control water level in
a tank. The authors also reported that, despite the advantages
of the IEEE 1451.1 standard, there are still no commercial
NCAPs available in the market.

In [9] was presented a prototype to the networks of mixed
signal (Analogical/Digital) based on IEEE 1451.4 standard,
in which was used a accelerometer sensor and was described
the TEDS. The authors described the matter of a standard-
ization to analogical transducers and the TEDS format. The
authors showed a prototype developed in laboratory in which
had a better understand about the standard and the integration
between the IEEE 1451.4 and the others standards of IEEE
1451 family.

In [10], the author presented the development of an
NCAP interfaces with two USB (Universal Serial Bus)
implemented on a microcomputer. As the first step, the
author provides a brief description of the IEEE 1451, each
committee and when the standards were adopted. The second
part presented the development of the system in which each
TIM was implemented using the Freescale microcontroller
(HC9S12DT256) and a memory (AT24C64A). The protocol
used for communication between the NCAP and TIM was
PTP (Precision Time Protocol) described by the IEEE 1588
standard in which the author describes the characteristics and
size of messages.

In the work of [11] showed communication between the
NCAP and WTIM, using the IEEE 1451.5, using the wire-
less interface based on IEEE 802.11 standard. The authors
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described the messages, commands, control patterns of the
TIM, common commands, such as: TEDS reading, writing
the TEDS, the TEDS request commands etc. And response
commands to the NCAP, all represented by the class dia-
gram. As a case study, the authors presented the recognition
modules WTIMs and showed each step in recognition of the
PHY TEDS in a graphical interface done in Java, validating
recognition modules.

In other work [12] the author proposed the use of TEDS
to store information concerning patient clinical history and
diagnostic criteria in order to project learned and patient-
adapting devices. The system uses the built-in information
to optimize the data processing by adapting the diagnostic
algorithm to the specific patient. The author presents the
potential of TEDS in use of others applications.

3. Network Node Embedded

The NCAP is a network node with the function of getting
data of external network, processing it and sending it to
interface based on IEEE 1451.X. The NCAP is divided to
hardware and software. The hardware is composed of proces-
sor, memory, I/O pins, driver to network and communication
interface. The software is composted of an operating system,
network protocols and transducers firmware. The operating
system provides the logic interface between applications and
hardware, and tools to realize the configurations necessary
for the system. In Section 3.1 describes the hardware to
development of network node and the Section 3.2 describes
the operating system embedded to development of NCAP.

3.1 Hardware

The FPGA consists of logic cells arrangement, or config-
urable logic blocks, contained in a single integrated circuit.
Each cell contains computational capacity to implement
logic functions and perform routing for communication
between blocks. The FPGA basically have logic blocks,
blocks inbound and outbound keys and interconnection.

Among the families of commercially available FPGA by
Altera, we have: Stratix II, Stratix, StratixGX, Cyclone II,
APEX, APEX II, APEX 20K, Mercury, FLEX 10K, ACEX
1K, FLEX 6000 Devices and Excalibur [13].

To development of projects, the Altera developed a proces-
sor denominated Nios II that can to be described in VHDL
or Verilog using the SoPC Builder. The SoPC Builder is a
tool of the Quartus II environment from Altera, that there
are blocks defined to implement in FPGA using the VHDL
or Verilog language. The blocks provide the communication
between the processor and the components, like: memory,
I/O pins and interfaces, for example: UART and Ethernet
[13].

The NCAP was made with two interfaces and with the
Nios Il/fast processor using SOMHz clock frequency internal
and some components necessary to implement the embedded
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operating system, like: a timer block, Static Random Ac-
cess Memory (SRAM) block, Syncronous Dynamic Random
Acess Memory (SDRAM) block (for uClinux the minimum
requirement is 8MB), Joint Test Action Group Universal
Asynchronous Receiver/Transmitter - JTAG UART block,
button block, SPI block (SD Card communication) and
two Universal Asynchronous Receiver/Transmitter - UART
blocks, used to communicate with WTIMs and STIMs.

3.2 Operating System Embedded - uClinux

The uClinux is a operating system embedded focused
to work with devices without Memory Management Unit
- MMU and offers support many processors, like: Coldfire,
Axix, Etrax, ARM (Advanced RISC Machine), Atari 68Kk,
Nios II and others distributed in the market. Today, uClinux
is an operating system includes Linux kernel releases 2.0,
2.4 and 2.6 and user applications, libraries and toolchains
[14]. The reconfiguration and recompilation of uClinux to
each device is made using the software called uClinux-dist.

The uClinux-dist has configurations standards to build
image with a set minimum resources predefined which can
be modified or include others components [14]. In this
paper the following applications were defined to create the
image of the operating embedded system for NCAP: chmod,
chown, date, df, echo, install, 1s, mkdir, mv, pwd, clear, reset,
vi, find, Ismod, modprobe, fdisk, arp, ftpget, ftpput, httpd,
ifconfig, IP, ping, route, wget, free, kill, ps, uptime, msh and
many others components available in the uClinux-dist.

The NCAP was implemented over operating system em-
bedded uClinux. To communication were defined two in-
terfaces in which the both owns the same features defined
in the hardware and the operating system. The operating
system was defined using the uClinux-dist software, that
there are many options of tools to setup the system, as like:
“Device drivers", “Character devices" and “Serial drivers".
Select the options: “Altera JTAG UART support"”, “Altera
JTAG UART console support” (if use a USB Blaster cable on
a nios2-terminal), “Altera UART support”, define “Maximum
number of Altera UART ports", “baud rate" (in this project
was defined 4800 bps) default baud rate for Altera UART
ports and “bypass output”" when no connection. Defined the
interfaces and the applications was possible connect two
TIMs (WTIM and STIM) and develop the NCAP using C
language over operating system uClinux. For uClinux in the
DE2 kit each serial port is defined by a special file in the
/dev/ttySX, where, the dev represents the device directory
and the ttySX (X port number) represents the access port.
The ports defined in this project were ttySO (STIM) and
ttyS1 (WTIM).

4. IEEE 1451.0 - TEDS

The IEEE 1451.0 - 2007 is a project that presents a
common commands feature and TEDS family standard of
smart transducers. This feature is independent of the physical
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medium of communication. This includes the basic functions
required to control and manage smart transducers, protocols
command and independence of the media format. The IEEE
1451.0 specifies the format of TEDS that are “tables” of data
containing information of transducers (sensors/actuators)
stored in nonvolatile memory inside the TIM. However, there
are applications where storage in non-volatile memory is
not practical for application, for example: when there is not
memory in TIM, then the IEEE 1451.0 allows storage at
other locations remotely calling them Virtual TEDS. The
Virtual TEDS are electronic files that provide the same
functionality implemented in memory of the TIM, however,
they are not in TIM [5].

One technique to achieve feature plug-and-play was to
define a minimum set of information from the transducers
and other optional features for more advanced functions. The
TIMs, to be connected to the NCAP, transfers data from the
TEDS to manager protocol, which makes the recognition
transducers network automatically, the system working of
way plug-and-play.

The plug and play feature of smart transducers to its users
and developers raises some advantages such as reduced time
for parameterization of the system, advanced diagnostics,
reduced time for repair and replacement, advanced manage-
ment and automation hardware calibration [5].

For the implementation of TEDS, four tables are required,
Meta-TEDS, TransducerChannel TEDS, User’s Transducer
Name TEDS TEDS and PHY TEDS. The others tables, Cali-
bration TEDS TEDS Frequency Response, Transfer Function
TEDS, Text-based TEDS TEDS Commands, Identification
TEDS, Geographic location TEDS TEDS extension Units,
End User, Application Specific TEDS and Manufacturer
TEDS are optionals. In this work was used the TEDS
mandatory for system testing and implementation based on
IEEE 1451.0-2007.

To test of feature plug-and-play, in this project was
developed a module defined by IEEE 1451.2 denominated
STIM using interface RS-232 and a module defined by IEEE
1451.5 denominated WTIM using interface ZigBee (point to
point). The STIM there are three transducers, being: two step
motors and one temperature sensor. The WTIM there are
two transducers, being: temperature sensor and DC motor.
To make the logic in both modules were used Atmega micro-
controller.

4.1 TEDS Format

The TEDS format is common to any TEDS, where, the
first field is the length and it is represented by 4 octets
unsigned integer. The next block represents the TEDSt's
content, it can be represented by data binary or based on text.
The last field in any TEDS is the checksum. The checksum
is used to check the integrity of TEDSt's data [5]. The Table
1 presents the structure TEDS general.

The TEDS fields are described like:

Table 1: Format generic to TEDS.

Field Description Type Octet
— TEDS length Ulnt 4

1toN Data block Variable | Variable
— Checksum Ulnt16 2

o TEDS lenght - it is the number of octets in the data
block more two octets in the checksum;

o Data block- field that contains specific information
according to each table TEDS. The fields that make up
this structure are different for each type of TEDS and
its structure is based on TLV, except the IEEE 1451.2-
1997 and IEEE 1451.3-2003 [5]. The construction of
each row within the table structure TEDS uses TLV
defined as:

— Type - field defined by 1 octet where this field
represents the identification of TLV line;

— Length - specific the number of octets in the field
Value;

- Value -
field;

o Checksum - it is the complement of the sum of all
octets preceded field including the initial size of the
TEDS.

content the informations of the TEDS

5. Transducer Interface Module - TIM

The TIM was developed using the microcontroller AT-
mega8 from Atmel, integrated circuit MAX 232 (wired)
and a X-Bee Pro module (wireless) for interface between
NCAP and TIM as demonstrated in Figure 1. To tests were
used sensors and actuators, and the TEDS were described in
EEPROM memory in the microcontroller like described in
Figure 2. When the user connect the TIM in the NCAP, the
TEDS are transfers to NCAP and made the recognition of
the transducers connected to the TIM. Another way is when
the TIM receives a command request, the TIM process the
command and sends the reply message to the NCAP based
on IEEE 1451.0 standard. The command can be data request
from the sensor, actuator’s control or kind of TEDS.

6. TEDS Implementation in the Embed-
ded Node

The NCAP software was developed in C language and us-
ing HTML CGI communication protocol. The IEEE 1451.1
standard suggest the implementation object orientation, how-
ever, does not demonstrate applications of structured pro-
gramming. In this context, the work was developed using
a new representation structure of NCAP, it being for each
class suggested by the standard was represented by a file
and each received a file name based on the IEEE 1451.1
standard, such as: IEEE 1451_<name file>.
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|Manu1am| Atmel FlashROM 8 KB Size
| Chip ATmegal EEPROM 512 Progra
| FlashROM EEPROM ILOCk and Fuse Bits |
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|o40 oo 33 o1 82 0D 04 40 B0 00 00 OF O4 41 40 00 00 SL@E AR
[50]oF 4 F w0 w12 E0 0 B0 2L
{[060 |1 30 01 08 14 04 30 CC CC €D 16 04 37 D1 D7 17 0. wlil. 7Rx
{[070]17 04 3 cCoC €D 18 04 41 FO 00 00 13 04 37 D1 sl A TH
{[0s0]e7 17 1F o1 02 02 10 4 04 19 03 04 00 OC 01 01 N
[[030 Jos 01 00 05 12 41 54 4D 45 47 41 3B 20 4C 40 33 ATMEGABLMI
[0a0 02 03 5 03 04 62 00 00 01 0A 01 01 0B 04 00 00
([080 fo4 B0 OC 02 00 01 0D 02 00 01 OE 02 00 00 OF OF
{[oc0]oo 10 02 00 00 11 02 00 00 12 02 00 01 13 04 00 L :
[{000]00 00 05 14 04 00 00 00 05 15 01 07 16 01 01 17 il
[[0E0]02 00 00 18 02 00 05 23 04 00 00 25 80 24 1 08 ) AEL
[0F0 |28 0 00 2C 0V OV 20 1 0O FC 1B FF FF FF FF FF ol

Fig. 2: TEDS description in EEPROM memory of ATmega8.

In “TEDS Descriptions” option presents which TEDS
that are stored on network node NCAP. In this paper was
described the four tables required for each TIM, where
each TEDS table was stored in differents files and specified
based on communication interface to which it belongs.
As an example of description of the file name, have,
RS232 meta_TEDS, which sets the RS-232 interface and
Meta-TEDS TEDS table describes what is being described.

The NCAP recognizes the TIM when both connects and
transfers the UUID of the TIM to NCAP, if the identifier is
not present in NCAP is done reading the TEDS and stored in
a separate file. However, if the identifier UUID is present in
NCAP, then the reading is performed in the TEDS itself, that
is done for recognition. In Figure 3 presents a user interface
for selecting modules reading the TEDS to show to user.

TEDS Description
Define interface:

Define module:
® Modulo 1
© Modulo 2

Fig. 3: Interface selection reading the TEDS.

In Figure 4 shows an example of reading of the TEDS in
hexadecimal.

In Figure 5 presents an example of features relating to the
STIM1-RS232 module.

In Figure 6 presents the description TEDS for step motor.

In Figure 7 presents the description TEDS for interface.

Figure 8 shows the system implemented in the laboratory
with the NCAP connected to microcomputer through the
Ethernet network and the two TIMs (STIM and WTIM) con-
nected to the NCAP using the wireless and wired network.
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Meta TEDS
.F.“:](I Field Description .D.:"a Lenght Value
Type |Name Type &
. Lenght Octets Numbers Ulnt32 4 00025

TEDSID  Identification TEDS Uint32 4 0111

; Universal Unique 8 FB 61 B4 80 81
4 uuID Identification UUID 10 gey3 ) BI
A OHoldOfT' Time Limit to response Float32 4 40 A000
- TestTime  Time to self test Float32 4 40000
D MaxChan |1ronsducer chamnel {0y g3
number

- Checksum — Ulntlé 2 62F

Fig. 4: Example of reading the TEDS stored on file in NCAP.

Transducer Module

Module Identification: SEBGLBS 80 51 EGAS

Al Bl
Time Limit to response 5.0000
Time to self test 2.0000
Transducer channel number 3
Transducer - Channel 1
Calibration Key (i}
Channel Type Sensor
Physical Units 321039182
Low Limit 0.0000
High Limit 55.0000
Operational Error 05000

Self Test 1

Sample 281029113018
TransducerChannel update time 01000
TranducerChannel read setup time 0.0000

Fig. 5: Description of TEDS for the STIM1_RS232 module.

7. Conclusion

In this paper has presented the implementation of an
embedded NCAP to access the TIMs through wireless and
wired interfaces. The NCAP was fully implemented in
the DE2 kit, using the Nios II soft-core and the uClinux
embedded operating system. For this project two interfaces,
wired and wireless have been considered to test the system
and to implement the IEEE 1451 concepts, by means of a
WTIM and a STIM module. With the implemented uClinux
operating system both interfaces can be configured.

Another important aspect was the TEDS described using
the file in the NCAP and it stored in TIM using the micro-
controller in the flash memory, in which demonstrated the
same functionality to both implementation and it becoming
the TIMs plug-and-play. This approach allows introducing
relevant aspects in the creation of digital systems such as
code reuse and technological independence.
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Transducer - Channel 2

Calibration Key 0

Channel Type Atador
Physical Units 321033182
Low Limit 0.0000

High Limit 360.0000
Operational Error 1.8000

Self Test 0

Sample 281029113018
TransducerChannel update time 0.1000
TranducerChannel read setup time 0.0000
TransducerChannel sampling period 0.1000
TransducerChannel warm-up time 41FO00
TransducerChannel self-test time requirement 30.0000
Sampling 3110
End-of-data-set operation attribute 1

Data Transmission Attribute 1
Actuator-halt attribute 1

Fig. 6: Description of TEDS for step motor.

PHY TEDS

1;.1;2 5‘:::‘! Description ?S:;l Lenght Value
- Lenght N de octetos na META TEDS  Ulnt32 4 00019
3 TEDSID  TEDS Identification Header Ulnt32 4 0C11
10 RS§232 }\I,:']E:: 1451.2 - RS232 Physical Ulmg 1 1

12 MaxBPS  Max data throughput Ulnt32 4 004 BO
13 MaxCDev Max Connected Devices Ulntlé 2 01

14 Encrypt Encryption Ulntl6 2 00

15 Authent Authentication Boolean |1 0

16 MinKeylL  Min Key Length Ulntlé 2 00

17 MaxKeyL Max Key Length Ulntlé 2 00

18 MaxSDU  Max SDU Size Ulntlé 2 01

19 MinALat  Min Access Latence Ulnt32 4 0005
20 MinTLat  Min Transmit Latency Ulnt32 4 0005
21 MaxXact  Max Simultaneous Transactions Ulnts 1 1

22 Battery Deevice is battery powered Ulnt8 1 1

Fig. 7: Description of TEDS for the STIM1_RS232 module.
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Abstract - The work presented in this paper laid more
emphasis on the availability of radio signals to a consumer in
a communication network. Attempts were made to have real
time monitoring of several communication networks in
Nigeria to ascertain the availability of essential services to a
subscriber. The objective of these monitoring was to have a
common characteristics behavior of all the networks, in terms
of subscriber access to the services paid for. Availability as
a percentage value of the amount of time the network
delivered services as against the amount of time it was
expected to deliver services is most critical to a subscriber.
Thus, the findings reveal the facts that power outages,
location of base stations and lack of security personnel were
mostly responsible for lack of network availability. Also the
findings reveal that the factors militating against network
availability or access to network service across Nigeria are
the same. This is clear violation of the policy that binds the
service providers and the subscriber. Therefore, in this report
we focused on these factors citing specific base station for

emphasis.

Keywords: Communication network, access to network,
base station, subscribers

1 Introduction

Most companies rely on data-carrying networks such that
any form of interrupt can cause considerable economic losses.
As networks grow bigger and more complex, the factors
influencing the network availability increased. Thus, many of
these companies have invested in securing their networks
with redundancy and quality of service as well as demanding
high network availability from their network operators. For
the network operator measuring and quantifying the network
availability has become an important issue, not only to attract
customers, but also as an indicator of the variation of quality
in the network helping to organize maintenance and
expansion of the network [1-3].

Service availability is also very important in e-business
economy, customer satisfaction and corporate reputation

[4- 8]. A lot of effort and improvement have been made to
ensure high availability in each technology industry [9-11].
In this work we focus on a process that specifically define and
measure access to network availability in Nigeria. We studied
the compliance of four major GSM service providers to their
policies as it relates to the subscribers.

2 Methodology and Discursion

Comprehensive on-site Monitoring of Base station
performance using real-world scenarios both at initial
installation and then during ongoing maintenance, plays a
vital role in identifying and preventing performance
problems. Poorly performing base stations have significant
negative impact on the quality of service (QoS) experienced
by users, particularly the higher data rate services available
on 3G networks. Whether poor network performance is
caused by incorrect installation, hardware/software
incompatibility, gradual degradation or complete failure of a
particular module, the end result is that the subscriber
experience will be less than satisfactory and network operator
revenues adversely affected. Making sure a cell site works in
line with designed specifications ensures that problems are
isolated before the network goes “bad”. This is also the most
cost effective monitoring solution as it is harder to
troubleshoot when a cell site is active and some performance
issues may not actually become visible until network capacity
limits are tested. In carrying out this research work we
interviewed a number of field support staff (FSO) from
different network providers across Nigeria as it relate to
epileptic power supply. Inefficient power supply is the major
causes of poor performance of base stations in Nigeria. In
general, we monitored the performance and consequently
measured the Network availability from base stations across
Nigeria. The studies were premeditated on the following
questions identified:

* How is Network Availability defined?
* How can Network Availability be measured?
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* Why should Network Availability be measured?
» What standards of Network Availability exist?

e Are there any recommended values for
Availability parameters?

* How can Network Availability measurements be applied to
radio access networks in Nigeria?

Network

2.1 Major identified factors militating against
network availability

The most direct consequence of power outages is in the

form of network availability. It is a common practice to
observe battery back-up and generators in most of the Base
stations. However, with no primary power source for more
than ten to fifteen hours, it becomes impossible to ensure
complete successful site operations. In Nigeria the public
utility power supply is very unstable.
Prolonged power cuts result in serious amount of site outages.
Key performance indicators such as Call Setup Success rate
and SDCCH Blocking rate were observed to show
considerable degradation. These indicators are a direct
measure of network availability and accessibility experienced
by the end user. In some cases, networks suffered up to 100%
degradation due to the prolonged primary power source
outage.

However, contrary to the expectation that base stations are
built with state of the art technology we observe that most of
the base stations are not built to standard. This is another
factor responsible as to why outages are on the high side in
Nigeria. A major failure that occurred in Asaba Region,
Delta State, Nigeria, which affected fifty seven (57) Base
Transmission Station (BTS) sites, was investigated. This type
of major failure was also observed in several BTS sites across
Nigeria. The outcome of the investigation reveal that the root
cause of the failure was power outage at one of the BTS site
(hub link site) bringing down the remaining fifty six BTS
sites. This affected hundreds of subscribers who could not
access the network services for fifty six minutes. The time of
restoration of power supply depends on time of the day,
availability of security personnel and location of the BTS
sites. Some of the base stations are located in remote areas
and when power outage occurs at Night (from 19:00 hours to
06:00 hours), in most cases no security personnel are
available to escort the site engineer to the BTS site. Under
this circumstance the network downtime is longer.

The following factors also significantly impact on
transmission outages of network availability and these are;
fibre failure, Bad weather (due to Heavy rainfall and/or wind)
resulting in flapping of sites, Microwave HOPs and Antenna
misalignment.

It provides a centralized network management platform for
supporting telecommunication operators in their long-term
network evolution and shielding the differences between
various network technologies. The M2000 focuses on
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continuous efforts that telecommunication operators have
made for network OM and inherits the existing OM
experience. The sample measurements were generated from
the BTSs which also provided the File Transfer Protocol
(FTP) services to the Network Management System (NMS).
The NMS is hosted on a central server which is connected to
other network elements such as BSC, BTS, MSC, HLR etc.
The server with its NMS software was configured to retrieve
BTS measurements of remote MSCs and its BSCs. The NMS
was used to monitor the network under review (MTN
Network) and data were collected hourly for site (BTS) down
count at Asaba region. The number of site going down on an
hourly basis has a direct effect on the availability of GSM
Network in Nigeria. From our observations it is safe to
provide information about one particular network provider,
which is MTN network, without any consequence on the
generality of the research. Figure 1 shows the M2000 client
interface (Physical Topology window) and Figure 2 shows
the main menu screen of the software. Figure 3 is a Screen
shot from M2000 mobile monitoring system showing BTS
down under their various BSCs in Asaba region. Figure 4 is a
screen shot showing the ouput of the software ACC
monitoring tool that is used for creating trouble ticket.
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Figure 1: M2000 client interface (Physical Topology
window)
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Figure 2: Screenshot from M2000 monitoring system showing site down and their downtime.
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Figure 3: Screen shot from M2000 mobile monitoring system showing BTS down under their various BSCs
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Figure 4: Screen shot from ACC monitoring system for creating trouble ticket (TT) for the various alarms on the BTS

3 Conclusions

This study reveals that the most common cause of lack of
availability of network to a subscriber is power failure. Even
though all the BTS are provided with generators sometimes
it takes as long as 10 hours to restore network service.
Sometimes subscribers are unable to have access to network
service and as a consequence are unable to communicate
with one another. Under these circumstances the service
providers cannot guarantee efficient platform for e-learning.
Sometimes customers in banks are delayed for a long time
due to lack of availability of network. When power failure
occurs in these BTS, some businesses, such as online
transactions, are put on hold. The service providers spend
millions of Naira monthly to run their generators in all the
BTS sites. As a result their annual profit margin is reduced.
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Abstract— This paper presents an innovative wormhole
detection scheme an using artificial neural network for
wireless sensor networks (WSNs). Most detection schemes
described in the literature are designed for uniformly
distributed sensors in a network, using statistical and
topological information and special hardware. However,
these schemes may perform poorly in non-uniformly
distributed networks. Accordingly, the aim of the proposed
research is to detect wormhole attacks for both uniform and
non-uniform network environments. Furthermore, the
proposed research does not require any special hardware
to discover wormhole attacks and causes no significant
communication overhead as well. The efficacy of the
proposed detection model is measured in terms of detection
accuracy, false positive rate, and false negative rate. The
results show that the proposed algorithm achieves higher
detection and lower false positive rates in comparison with
existing statistical wormhole detectors.

Keywords—Artificial neural network; wormhole attack;

non-uniform distribution; wireless sensor networks
1. INTRODUCTION

A wireless sensor network is simply a pool of self-
directed devices organized into a mutually connected
network. Sensors are usually autonomous and spatially
distributed within a certain area to monitor targeted physical
and environmental conditions, such as temperature, sound,
and pressure. In WSNs, free frequency band and open
architecture are used for supporting mission critical
application in a hostile environment; thus, they are highly
prone to various security attacks, such as the wormhole
attack.

The wormhole attack is recognized as one of the most
detrimental security threats for WSNs [1]. In WSNs, known
communication channel is used so that the wormhole attack
can be deployed silently without raising any security
concerns. Wormhole attackers (node) are connected via
virtual tunnel which can be established in many ways (e.g.

out of bound hidden channel, packet encapsulation and high
powered transmission) [2]. During this attack, a malevolent
node, which is controlled by an adversary, records packets
from one location in the network, and replays them in
another location through a virtual tunnel to another
malevolent node. As shown in Fig. 1, the two wormhole
nodes E; and E,, connected by a dedicated link, can capture
the packets from one location and replay them to another
location.

®
O

‘Wormhole node
Node

Virtual Tunnel
Link

Wormhole attack.

Fig. 1

Subsequently, this wormhole attack becomes so severe
that it might destroy the network or hamper the usual
operation of the network by selective dropping of packets;
manipulation of traffic; or modifying data packets without
revealing their identities.

Therefore, detection of wormhole nodes is an essential
task for ensuring the security of wireless sensor networks.
Most of the existing countermeasures use distance between
nodes, direction, and location abnormality among claimed
neighbour nodes as detection features to fight against
wormhole attack. To gain a certain level of accuracy, many
existing schemes have used complex and highly advanced
devices such as directional antenna [3], GPS [4], or ultra
sound for distance measurement [5]. In fact, those special
devices are very costly for practical deployment. Some
statistical wormhole detection schemes based on hop count
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[6], node connectivity [7], or neighbourhood count [8][9] do
not need any special hardware. Those schemes are usually
used with hardware supported scheme as a secondary
approach. Furthermore, centralized statistical wormhole
detector [8] caused significant network and communication
overhead in contrast to distributed approach statistical
approach [9]. However, most of the wormhole detection
schemes are made to apprehend wormhole nodes where
sensor nodes are distributed uniformly, but their
performance in case of non-uniformly distributed networks
is in question.

In recent years, artificial intelligence technology is
combined with network anomaly detection scheme to
improve its detection accuracy. It is one of the exemplary
intelligent models that is extensively used in a detection
system. However, an artificial neural network is a very
simplified model of the information processing in the
human brain. This network consists of interconnected
processing units, works in a parallel fashion to find non-
linear solution to a particular problem. Its adaptive and self-
learning criteria helps to increase the competence of an
anomaly detection model [10].

In this paper, we propose a novel detection scheme
based on an artificial neural network using neighborhood
count. The proposed detection model is able to detect
wormhole attacks in non-uniform sensor distributions and
does not need any special hardware. Here, we have
introduced a mobile node, called as detector node (Dy) that
visits a random location within the network area and
collects neighborhood counts. When Dy moves into a
wormhole attack zone, the collected number of neighbors
by Dy are increased abruptly (uniform network scenario) or
slightly (non-uniform network scenario) compared to non-
affected zone. This abnormality is captured by Dy as
evidence of the presence of wormhole attack and gathered
in a dataset. Dy collects the number of neighbors both in the
presence and absence of wormhole nodes. Dataset is used
for training and testing of neural network. After training
phase, test dataset is fed into a neural network and based on
the output of the network, we decide the existence of
wormhole attack in the network.

We studied detection accuracy, false positive rate and
false negative rate through simulation in detail. Our
simulation results have confirmed that an artificial neural
network based wormhole detector can detect wormhole
attack with high precision and negligible false positive and
false negative rates compared to statistical based wormhole
detector.

The remainder of this paper is organized as follows:
Section 2 presents the literature survey of detecting
wormhole attack and its counter measure for WSNs. We
discuss the artificial neural network in Section 3. The

Int'l Conf. Wireless Networks | ICWN'15 |

proposed artificial neural network based Detector is detailed
in Section 4. The evaluation results are discussed in Section
5. Section 6 includes concluding remarks and future scope
of work.

2. RELATED WORK

Numerous counter measures have been proposed to
confront the wormhole attacks in WSNs. In [4], The authors
have proposed packet leashes to detect wormhole nodes.
Two types of packet leashes are used, such as temporal
packet leash and geographical packet leash. In temporal
leash (TL), a sender adds either sending time or expiration
time of packet so that the receiver can verify if the packet
has made a journey too far based on maximum transmission
speed and time. In the geographical leash (GL), sender
includes its own location (using GPS) and sending time.
Using GL, the maximum distance between the sender and
receiver can be estimated by receiver. This scheme can
perform better if strict time synchronization and additional
device like GPS are provided.

In [3], a new idea has been introduced to detect
wormhole attack. A directional antenna is attached to each
sensor node to detect wormhole node. According to the
authors, if a sensor sends a packet in a given direction, its
receiver will receive it in the opposite direction. Therefore,
authenticity of neighbor can be verified by their sending and
receiving directions. This scheme appears to require
additional hardware (i.e., directional antenna).

The method in [7] detects wormhole node by looking at
the connectivity graph for forbidden substructures. Two
non-neighbor nodes might have at most f; common
independent k-hop neighbors; attack is spotted if the
opposite happens. Compared to dense network, forbidden
substructures are very hard to find in spare network.

Another category of wormhole detectors has been
proposed based on the investigation of the statistical
parameters of network, such as number of neighbors and
hop count etc. In [8], the statistics of total hop count and
neighbor information are monitored by the base station. If
the total number of hop counts decrease dramatically or
whether the number of neighbors of all nodes increases over
a threshold, presence of a wormhole node is declared.
However, this scheme causes significant communication
and co-ordination overhead.

In [9], another statistical approach is proposed, known
as SWAN approach, in which each sensor collects the
recent number of neighbors. Wormhole attack is identified
if the current number of neighbors exhibits unusual increase
compared to the previous neighborhood counts taken
outside of the wormhole zones. This is a distributed
approach so that it doesn’t cause any overhead unlike
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centralized approach. However, both schemes perform
better in uniformly distributed network, but their
performance is in question where sensors are distributed
non-uniformly.

3. ARTIFICIAL NEURAL NETWORK

Artificial neural network (ANN) is a computational
scheme that is modeled after the human brain. ANN
consists of interconnected complex information processing
unit, called neuron; they work together to find non-linear
solution of certain problems [11]. Neural networks learn or
adopt with input examples that flows through it. However,
they consist of three general layers: input layer, hidden
layer and output layer. Perhaps, the Multilayer layer
perception (MLP) is the most widely used scheme of neural
network. Fig. 2 shows a standard multilayer feed forward
network.

Hidden
layer

Input
layer

Output
layer

Fig.2  Multi-layer neural network.

Operation of neural networks can be described in two
phases: Training and Testing. There are several methods,
but simplest and the most popular training method is
generalized delta rule, which also known as
backpropagation [12].

Input features from the input layer are shared with
adjacent hidden layer through unidirectional branches [13].
Those input values are multiplied by some weights and then
summed. Similarly, all output of hidden layer propagates to
the output layer (This is called forward propagation). The
value of the output layer is compared with desired output.
This error between actual output and desired output are
measured and propagated backward to adjust the branch
weights. On other words, we minimize the cost or energy of
the error function, J(8), by using back pass of back
propagation algorithm defined as:

1 m
J©) = 5= (ha(6) = ¥’ (1)
a=1

The y, defines the desired output of the ™ input training
example, h,(0) represents actual output of neural network
and m represents total number of training examples. During
the back pass of back propagation, each branch weights is
updated using (2):

daJ(6)
deo

2

Gi]' = GU —a
ij

The 6;; is the weight between i*® and i*® neuron and

a is the learning rate. The weight adjustment procedure is
performed recursively up to maximum epoch.

4. PROPOSED ALGORITHM

The proposed algorithm is a network based approach in
which the number of neighbors is used as detection feature
to confront wormhole attack.

Acam

Fig.3  Impact of wormhole attack.

However, a mobile sensor node, known as detector node
(Dy) is deployed in an area where sensor nodes could be
uniformly or non-uniformly distributed. Dy moves around
this sensor field and collects the neighborhood count. When
it reaches into the communication range of the wormhole
node, counted number of neighbors would increase sharply
or a little based on sensor distribution. This change is
captured and gathered in a dataset, Dy, along with other
collected number of neighbors. For instance, as shown in
Fig. 3, the detector node Dy moves from the one location A
to another location A,. Then Dy will receive the new
neighbor beacon message from sensor nodes within its
communication range, 4.,. At the same time, sensors,
around the E,, also send beacons via E; as they are
connected through a virtual tunnel.

As we know, the performance of a neural network
highly depends on how the neural network is trained and
training dataset containing potential features. Dy involves in
gathering D, with adequate data samples. However, it is
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assumed that a wormhole attack does not exist in network in
first half of the detection process. In this first half, detector
node gathers KxN data samples which are called negative
training examples. Similarly, same amount of neighborhood
counts are collected in the presence of wormhole nodes,
known as positive training examples. After that, those two
types of data samples are mixed up so that training can be
performed appropriately. Then MxN data samples are drawn
and stored in a training dataset, D,;,. At the same time,
PxN data samples from main dataset are stored in D, for
testing the trained neural network.

Proposed Algorithm:

Collect KxN negative Data samples

Collect KxN positive Data samples

Mix up the positive and negative data samples

Select MxN data samples from D;,, and store in D,
Select PxN data samples from Dy, and store in Dy,
Train the neural network with appropriate parameters
Test the neural network

If output > 0.8 then wormhole attack exist

9. If output < 0.8 then wormhole attack does not exist
10. Update D, by D, for further training

11. Reset D, and update with new data samples gathered
by Dy

S Ao

Furthermore, data samples of D,,;, are fed into input
layer of neural network. Training procedure is performed
repeatedly until it reaches the maximum epoch. Testing
procedure involves the checking of the neural network
whether it is able to classify the wormhole attack or not. If
only the output of the trained network is greater than 0.8,
then the presence of wormhole attack is declared.

After Testing, data samples of D, updates D, for
further training by removing its old elements. This will
minimize the error level that was achieved in the training
phase. D, entries are cleared up and updated with new data
examples collected by the Dy in real time.

5. SIMULATION AND RESULTS

In this section, we have demonstrated the simulation and the
results after applying our proposed model of detecting
wormhole attacks. First phase of the experiment has been
conducted to see if the proposed scheme is able to classify
the wormhole attack in the network or not. In the second
phase, we have evaluated the percentage of detection
accuracy, false positives and false negatives of the proposed
detection scheme. We have also investigated the
performance of the proposed algorithm by deploying
different sensor distributions.
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In the simulation setup, 500 sensor nodes are distributed
in the square field of 1000 meters by 1000 meters. Each
sensor node including Dy has 50 meters radio range. A pair
of wormbholes is placed on a location of 300 meter by 300
meter and 700 meters by 700 meter. Random waypoint
model is used as mobility model for the simulation[9].

A multi-layer, feed forward network with back
propagation algorithm has been used for the experiments.
Both Input and hidden layer contain of 100 neural nodes.
On the other hand, the output layer has only one (01) neural
node. Conversely, we have used a sub data set, Dy,
comprising of 9000 randomly selected data points from Dy
for training, in which each data point consist of 100
neighborhood counts collected by Dy. During the training
period, minimum error tolerance level was set to le-05.
The Table 1 shows the parameters which are used during
the training phase.

Table 1 Parameters used for training.

Parameter Value
No of feature 1
No of Data points 9000x100
(training)
No of Data points (testing) | 1000x100
Architecture [100,100,1]
Performance 1.00E-05
Learning rate,o 1.00E-02
Epoch 9000
CPU time 15 mins

In the testing phase, the testing dataset is fed into the
input layer. Then we look into the output of the neural
network to see whether it identifies the existence of
wormhole attack in the given network. Fig. 4 shows that the
proposed detection scheme can classify the “wormhole
attack” and “no wormhole attack” successfully.
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Data Samples

Fig.4 Classification of wormhole attack (uniform
distribution).
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In the second phase, we wanted to evaluate the
performance of the proposed scheme by using different
sensor distributions in a given area. The total Number of
sensors and radio range of each sensor including Dy remain
same as the first phase. In this experiment, sensors are
distributed according to several distributions such as
uniform, Gaussian, Poisson, exponential, beta and gamma
distribution. For each sensor distribution, we have
calculated the percentage of the detection accuracy, false
positives and false negatives.

100.5

— 981
5 100 99.392
T, 105
-
E > 9332
985 -
S w weg o AT
g s 9701-1
T
o
£ %5
]
A %
955
Uniform  Gaussian Exponenhal Poisson Gamma  Average
SensorDistributlon
Fig.5 Percentage of detection accuracy.

Fig. 5 shows the percentage of detection accuracy of
ANN based detection scheme with different sensor
distributions. In this graph, the highest detection accuracy is
recorded as 99.981% when sensors are distributed
according to Uniform distribution, whereas the lowest
detection accuracy is measured 97.015% for exponential
sensor distribution. Furthermore, detection accuracy for
Gaussian distribution is almost same as the uniform
distribution. Accordingly, 97.662%, 98.01%, and 97.873%
detection rates are measured for Poisson, beta and gamma
sensor distribution. Thus, the average detection accuracy
calculated for the detection system is 98.32%.
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Fig. 6  Percentage of false positive.

Fig. 6 compares false positive rates of this scheme with
the Variation of deployed sensor distributions. The lowest
false positive rate is achieved for the uniform sensor

distribution, and the highest false positive rate is recorded
for the exponential sensor distribution, which are 0.019%
and 2.885%, respectively. For the Gaussian sensor
distribution, false positive rate is relatively low as uniform
sensor distribution. The false positive rate for the beta
sensor distribution is 2.115%. At the same time, false
positive rates are approximately same for Poisson and
Gamma sensor distribution, but not as high as Exponential
sensor distribution.
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Fig. 7 Percentage of false negative rate.

Fig. 7 illustrates the changes in false negative rates over
different sensor distributions. In this graph, lowest false
negative 0% is obtained for uniform sensor distribution
among all sensor distributions. However, false negative rate
is relatively high for the exponential sensor distribution
compare to other sensor distributions. Here, Gaussian and
Poisson sensor distributions show almost equal false
negative rates. Similarly, almost similar false negative rate
is achieved when the sensors are distributed according to
beta and gamma distribution.

An analysis of Fig. 5, Fig. 6 and Fig. 7 shows that the
proposed detection scheme can perform better for the
Uniform sensor distribution in contrast to the other non-
uniform sensor distributions; though its performance is
quiet improved compared to other existing wormhole
detectors. In uniform sensor distribution, number of
neighbors is increased abruptly when detector node is in the
communication range of wormhole node. In contrast, the
number of neighbors increases slightly or very small in
magnitude when sensors are distributed non-uniformly.
Therefore, detector node collects the number of neighbors
as the evidence of wormhole attack more precisely in
uniform sensor distribution compared to non-uniform
sensor distributions.

In Fig. 8, we compare the performance of proposed
detection scheme with other existing statistical wormhole
detector. Proposed scheme is outperformed in all
performance categories except false negative rate. Proposed
detection scheme has higher detection accuracy with lower
false positive rate, which are accordingly 98.25% and
1.71%.Though proposed scheme exhibits 0.02% false
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negative rates unlike other two statistical wormhole
detectors, this false negative rate is apparently negligible
considering its high detection accuracy and lower false
positive rate.
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detectors.

Comparison of different statistical wormhole

6. CONCLUSIONS

This paper presents a novel detection model based on
neighborhood count using ANN for wireless sensor
networks. The goal of this proposed detection scheme is to
detect wormhole attacks in any sensor distribution with high
detection accuracy and low false positive rate, especially in
non-uniform network environment. The proposed scheme
shows promising performances through simulation. The
detection accuracy is increased and false positive is
decreased significantly compared to other statistical
wormhole detectors. Future work is needed to enhance the
detection scheme to locate wormhole nodes and to eradicate
them from any sensor network.
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Abstract— A new trend on Wireless Sensor Network field is
the emergence of SSN (Shared Sensor Networks). SSN consists on
multiple applications sharing the same sensoring and
communication infrastructure. A major challenge for SSN is to
extend the network’s lifetime, since multiple applications
potentially impose increased demand from the sensing and
communication infrastructure. A promising solution to
this challenge is the creation of algorithms that are capable to
share the formation of clusters created by existing cluster-based
routing algorithms in order to fully exploit the fact that a same
sensing unit meeting the requirements of different applications is
able to collect data only once and the collected result is shared by
all of them. In this context, we propose an extension of LEACH
algorithm [3], called S-LEACH (Shared LEACH). S-LEACH is
able to handle the sensing requirements of several applications in
SSN without executing redundant data collection. Our proposal
is validated by experiments.

Keywords—LEACH, S-LEACH, Shared networks

1. INTRODUCTION

Wireless sensor networks (WSNs) are composed of:
(1) Sensors that are low-cost, energy and resource constrained
devices equipped with sensing interfaces and communication
capabilities via wireless links; and (ii) one or more Sink
node(s), a device that works as a gateway between the WSN
and external networks. WSNs contain a large number of sensor
nodes working collaboratively to monitor the target area and
perform actions that may actively affect the physical
environment [12]. In general, the sensor nodes are typically
deployed in difficult-to-access remote locations. Most
deployments of WSNs require unattended operation, thus,
sensor nodes have to rely on batteries for communication and
information gathering. A new trend on WSN field is the
emergence of SSN (Shared Sensor Networks) [1] [9]. In SSN
multiple applications share the same sensoring and
communication infrastructure.

A major challenge for SSNs is to extend the
network’s lifetime, since multiple applications impose a a
greater demand from the sensing and communication
infrastructure. One of the techniques to extend the lifetime of a
WSN consists in creating an hierarchy of clusters in order to
route the collected data [2]. Those cluster-based routing
algorithms are responsible for organizing the network in
groups, called clusters, whose members are: cluster leader,

This work is partly supported by the Brazilian Funding Agencies CNPq
and FAPERJ under grants numbers FAPERJ - E-26/110.468/2012;
CNPq - 307378/2014-4; CNPq 30494 1/2012-3; CNPq - 473851/2012-
1; INMETRO - PRONAMETRO ; CNPq 477223/2012-5 (Universal
ASGARD Project).

called Cluster Head (CH), and sensor nodes, called cluster
members (CM). The main role of a CH is to route the collected
data from the sensors of its cluster towards the sink node
through multihop communication. Since data communication is
an energy-demanding operation and the overall distance among
cluster members and its respective cluster-head is generally
smaller than the distance among these cluster members and
Sink node, cluster members save transmission energy and thus
extend the network operational lifetime [3]. Some clustering
techniques uses distance criteria [8] [9] such as received signal
strength indicator (RSSI) and shortest communication distance
among others to form clusters.

There are several techniques to extend the lifetime of
a WSN. Most of them focus on the fact that communication
between the sensor nodes and the base station is expensive, and
so intends to reduce the number of transmissions. Such
techniques search to organize the WSN in order to reduce the
number of hops between the collected data and the Sink Node
or to aggregate data to reduce transmissions. One of the most
famous and widely adopted cluster-based routing algorithm for
WSN is LEACH (Low-Energy Adaptive Clustering Hierarchy.

In the SSN scenario a cluster-based routing algorithm
will have to deal with several applications simultaneously
sharing the same infrastructure. Then, in a SSN, it is possible
that a same sensing unit meets the requirements of different
applications. This is potentially efficient since a same sensing
unit could collect data only once and then share the results with
several applications so as to further improve the use of limited
node resources. So, a challenge for SSNs is related to the
improvements and adaptation of existing cluster-based routing
algorithms in order to fully exploit the fact that a same sensing
unit that meet the requirements of different applications could
collect data only once and the collected result be shared by all
of them.

This paper proposes an application-aware extension
of LEACH for SSN, called S-LEACH (Shared LEACH). S-
LEACH is an application aware cluster-based routing
algorithm for SSN because is designed to deal with several
applications simultaneously sharing the same infrastructure of
wireless sensor network. Therefore, in S-LEACH the clusters
formation is created in order to route the data for multiple
applications by transmitting these data once. Besides, by
considering a context of shared applications in a common
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sensors infrastructure, the CH nodes of S-LEACH use data
fusion algorithms designed for SSN [12] instead of traditional
fusion techniques. The major problem with traditional fusion
techniques when applied to SSNs is that they consider the
universe (sensing units and data rates) of a single application. If
the environment has a set of applications simultancously
running (as it is in a SSN scenario) and they use the same
sensing unit (such as temperature), each application will apply
fusion for each set of data instead of fusing these data for all
applications. So, in order to deal with SSN scenarios, this work
uses fusion techniques designed for SSN [12]. These fusion
techniques designed for SSN reduce the number of collected
data and the number of transmitted messages on SSNs, once
that each sensor will send a single message independently of
the number of applications, further extending the network
lifetime [12].

The main benefits of using S-LEACH are: (i) S-
LEACH extends the lifetime of SSN when compared to
LEACH, since it reduces data traffic, by instead of transmitting
the collected data of a same sensing unit that may meet the
requirements of different applications several times, as LEACH
would do, S-LEACH transmits this data only once for these
applications; (ii), S-LEACH does not have a negative impact
over the sensor resources (memory size). Our proposal is
validated through simulations and tests on real nodes.

The rest of this paper is organized as follows. Section
IT reviews related works. Section III presents our designed
clustering technique for SSN: S-LEACH. In Section IV, we
describe the experiments to evaluate the proposal. And finally,
at Section V, we conclude our paper and outline future works.

II.  RELATED WORK

Several works have proposed energy-efficient cluster-
based routing algorithms for WSNs [3] [4] [5] [6] [7]. Our
main related work is [3], presenting LEACH, an adaptive self-
organizing cluster-based routing algorithm for WSN. The main
idea presented in [3] is the creation of clusters in a distributed
random way over the network. During each round a set of
Cluster-Heads (CHs) is elected at random in a distribute way.
Based on node proximity each non-CH node joins the nearest
newly elected CH. After the CH election and the formation of
clusters, LEACH starts to perform steady-state phase, when
data related to the application are transferred to the base-
station. LEACH [3] is one of the best known cluster-based
routing algorithm for WSNs and is extended by the works T-
LEACH [4], TL-LEACH [5] and Pegasis [6], which basically
changes the criteria used to form clusters (the received signal
strength indicator (RSSI) and shortest communication distance
are example of criteria) in order to extend the network lifetime.
Thus LEACH [3] as its extensions [4], [5] and [6] were
designed to meet the requirements of a single-application. The
difference among our proposal and LEACH [3] and its
extensions [4], [5] and [6] is that our proposal extends LEACH
to handle the requirements of multiple applications in a SSN
context and use data fusion algorithms tailored for SSN
scenario, while [3] [4] [5] [6] are cluster-based routing
algorithms for WSNs, not tailored for a shared sensor network
infrastructure (SSNs).
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The work [8] proposes a reconfigurable semantic
middleware, capable of handling data from multiple and
heterogeneous applications. The proposed middleware [8]
provides a precise and formal semantic value for each data;
also allowing integration of different applications and the
share of data that belongs to the same context. The proposed
semantic middleware uses ontology to process information
from each sensor node as well information related to the
current network state. The proposed middleware promotes
data enrichment and adds an automatic association between
the meaning of the data, temporal and spatial aspects. The
work suggests that the energy economy occurs through the
decrease of communication, and pre-processing and collecting
data only when are considered significant. Also, [8] adds
semantic value to each data and associates it with the context
of each application, keeping unrelated nodes in sleep mode,
thus saving energy. The main difference from [8] to our
proposal is that S-LEACH transmits this data only once for
the several applications, saving energy. Also, we use data
fusion algorithms suited for SSN.

To the best of our knowledge, there are some
proposed works that deal with the clustering challenge for
SSNs, but they present various restrictions that these
clusterings imposed on applications. The main difference
between S-LEACH and other clustering approaches found in
literature is that our proposal relies on the creation of clusters
for a shared infrastructure, while other clustering approaches
are concerned with a single application. We also use data
fusion algorithms designed for SSNs scenario in order to
reduce data traffic, extending further network lifetime, since
instead of transmitting the same data several times (each one
of the applications), as LEACH would do, S-LEACH
transmits this data only once for the several applications.

III. S-LEACH

Our proposal, S-LEACH (Shared LEACH) extends
LEACH to serve multiple applications efficiently. We have
modeled the applications as a tuple, where an application 4pp;
= <[dent, Sts, Srs>, where Ident represents the identification of
the application, Sts = <St;, St,, ..., St,> represents the set of
sensing units (for example, sensing temperature or humidity)
required by the application and Srs = <Sr;, Sry, ..., Sr,>
represents the set of sensing rates that each sensing unit should
perform to meet the requirements of this application.

This section is organized as follows: Section A
presents an overview of the proposed algorithm and Sections
B, C, D and E describe the phases of our algorithm.

A. S-LEACH Overview

S-LEACH is performed by all the SSN nodes. Our algorithm
is performed in a periodic basis (similarly to LEACH). Each
period is a round. In S-LEACH each round encompasses a
sequence of procedures performed in three mains phases: the
Set-up Phase, the Application Awareness Transient State
Phase and the Steady-State Phase.

The Set-Up Phase (Section B) is responsible for
setting the algorithm initial parameters, selecting the Role for
each node, Cluster Head (CH) or Cluster Member (CM), and
creating the clusters. The procedures of Role Selection and
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Clusters Formation performed during this phase are the same
as LEACH [3].

The Application Awareness Transient State Phase
(Section C) is responsible for the network nodes to be aware
of several currently running applications in network.
Additionally this phase of S-LEACH shares the clusters
formation among several applications in order to the data
collection of a same sensing unit be shared among the
applications that demands the data generated by this sensing
unit. Also, by performing this phase, S-LEACH can save
energy of the sensor node that does not meet at least one of the
requirements of the currently running applications or there is
no currently running application on the network, because it
keeps the nodes that do not attend an application on sleep
state.

In the Steady-State Phase (Section D), each CM that
meets at least one of the requirements of the currently running
applications on the network should collect and send the
collected data for the respective CH. Each CH executes data
fusion algorithms especially designed to deal with multiple
applications simultaneously in the SSNs context [12].

B. Set-up phase

S-LEACH is a periodic algorithm that works in
rounds. The first phase of each round is the Set-Up phase. All
nodes should perform this phase at the same time, so the nodes
must be synchronized. The clock synchronization problem is
reported and addressed by several authors such as [3] and [8].
Considering the nodes synchronized, the Set-Up phase starts.
This phase is divided in three procedures: (i) Configurations,
(i) Role Selection and (iii) Clusters Creation. The Role
Selection and Clusters Creation procedures are the same as
LEACH [3].

In the Configurations procedure all configurations
are deployed to the nodes and the data structures are
populated. Each CM node contains the following data
structures: SC, S, NV, L, CNI, A, FTU and APPs.

The data structure SC is used by the sensor nodes in
order to store its capacities. The capacities of the sensor node
are the set of Sts (sensing units) and their respective Srs
(sensing rates) that this node is able to perform and support the
applications that demand these capacities. For each sensing
unit, the quantity of data collected by the sensing unit (S¢) and
its values is stored in the data structure L. The data structure
CNI is is defined for each CM node in order to store the
unique network addresses (NodelD) of the CH of its cluster.
The data structure APPs is defined for all network nodes in
order to contain all currently deployed applications in SSN.
The sensor node uses the data structure S in order to store the
identification of the applications that are supported by the
sensor node. The data structure 4 stores the set of St and Sr
for each application that is running on network and this node,
when playing the CM node role, is able to attend its
requirements. It is important to notice that differently from 4
data structure, APPs contains all currently running
applications, not just the supported ones

Each CH node contains the following data structure:
NV and FTU. The data structure NV stores the CM nodes that
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a certain CH has in its own cluster. This data structure has a
field in order to store the size of the cluster, which is equal to
its number of CM, and the rest of the structure is used to store
the identifications (NodeID) of each CM node. The CH node
stores in the FTU data structure the identification (id) of the
fusion technique designed for SSN that should be performed
given a set of currently running applications on network. As
an example of a fusion technique for SSN, there is the
Enhanced Moving Average Filter [13].

The Configurations procedure starts with the boot()
procedure. This procedure represents the hardware
initializations of each node, required for making the node
operational and ready to start performing our algorithm.
During the boot procedure the NodelD parameter is set. So,
each node starts its operation knowing its own identification.
The NodelD parameter stores a unique identification for each
node in the network. After, the init() procedure is performed.
Such procedure consists on setting the initial values of S
(supported applications), SC (capacities of the sensor node)
and FTU (fusion technique given a set of running
applications). The other data structures are left empty and it
will be filled during operation procedures of three phases of S-
LEACH’s, which are performed for all the nodes in the
network. These nodes were already physically deployed over
the structure

In the Role Selection procedure, which is the same
as LEACH, S-LEACH must select the roles of the nodes of
the SSN as CH or CM. The role selection procedure in each
node is made in the same way as in LEACH [3]. Each node
chooses a random number o from the interval [0, 1] and

calculates a threshold function T'(n), similarly to LEACH.
P

——,ifneaG
T(n) — J]1-Px(rmod (%)) f

0, otherwise

(1

Where P is the desired percentage of cluster heads
present in the network, r is the current round and G is the set

of CM nodes in the last i rounds. At this point, since the

ammount of nodes that are eligible to become CH decrease,
the probability to become CH of the remaining nodes at G set

must be increased. After i— P rounds T(n) = 1 for any CM

node. Once a node has become CH, it does not perform
T(n) again; in other words it is not eligible anymore. After i

rounds all nodes are eligible again.

In Clusters Creation procedure, which is the same as
LEACH, each node verifies its role. If the role is CH (line 1,
Fig 1), this node broadcasts CH ROLE BROADCAST
message for its neighboring CMs to inform its role (line 2, Fig
1). After that, this node waits for the reception of the
CM_JOIN messages disseminated by its neighboring CMs
(line 3, Fig 1). After the reception of all the CM JOIN
messages disseminated by its neighboring CMs, this CH
creates a TDMA schedule for each CM node that joined its
cluster (line 4, Fig 1). Finally, this CH sends
TDMA SCHEDULE message for each one of its CMs
informing TDMA schedule (line 5, Fig 1).
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Ifthe role is CM (line 7, Fig 1), this node waits for the
reception of the CH ROLE BROADCAST messages
disseminated by the CHs (line 8, Fig 1). Upon receiving these
messages, this node chooses the CHs with the strongest RSSI
(Received Signal Strength Indicator) (line 9, Fig 1). Then, this
node sends a CM_JOIN message to this nearest CH in order to
join its cluster (line 10, Fig 1). Next, this node waits for the
reception of the TDMA SCHEDULE message informing its
TDMA schedule disseminated by its CH (line 11, Fig 1).

By the end of this procedure the network is self-
organized in clusters, like the original LEACH [3]. Next the
Application Awareness Transient State procedure starts in
order to share this clusters formation among the deployed
applications.
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Input: 7(n), o. (a random number a from the interval [0, 1]).

Output: Node role and NV.

1. If T(n) > a my role is CH:

2. Send CH ROLE BROADCAST message for the
neighboring CMs.

3. Wait for CM_JOIN messages from each CM that has
chosen this CH node. CH updates the NV.

4. Create a TDMA schedule for each member node that joined
my cluster.

Send to each CM a TDMA SCHEDULE message.
End If.
If T(n) < o my role is Member Node:

Wait all CH ROLE BROADCAST messages.

Choose the CH with the best RSSI among the received
CH ROLE BROADCAST messages.

10. Send a CM_JOIN message for the chosen CH.

11. Wait for CH to inform my TDMA schedule, through
TDMA SCHEDULE MESSAGE.

12. EndIf.

° =N W

informing the ids of the applications to be deployed, and their
respective Sts and Srs.

7. Update the set APPS, to contain the identifications of all
currently running applications on SSN, and their respective Sts

and Srs.
8. For each application identification i in set APPS:
9. For Each sensing unit j in the set Sts;;
10. If Sts;; from App; has the same Sts ; from SC, for

giving application i:

11. For the giving application 7 , in set A update Srs ;;
with highest Sr between the values of App; and SC.

12. End If.

13. End For each.

14.  End For each.

15. fA=0:

16. Sensor sleeps until next round.
17. Else.

18. Return set A, SC.

19. End If.

20. End If.

Fig 1. Pseudocode of Set-Up PhaseNext the Application awareness
transient state phase starts

C. The Application Awareness Transient State Phase

The pseudocode of the Application Awareness
Transient State phase is shown in Fig 2.

Input: Applications to be deployed on the SSN.

Output: The set 4, of the applications to be attended, SC the sensor
capacities of each node.

1. Ifmyrole is Cluster Head:

2. Waits for the FUSION_DEPLOYMENT message from sink
node informing the fusion technique to be used by the CH.

3. Update the FTU structure, with the fusion technique to be
used by a given set of currently running applications.

4. EndIf.
5. If my role is Member Node:

6. Waits for the APP. DEPOYMENT message from sink node

Fig 2. Pseudocode of Application Awareness Transient State

First, each sensor node verifies its role (CH or CM)
in network (lines 1 and 5, Fig. 2). If the sensor node is CH, it
waits for the FUSION DEPLOYMENT message informing
the fusion technique to be used by it (line 2, Fig. 2). Next the
CH updates the FTU structure with the fusion technique
informed (line 3, Fig. 2).

If the role is CM, it waits for APP. DEPLOYMENT
message (line 6, Fig. 2) from the sink node informing the
currently  running applications on SSN. The
APP DEPLOYMENT message contains the following fields:
the number of applications to be created; for each application
to be deployed, the message contains the Application ’s ID
(id), its sensing units (Sts), such as temperature, and its
respective sensing rates (Srs) along with the quantity of
sensing units that this application demands. Then, the node
fills the set APPS to contain the identifications of all currently
running applications (line 7, Fig. 2) in the SSN. Next, for each
application in the APPS set (line 8, Fig. 2), the node has to
verify if there is another application using the same sensing
unit (line 10, Fig. 2). If the sensing unit is already being used
by another application currently running in the SSN (in other
words, the sensing unit already is in Sc), the node uses the
most demanding rate for this sensing type (line 11, Fig. 2), and
thus, serve all applications respecting the application that has
the higher sensing rate. After performing these steps, the CM
nodes that do not have any applications on set A (line 15, Fig.
2) remains in sleeping state in order to save energy (line 16,
Fig. 2). Finishing the Application Awareness Transient State,
the procedure has as result the sets 4 and the SC, containing
the quantity of running applications, the identifications of the
supported currently running applications on network, and for
each application it stores the set of sensing tasks and sensing
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rates that the application needs and the capacities of the
sensors (line 18, Fig. 2).

D. The Steady-State phase

Input: The set 4 that contains all identifications of the currently
running applications to be attended.

Output: Collected data for each concurrent application.
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represented by the function FUSION (L, FTU). After that, the
CH node send APPS FUSED DATA message (hop by hop
using a routing protocol such as CTP) to the sink Node
containing the data fusion results (line 3, Fig. 4).

1. While the CM is in Steady-State:

2 For each application identification i in APPSe A, do:

3. For each sensing units Sts;; of giving application i, do:
4

Collect data for the sensing unit Sts;; in the
respective sensing rate Sr;; for giving application i.

(9]

Store the collected data of sensing unit j Sts; on set L,
for giving application i.

End If.
End For each.
End For each.

CM send the SENSED DATA SAMPLES message for
its CH containing all collected Data (content of L) during the
node’s TDMA time slot.

10. End While.

© ® =N a

Input: Collected data of CM, the set A4, of applications
identifications to be attended; FTU.

Output: The fused data for each application.

//Step 1: Receive the collected data

1. Store in the set L the data received through the message
SENSED DATA SAMPLES.

//Step 2: Data fusion

2. Executes the function FUSION (L, FTU) in order to select
fusion technique and to fusion the data

3. Send APPS FUSED DATA message to the Sink Node
containing the data fusion results.

Fig 3. Pseudocode of the Steady-State on CM view

The procedure shown in Fig 3 presents the
pseudocode of this phase in CM point of view. First, during
the Steady-State time (line 1, Fig. 3), the CMs verifies each
identification of application (line 2, Fig. 3) in set APPS and
each sensing unit of this application (line 3, Fig. 3). To, on
following, collect the data (line 4, fig. 3). Next CM stores the
collected data in the corresponding sensing unit at the set L
(line 6, Fig. 3). And finally, the CMs send its collected data to
the CH node during its TDMA time slot (line 9, Fig. 3).

It is important to notice that those collected data must
be sent in a single message. It happens, because the data
communication procedure demands much more energy than
the processing procedure [11]. It is important to note that this
is one of the most important step in order to extend the
network lifetime. By sending all collected data in a single
message the node prevents that the number of messages on
network increases as the current number of applications
increases.

The procedure shown in Fig 4 presents the
pseudocode of this phase in CH point of view. At this point,
the CH performs the data fusion techniques. In this procedure
S-LEACH uses fusion algorithms designed for the SSN
scenario [12] [13]. These techniques should be used because a
fusion technique when applied in SSN context should be
performed considering the different characteristics of each
application (such as sensing units and sensing rates).

First, the CH receives SENSED DATA SAMPLES
messages from its CM nodes and stores these collected data in
the set L (line 1, Fig. 4). Based on the FTU structure, that
contains the fusion technique to be used, CH performs the
fusion technique on the data in the L set (line 2, Fig. 4). This is

Fig 4. Pseudocode of the Steady-State on CH view

IV. EXPERIMENTS

This section describes the experiments conducted
with S-LEACH in SSN scenarios for evaluating the impact of
the algorithm in the WSN, compared to LEACH approach, in
terms of the network lifetime and the required amount of
memory.

A. Experimental Settings

The experiments were conducted in the SUN SPOT
platform [14], a sensor platform particularly suitable for rapid
prototyping of WSNs applications. The SUN SPOT SDK
environment includes Solarium, that is a tool to manage
SPOTS that contains a SPOT emulator that is useful for
experimenting SPOT software and/or to create scenarios with
a large number of nodes whenever the real hardware is not
available. The proposed algorithm was deployed on the SUN
SPOT platform rev8 hardware [15] (1 Mb RAM memory
sized, 8 Mb of Flash memory and AT91SAM9G20 with a
master clock speed of 133.3248MHz).

In our experiments, we have used up to 10 applications
(1, 2, 3, 5, and 10 applications). For each application, we
assigned two randomly sensing units. Our implementation
considered 1 — 5 different sensing units (accelerometers,
temperature, light, humidity and presence) [10]. For each
assigned sensing unit, we randomly assigned sensing rates
varying from 1 to 5 seconds. The sensing units used in our
applications represent the SUN SPOT embedded sensors.

All experiments were performed in a 100m x 100m
field. The network nodes are in the Cartesian plane defined in
the area {(0,0), (100,0), (0,100), (100,100)}. The sink is
located far from any sensor node, at coordinates (200,100). All
network nodes starts with 0.5 joules as initial energy within its
batteries. We have randomly distributed 51 nodes in the
network (50 nodes and 1 sink node). LEACH and S-LEACH
are implemented using the message sizes in bits (Table I).

To simulate the message energy consumption in our
experiments, the radio model used in the simulation is the
same model as discussed in [3] which is the first order radio
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model. Sending and Receiving messages are costly operations.
Therefore, the usage of these operations should be minimal.
Also it is assumed that the radio channel is symmetric so that
the energy required to transmit a message from node i to node
j is the same as energy required to transmit a message from
node j to node i.

TABLE I. MESSAGES SIZES IN BITS

S-LEACH LEACH
CH ROLE BROADCAST 16 16
CM_JOIN 16 16
TDMA SCHEDULE 80 80
SENSED DATA SAMPLES | 176 80
APPS FUSED DATA 336 144
APP DEPLOYMENT 26 26
FUSION DEPLOYMENT 16 16

B. Metrics

The metrics used for assessing the impact of S-
LEACH in the WSN are: (i) the lifetime of the network and
(i) the memory consumption. In this paper, we adopted the
same definition of network lifetime used in [11], which is
the time elapsed until the first node in the WSN is completely
depleted of its energy. The memory consumption is defined as
the amount of memory used by the implementation of S-
LEACH installed in the sensors nodes (RAM and ROM).

C. Evaluating the impact of S-LEACH in the WSN

The main goal of the first set of experiments is to
assess how long a SSN lasts using S-LEACH and LEACH
algorithms by varying the number of applications (1, 2, 3, 5
and 10) simultaneously running in the network. Table II
shows the network lifetime using S-LEACH and LEACH and
the gains of S-LEACH, in terms of the lifetime, compared to
LEACH for scenarios with 1,2,3,5 and 10 simultaneously
running applications. The results of this experiment (TABLE
II) shows that with the increment of the number of
applications simultaneously running in the SSN, in both
algorithms the network lifetime values are reduced. It is
possible to observe in TABLE 1I that the network lifetime
values achieved by S-LEACH were 28%, 101% and 340%
higher than the network lifetime values achieved by LEACH
for scenarios 3, 5, 10 applications, respectively.

TABLE II. USEFUL LIFETIME GAINED BY S-LEACH

LEACH SLEACH GAIN
1 Application 22.45h 9.5h -58%
2 Applications 10.45h 9.57h -8%
3 Applications 7.63 h 9.75h +28%
5 Applications 4.85h 9.75h +101%
10 Applications 2.25h 9.90 h +340%

As more applications are simultaneously running in
SSN, there is naturally an increase in the possibility of finding
common sensing units among them. S-LEACH algorithms
well utilizes this idea to reduce energy consumption of nodes.
Beside that, our implementation of S-LEACH also uses the
Enhanced Moving Average Filter [13] data fusion algorithm
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designed for SSNs scenario in order to reduce the number of
transmission made by the CH to the BS, further extending
network lifetime, since instead of transmitting the same data
several times (one for each application), as LEACH would do,
S-LEACH transmits data only once for the several
applications.

On the other hand, we can observe in TABLE II that
LEACH presents better result (58%) in terms of lifetime than
S-LEACH for scenarios with a single application. This
happens because as LEACH was designed to attend a single
application and S-LEACH was designed to meet the
requirements of multiple applications, S-LEACH computation
procedures are more complex than LEACH’s. For the scenario
of two applications, LEACH also presents better result (8%)
than S-LEACH. This happens due to the communication
overhead imposed by S-LEACH. In short, S-LEACH presents
better network lifetime than LEACH for scenarios with more
than two applications running simultaneously in the SSN.

Considering the memory consumption in bytes for
the sensor node, we noticed that the memory consumption of
S-LEACH (29049 bytes (28.4 Kb)) was 37.8% higher than
LEACH (21088 bytes (20.6 kb)). Although the memory
consumption of S-LEACH presented an overhead in relation
to LEACH, S-LEACH extends network lifetime of in relation
to LEACH. It can be seen that the S-LEACH consumed a
moderate amount of memory, because there are still 71.6, % of
available RAM space. Additionally the external flash memory
is completely available for the application.

D. Comparison between simulated and real nodes

In this section, the same scenario simulated using
Solarium was implemented on a real sensor node platform
loacted in a controlled environment (our research laboratory at
UFRJ). We aimed to validate the results obtained from
simulations by comparing them with the results obtained from
a real WSN platform. In this case, the nodes were kept
stationary and disposed on the floor.

The experiment on simulated nodes consumed less
energy than the real experiment, since there was no
interference on the simulated experiments. On average, the
obtained network lifetime value for real experiments with 3
applications was 8.9 hours, with standard deviation of 0.30h,
while in the simulated environment the obtained network
lifetime average value was 9.75 hours, with standard deviation
0f 0.20 hours.

E. Discussion about of the accuracy of S-LEACH

In this section, we discuss that S-LEACH saves
energy, preserves the data semantics as assures and enhances
the data accuracy in SSNs making use of enhanced fusion
techniques instead of traditional fusion techniques,.
Traditionally fusion techniques were all designed for an
application-specific network. This means that traditional
fusion techniques process all the sensed data under the specific
data semantics of a single target application. Recently, in
works of [12] and [13] these traditional fusion techniques were
adapted to the SSN scenarios in order to consider the distinct
data semantics of each application. By data semantic we mean
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a pattern that describes an application and enables
interoperability and integration between applications [13]. The
issue of dealing with distinct data semantics of each
application is particularly important and common in a
distributed fusion system [13]; hereinafter we call this issue as
application correlation in our work. If semantic differences
were not taken into account, the fusion methods would
produce unreliable results for different applications. Thus, by
taking the semantics into account, it is possible to enhance the
fusion techniques’s accuracy. Besides the fact that the
traditional fusion techniques process the sensed data under the
specific data semantics of a single target application, they also
assume that all the sensed data are weighted and handled
equally and have the same data range. In SSN, fusion
techniques need to consider that the same sensed data may
have different degrees of importance for different applications
and also different data ranges. Considering the aforementioned
discussion, the authors in [12] and [13] argued that the
existing traditional fusion techniques are not suitable to be
used in SSN scenarios, since they were not conceived taking
into account the SSN specific features. Therefore, there is a
need for fusion techniques to deal with these features in order
to achieve energy efficiency and reliable results in this
emergent scenario. The authors in [12] and [13] proposed
fusion techniques suited for SSNs (that we have used in the
presented work) that are able to preserve the data semantics, to
assure and enhance the data accuracy in SSNs since they
combine information from multiple sensors, sources and
applications to achieve inferences that are not feasible from a
single sensor or source through probabilistic methods. The
authors concluded that the data range and the weights assigned
to applications (representing the relative priority assigned of
each application) are extremely important in the fusion
process. Since applications have different degrees of
importance, it is intuitive to assume that their data have
different degrees of importance. If an application less relevant
but with a large data range has the same degree of importance
of the other existing applications, it will lead to an error, i.e., a
result which does not mirror the current situation of the
environment. If we consider the data semantics, and weight it
according to its importance, the fusion technique will return a
result closer to reality. Therefore, we can say that S-LEACH
making use the fusion techniques suited for SSN can
guarantee and enhance the data accuracy.

V. CONCLUSION

In this paper, we have presented an algorithm tailored
for SSN, called S-LEACH (Shared LEACH). S-LEACH is an
extension of LEACH algorithm that allows the formation of
clusters to serve multiple applications efficiently. The results
of our experiments shows that S-LEACH increased the
network lifetime of the experimented scenarios and does not
have high memory consumption. As future work we direct the
research and development of different WSN cluster-based
routing protocols in order to be able to cluster nodes based on
the applications requirements instead of a geographical
position. In S-LEACH we have extended LEACH, that
performs the clustering scheme based on geographical position
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of the nodes. We advocate that base the clustering in the
application requirements better suits cluster-based routing
algorithms for SSNs. Another direction for future work
consists on designing a mechanism capable to decide which
fusion technique should be applied, given a set of application
running in the network. Through some strategies, such as
computational intelligence, finding the most appropriate fusion
technique is useful in environments where applications change
quickly, such as the SSN scenario.
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Hyeongrak Park, Hyeyeong Jeong, and Byoungchul Ahn
Dept. of Computer Engineering, Yeungnam University, Gyungsan, Korea

Abstract - Wireless Sensor Networks have been applied to
many places such as home health care, assisted living,
environmental survey and so on. Nowadays, sensor nodes can
perform many functions at the same time and include complex
monitoring software. This paper presents an efficient software
update in noisy wireless environment. After relay nodes are
selected, two update methods are compared for energy
consumption, update time and packet loss. Software update
methods are measured in noisy environment using NS-2
simulators. In ideal environment, there are few difference in
upgrade time, energy consumption and retransmission data
sizes. At noisy environment, energy saving, upgrade time and
retransmission data sizes are improved by dividing one file
into several files. When a file is divided 3 small files, the total
upgrade time reduced to 59% in the noisy environment. When
a file is divided 4 small files, energy consumptions of smaller
file transmission is reduced up to 74% compare with that of
one file transmission. For severe noisy environment, it is
much better saving of energy by dividing a file into smaller
files.

Keywords: Noise, Software update, relay, file division

1 Introduction

As semiconductor technology is advanced, sensor nodes
of WSNs(Wireless Sensor Networks) are designed with small
size, low power consumption and several sensors realized by
one chip. Typically WSNs are composed of a lot of sensor
nodes, which are deployed to monitor interest area. The
sensor nodes are consisted of sensors, data processing, and
communication parts. WSNs are applied to various areas such
as home health care, assisted living, environmental survey
and so on.

Since the computing power of sensor nodes has been
increased, sensor nodes have enough power to perform
several functions at the same time. Their software is
programmed to operate several functions and its complexity
is increased. As battery technology is advanced, the life time
of sensor nodes is dramatically improved. And the
deployment of solar cells makes sensor nodes operate
permanently when they deployed in the fields. This means
that their software of sensor nodes might be reprogrammed or
added new functions. But it is very difficult to access a node
one by one and update its software manually.

Most researches for software update are concentrated to
methods of software update in ideal environment without
noise. This paper presents an efficient software update
method in noisy wireless environment. After relay nodes are
selected, two update methods are compared for energy
consumption, update time and packet loss.

2 Related work

There are some researches about software updates for
sensor nodes. But they are focused on system management,
not an update itself. Han et al. have presented a survey for
software update. Energy efficient software update methods
are described by comparing the other methods[7]. For
efficient data transmissions, Intanagonwiwat et al. suggests
direct-diffusion method[9]. But this research is focused on
data aggregation and data transmission path. So it is not
suitable for software updates since the data flow direction is
reversed. For lower power consumption, Wei Ye et al.
suggests S-MAC. S-MAC is an MAC level protocol using
sleep cycle and clustering[10]. This protocol use periodic
sleep and data bandwidth is very low. It can’t be applied for
software data transfer since the data size of control software
is much larger than that of the normal data.

Since control software contains execution code for a
processor of sensor nodes, it is very important to maintain
reliable data transfer. A method for reliable data transfer in
WSNs is developed for 1:1 communication such as S-TCP
and RMTS[3][4]. But 1:1 communication methods are
inefficient to update many nodes for WSNs. If this method is
used for re-programing sensor nodes of WSNs, each node
must be updated first and retransmit the software update data
to another node one by one. Therefore it is necessary to
develop an efficient update method for sensor nodes with fast
update time and small data retransmission.

Stephen et al. suggest a update software model for
WSNs[8]. This model presents the theoretical approaches to
update software. They have not provided simulation results or
experiments to verify their model. They validate their model
against three different systems, representing three classes of
software  update:  static/monolithic  updating(MOAP),
dynamic/mobile  agent-based  updating (Mate) and
dynamic/component-based updating(Impala).

For the update protocol, Kulkarnia and Arumugama
have implemented a selective retransmission Go-Back-N
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scheme using TDMA protocol to provide reliable data
transfer for WSNs. In order to save energy, TDMA scheme is
very useful. Main feature of Infuse method is continuously
sends data to the next node from a predecessor node[1]

3 Software update models

In this paper, all sensor nodes of WSNs are assumed to
use the same hardware configuration such as a processor, its
memory size and so on. It means that all sensor nodes use the
same software version and their locations are static and
distributed uniformly. Some assumptions for software update
model described are given as follows:

@ Wireless Sensor Network uses CSMA/CA based mesh
structure ad-hoc network

(@ There is only one base station in the sensor network
(3 All nodes use the same software

@ All nodes are fixed at one location

3.1 Software update time

The time to update the software of each node indicates
the sum of the data transmission time, failure recovery time
and reprogramming time for a node. Tgat, 1S data transmission
represented by Equation(1).

_ P¢+Pn )
T gua = (b!t_ratep o) > €

(M

where, Py : Data packet size
Py : Packet header size
P, : Wireless channel access time.

The whole error recovery time(Tey) is represented by
Equation (2).

= P‘+PbP wlpxP, +(P'+PbP)xC xP
'"-(bft_rate ") I Per T\ bit rate” ® o e

(2)
where, P, : Control packet size
Per : Packet error rate.

The update time for a node at the single hop(Tsep) is
formulized by Equation (3).

Tetep = Tdata + Tarr + Top 3)

where, T,, :Update time after data reception
Tdata : Transmission data time
Terr @ Transmission error time.
Total update time(T) for all nodes in the sensor field is
expressed by multiplying the number of update step and the
time of update time of single hop. The update step is the
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distance between a base station to its farthest node divided by
the radal transmission range of nodes. The update time for
whole sensor node in the WSNs are expressed as Equation(4)

{

T =TepunX—

=0 )

| is distance from base node to its farthest node
r is radio radius of a node.

where,

3.2 Energy model

The power consumption of relay nodes is calculated by
the sum of receiving data and transmitting data, and is
calculated as Equation (5).

J, =, file_size(1+e)
J. =3, file _size(1+e)+J,, (5)

where, J; :the energy to receive data
Js : the energy for transmit data
Jnr : the energy consumed by receiving nodes
Jps : the energy consumed by relaying nodes
€ :transmission error rate
file_size : the size of software upgrade.

In Equation (5), J,r and Jys are the power consumption
of receiving and transmitting data to other nodes. Some nodes
located in duplicated radio area are received a few multiple
times of data size of software. Therefore, the total energy
consumption of all nodes is J in Equation (6).

J=@J,+J m r*+e J )file_size N

. S
Area_of field (6)

where, N;: total number of nodes in a field
N : anumber of relaying nodes.

In Equation (6), all parameters are fixed except € and N.
It is very important to reduce transmission errors and the
number of relaying nodes.

3.3 Upgrade algorithms for noisy wireless
environment

In the paper, the following two methods are considered
to figure out the noisy environmental performance.

@ CHR(Cluster Head Relay) : This algorithm is
proposed by Jeong[20]. This method uses cluster
heads to update software. After cluster heads
update software, they transmit update software to
next cluster heads which are not upgraded.

@ PFR(Partial File Relay) : This method uses the
same algorithm of CHR. It divides one upgrade file
into two, three and four small files and transmits
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them to next cluster heads. To find their
performance and upgrade time, the basic
transmission and reception method of the CHR
upgrade algorithm is used.

3.3.1 CHR algorithm

In WSNs, all nodes must belong to one of clusters.
Collected data are transmitted to the base station by cluster
heads. When data is transmitted to the base station, cluster
header information is added. In Figure 1, cluster head nodes,
which are 5, 7,9, 12 and 17 in clusters, send collected data to
the base station. The base station searches node IDs of cluster
heads among received data and selects these nodes as relay
nodes. Before updating software, nodes to be updated will

receive event data and broadcast them to their neighbor nodes.

CHR algorithm is shown as Figure 2 and Figure 3. After
receiving “Relay-Start” message, nodes prepare software
update procedure.

Basze Station

.
1

P P
e ? { SO
2O & Q - (O
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Figure 1. CHR method

Relay nodes broadcast “Data-Start” message and new
software version to their neighbor nodes, and inform that
software update transmission will begin. After software
update is finished, updated nodes send “Reprogram-Done”
message to their relay nodes.
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Broadcast status information periodically
If (receive “Data-Start™) {
If (receive software ver. > stored software ver.) {
Receive data and store it to memory
Request missing or lost packet
Reprogramming it-self.
Send “Reprogram-Done” to data send node.
}

}
If ( receive “Relay-Start”) {

Go to Transmission program

}

Figure 3. CHR Reception Algorithm

3.3.2 PFRalgorithm

Before the software is updated, it operates as a normal
sensor node by capturing data and transmitting them to its
cluster node. When software needs to be updated, the server
prepare updates file. The server divides update software into
several small files to perform software update for nodes in the
sensor networks. When the server sends out “Relay-Start”
message and “Data-Start” message, relay nodes starts the
update procedure. After nodes receive all packets for
software update, they transmit “Reprogram-Done” message
to relay nodes. The algorithms are shown in Figure 4 and
Figure 5.

Algorithm 3: Data Transmission Node

Algorithm 1: CHR Transmission Node

Broadcast status information periodically
If (receive “Relay-Start” && exist proper neighbor node) {
Send “Data-Start” to neighbor nodes.
Send data
H
While(No. data receive nodes > 0) {
If(receive “Reprogram-Done”) {
Select one node.
Send “Relay-Start” to selected node.
Decrease No. of data receive node.

Broadcast status information periodically
If (receive “Relay-Start” && exist proper neighbor node) {
Send “Data-Start” to neighbor nodes.
Send data[subfile_counter]
for ( I=1; i<subfile counter)
Send data[subfile counter]

While(No. data receive nodes > 0) {
If(receive “Reprogram-Done”) {
Select one node.
Send “Relay-Start” to selected node.
Decrease No. of data receive node.

Figure 2. CHR Transmission Algorithm

Figure 4. Sub-file Transmission Algorithm

Algorithm 4 : Data Reception Node

Algorithm 2 : CHR Reception Node
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Broadcast status information periodically
If (receive “Data-Start™) {
If (receive software ver. > stored software ver.) {
Receive data and store it to memory
Request missing or lost packet
Reprogramming it-self.
Send “Reprogram-Done” to data the send node.
H
!
If ( receive “Relay-Start”) {
Go to Transmission program

}

Figure 5. Sub-file Reception Algorithm

4 Simulations for performance analysis

4.1 Simulation environment

To find software update performance at noisy
environment, NS-2 network simulator is used. The simulation
environment is shown at Table 1. The total number of nodes
is 100 sensor nodes and their locations are static and
distributed uniformly within 400mx400m rectangular area.
There is one base station to start software update. CSMA/CA
802.11 and 802.15.4 wireless standards are used for
simulation. With simulations, data for energy consumption,
update time and packet loss rate are collected.

Table 1. Simulation parameters

Parameters Value
CSMA/CA, Back-off Window 2~26
MAC protocol
Slot Time=0.384ms, IFS=1.664ms
RF transmission radius 60m
Wireless bandwidth 250Kbps
Number of node 100

Transceiver power consumption 75.9mW(TX)/62.7mW(RX)

Distance inter-node 40m
Data packet size 128Byte
Data header size 8Byte
Software data size 128KByte
Data transmission rate Wireless bandwidth 70%
Update time 1.5 Sec
Bit error rate(BER) 0~ 1.1x10-3

4.2 Simulation results and analysis

Each node is located uniformly and the node-to-node
distance is 40m. Simulations are measured for energy
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consumptions, update time and packet loss rate by changing
bit error rate. Upgrade software size is 128KB and the basic
packet size 128B. This means that about 1000 packets are
transmitted to other nodes. Figure 6 shows the energy
consumptions. In Figure 6, Div-2, Div-3, and Div-4 mean
that the upgrade file is divided into two, three and four
respectively. The total software update time is shown in
Figure 6. When one file is divided into several files, the total
upgrade time is reduced dramatically. This means that errors
during transmission are reduced and the number of
retransmission is reduced. When a file is divided 3 small files,
the total upgrade time reduced to 59% in the noisy
environment. In the ideal environment, the upgrade time is
very similar to each other. As noise is increased and the bit
error rate is increased, the reduction rate of software upgrade
time is proportional to the number of division.

Update Time
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Figure 6. Software Update Time

The total energy consumption is shown in Figure 7.
When a file is divided 4 small files, energy consumptions of
smaller file transmission is reduced up to 74% compare with
that of one file transmission. For severe noisy environment, it
is very effective to divide a file into smaller files to save
energy.
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Figure 7. Energy Consumption

The total sizes of data retransmission are shown in
Figure 8. When packets are lost or packets have errors, data
should be retransmitted. When a file is divided into several
files, the total data sizes of retransmission are reduced
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dramatically. When a file is divided 2 small files, the total
data size of retransmission is the half of one file transmission.

Sizes of Data Retransmission
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Figure 8. Data Retransmission

The data loss rate is shown in Figure 9. Div-2 shows
more data loss than others. This data does correspond to
Figure 6, Figure 7 and Figure 8. This means that bit errors of
packets are dominant to data retransmissions. Since sizes of
loss data are small, the recovery time of the loss data are
small in noisy environment

Sizes of Loss Data
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Figure 9. Data Loss

5 Conclusion

In this paper, software update methods are measured in
noisy environment using NS-2 simulators. The bit error rates
are considered 0, 5x10*, 7x10™*, 1.0x10° and 1.1x10°. In
ideal environment, there are few difference in upgrade time,
energy consumption and retransmission data sizes. In noisy
environment, energy saving, upgrade time and retransmission
data sizes are improved by dividing one file into several files.

When a file is divided 3 small files, the total upgrade
time reduced to 59% in the noisy environment. When a file is
divided 4 small files, energy consumptions of smaller file
transmission is reduced up to 74% compare with that of one
file transmission. At severe noisy environment, it is very
effective to divide a file into smaller files to save energy.
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Please address any questions related to this paper to
Byoungchul Ahn by Email (b.ahn@yu.ac.kr).
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Abstract— The Internet of Things is a paradigm that pro-
poses the interconnection of objects and things collaborating
for a common objective. Several works have used the inte-
gration of WSN and RFID for enable the data exchange
between this objects in loT applications. However, with
this integration, the challenges of these technologies are
expanded and new problems can emerge. This work proposes
a framework to reduce the problems that arises from the
integration of WSN and RFID into loT applications. The
proposed framework is formed by two components. The
first is a RFID anti-collision protocol and the second is a
mechanism to assist WSN routing protocols. The framework
was compared with state-of-art protocols, and the results
showed that, with the utilization of the proposed framework
is possible enhance the network performance by providing
a best structure for the IoT applications.

Keywords: Internet of Things, Wireless Sensor Networks, RFID,
Anti-collision, Routing.

1. Introduction

Internet of Things (IoT) is a multi-disciplinary domain
covering a wide array of topics that go from purely technical
(routing, requisition semantics) to a mix of technical and
social issues (security, privacy, usability), as well as social
and entrepreneurial subjects [1]. Applications of IoT, the
existing and potential ones, are equally diverse: environ-
ment monitoring and personal health, track and control of
industrial processes including agriculture, intelligent spaces,
and intelligent cities are only a few examples of Internet of
Things’ applications. [2]

In particular, IoT should expand from technologies such
as RFID (Radio Frequency Identification), which, for having
object identification and location functionality, can be used
in a great number of applications. At the same time, IoT may
employ other relevant technologies, such as Wireless Sensor
Networks (WSN), which make it possible to collect infor-
mation about the environment in which they are inserted.

(3]

In order for IoT to perform efficiently their application, it
is necessary that the used network structure provides some
key system level resources, such as devices heterogene-
ity, scalability, ubiquitous data exchange through proximity
wireless technologies, energy-optimized solutions, localiza-
tion and tracking capabilities, self-organization capabilities,
semantic interoperability and data management, embedded
security and privacy-preserving mechanisms. [4]

The most promising technologies for the [oT paradigm are
RFID and WSN [1] [3]. Due to their specific limitations,
these technologies are not able to individually support all
mentioned required resources. As an alternative to this prob-
lem, the WSN and RFID integration can implement a struc-
ture capable of providing such resources. When developing
this joint structure, it should be taken into consideration
the specific issues of each technology, as well as problems
derived from the integration, with the goal of supporting IoT
applications.

Several works show solutions that integrate WSN and
RFID for IoT applications [5] [6] [7]. However, these works
do not consider the problems related to the integration of
these technologies. Not considering these WSN and RFID
integrate challenge for IoT network can degrade the appli-
cations performance.

Thus, this work proposes a framework able to improve
the network performance that integrates WSN and RFID for
IoT applications looking for the problems arising with this
integration, well as the problems already existing in these
technologies. The framework is composed by two compo-
nents. The first component has the objective of improve
the reading tags system, making it most fast and efficient.
The second component aims enhancing the performance
at message exchange between the nodes with sensing and
reading capacities, reducing the packet loss rate and the
energy consumption. With the utilization of the proposed
Framework are expected:

o Improvement of RFID reading system performance;

« Reducing packet loss rate.

¢ Reducing the network nodes energy consumption;
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The work is organized as follows: Section 2 present a
short overview about the integration between WSN and
RFID technologies. The section 3 describes the proposed
framework. The results evaluation is discussed in Section 4,
followed by conclusions in Section 5.

2. Integration of WSN and RFID for In-
ternet of Things Applications

The Internet of Things (IoT) is the pervasive presence of
a variety of things and objects (such as RFID tags, sensors,
actuators, smartphones, and so on) around us that are capable
of interacting among themselves cooperating towards the
achievement of a common goal [3]. These objects and things
are commonly exchanging information over the Internet.

According to [3], one of the key components to IoT are
RFID systems, which are composed by one or more readers
and many tags. Into RFID system, a reader sends commands
and search for tags that are attached to objects or people.
The tags answer the request from the reader with a unique
identification number, which will be used in the application.
The RFID system works as a real time data acquisition
system. To explore its whole potential it is necessary that the
acquired information be rapidly processed and forwarded to
other systems that may use it. The collisions generated as
a result of simultaneous answers from the tags is a critical
issue in RFID systems [8]. Hereupon, IoT applications that
use RFID systems should take into account collision related
circumstances.

The WSNs have a crucial role in IoT scenarios [2],
since they allow the development of applications capable
of monitoring many variables in their insertion location.
Generally, WSN have a great number of distributed sensor
nodes, have energy, storage and processing constraints and
should have auto configuration mechanisms in case of loss
of communication and failure in the sensor nodes. WSNs
tend to execute a collaborative function in which the sensors
provide data, which is processed (or consumed) by special
nodes, called base station or sink nodes. One of the main
challenges in WSN is the energy consumption, considering
that in most cases, the nodes are located in places of difficult
access, which makes it unfeasible to change power supply
batteries [9].

The sensors nodes can be enough to collect and transmit
data from an environment. Yet, WSNs have limitations at
exclusive identification of an object/person in certain types
of applications, not representing an optimized solution in
terms of efficiency and implementation cost. On the other
hand, RFID systems are fast and convenient for object iden-
tification and introduces a simpler and cheaper approach for
virtual identification and location of objects in the growing
IoT paradigm [10].

The majority of IoT applications needs of object identi-
fication, in addition to data on the environment in which

they are inserted [6]. Since WSN and RFID technologies
can’t fill this need individually, it is necessary integrate both
technologies to achieve the expected level of data collection
(identification and environment data) required by most IoT
applications.

According to [11] the integration of RFID and WSN tech-
nologies maximizes its benefits, creating new perspectives
for a greater number of applications, and approximating the
real world to academic researches. This happens because
the result of this integration is a technology with extended
capacity, scalable and portable with reduced costs.

In [12] four types of WSN and RFID systems integration
are discussed. This integration can occur in the following
ways: integrating tags with sensors (temperature, humidity,
pressure and so on), integrating tags with wireless sensor
nodes (tags with sensing and multi-hop communication
capabilities), integrating readers with wireless sensor nodes
(readers with sensing and multi-hop communication capabil-
ities) and a set of RFID components and sensors integrated
through application.

This work considers the way that the RFID readers are
integrated to wireless sensor nodes. Thus, aiming to promote
the integration between WSN and RFID, it is necessary a
computational element capable of collecting data from the
environment (temperature, humidity and pressure) and iden-
tify RFID tags. The computational element that integrates
WSN and RFID are called reader-sensor (RS) node. In this
work, RS nodes can have two different architectures, which
will be presented next.

2.1 Integration With Software Defined Radios
Architecture

The RS nodes with Software Defined Radio (SDR) archi-
tecture use just one communication interface to exchange
messages switching between WSN and RFID elements. The
SDR includes a transmitter in which the operational parame-
ters like frequency, modulation strategy or maximum output
potency can be changed using software without the need of
changing any hardware component responsible for the radio-
frequency [13]. In order to make it easier to understand,
the RS nodes that use SDR radio will be called RS-SDR
(Reader-Sensor Node with Software Defined Radio). With
the use of this type of reader node it is not possible to
communicate with sensor nodes and RFID tags at the same
time. That means that when a reader node is collecting data
about the tags it can not receive data from other sensor or
reader nodes of the network.

2.2 Integration With Dual Radio Architecture

The RS node with Dual Radio architecture uses two
independent communication interfaces. For instance, first
interface can use a CC2420 radio for exchanging messages
with the other sensor or reader nodes of the network. The
second interface can use a CC1000 radio to communicate
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with the RFID tags on the objects. The use of two radios
allows the reader node to communicate with the sensor
nodes and the RFID tags. These nodes will be called RS-
DR (Reader Node with Dual-Radio). In contrast to RS-
SDR, the RS-DR are capable of performing simultaneous
communication with the RFID tags and other sensor or
reader nodes of the network. This is possible because the RS-
DR utilizes two independents interfaces of communication.

3. Proposed Framework

This work proposes a framework to improve the perfor-
mance of the network structure that integrates WSN and
RFID for IoT applications. The framework proposed is
formed by two components. The first component is referent
to the way in which the data from RFID elements are
collected for the application. In this component is presented
a anti-collision protocol for RFID tags based on the EPC
Class 1 Generation 2 standard [14]. The second component
is responsible for the routing technique, a existent routing
protocol is boosted with intelligent systems to improve the
perform once.

The following subsections present the components of the
proposed framework. In addition, each subsection shows
a brief explanation of the problem that the component of
framework aims minimize in order to provide the resources
required for IoT applications.

3.1 Fuzzy Q-Algorithm

According to [8], the high amount of exchanged packets
between readers and RFID tags can generate problems that
affect the network scalability and also the quality of service
required by the applications. Generally, the quality of service
is affected by loss of network packets, which is commonly
caused by packet collision. In order to reduce the packet loss
caused by collisions, the RFID readers uses anti-collision
protocols that coordinate the sending of answer messages
of the tags. Some integration proposals of WSN and RFID
not consider the collision problems at the moment of the
reading of tags. A inefficient reading system can impact the
performance of IoT applications. The delay in the reading
process caused by the collisions can increase the energy
consumption resulting in the premature death of RS nodes.

Thus, the proposed framework presents a component that
is responsible for enhance the performance of the tags read-
ing system held by the RS nodes. The Fuzzy Q-Algorithm
(FQA) is a anti-collision RFID protocol based on EPCglobal
UHF Class-1 Generation-2 (EPC C1G2) protocol and in
the Q-Algorithm [14]. At EPC C1G2 the tags identification
process consists in a inventory. A inventory is composed of
several rounds, which in turn, are composed of several slots.
At protocol, each time that a tag need to be identified, all
identification process is performed, independent if the tag
has already been identified or not. This repetitive message
exchange can increase the time of the tags reading process,
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besides increase the collision chance. In addiction, EPC
C1G2 used a Q-Algorithm for define the size of each round.
The Q-Algorithm adjusts the slots quantity of each round
based in a static parameter. This adjust form can hurt the
performance of IoT applications where the quantity of tags
at the reader range change quickly.

Considering the necessity of IoT applications, FQA uti-
lizes Fuzzy Systems for define dynamically the parameter
used for determinate the quantity of slots in a round.
Furthermore, FQA seeks reduce the sending of redundant
identification codes (EPC), which can affect the acting of
the IoT applications by the increasing the time of the tags
identification process.

In the FQA protocol, QUERY commands are used for start
a reading process. Upon received a QUERY command the
tag select randomly a slot count between 0 and 2% — 1 where
@ is a value between 0 and 15 sent inside of the QUERY
command. QUERY_REP commands are sent by readers for
the tags for decrease their slot count. When a tag has a slot
count equals to 0, it sends a RN16 command for the reader.
The RN16 contains a aleatory number of 16 bits that not
change until the tags receive a special command from reader.
Upon receive a RN16, the reader verify if already received
the RN16 previously. If true, the reader sends a ACK with
the RN16 and a marked flag. If false, the reader send a ACK
with the RN16 and a unmarked flag. When the tag receives
the ACK with the RN16 previously sent and the unmarked
flag, it sends your EPC identification code. If a flag of the
received RN 16 by the tag is marked, the tag changes its state
by ACKNOWLEDGED. When the reader receives the EPC
code of the tag, the reader stores the EPC together with the
RN16 previously sent by the tag. This stored information
is used to verify if a tag was already identified. If most of
one tags send a RN16 at same slot, occurs a slot collision
and none of the tags can be identified. If none tags send a
RN16 in a slot, this slot is empty. If the reader receives the
EPC code with success, the slots is successfully. With the
purpose of obtains a best adjust of the slots quantity at each
round, FQA readers uses a variation of Q-Algorithm. In the
FQA, Qy, is a floating representation of (). After each slot
the value of (), can be incremented or decremented based
on ¢, where 0.1 < ¢ < 0.5. If occurs a slot collision, Q) s}, is
incremented in c. If occurs a slot empty, () 7, is decremented
in c. If occurs a slots successfully )y, no change. After it,
Q ¢p is rounded, if the value differs of ) a QUERY_ADJUST
command is sent to adjust the ) value of the tags. At the
end of each inventory, the value of c is adjusted dynamically
by a Fuzzy System. The new c is based in the Q) value of
the last inventory.

With the utilization of FQA, is expected the efficiency
increasing of the tags reading process and at same time,
the reduction of this process. With the dynamic adjusts of
c is expected to improve the tags reading rates, which are
resulting of a appropriated () value. Avoiding the sending of
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redundant EPC codes, is expected to reduce the time needed
for the tags identification. In this way, is efficient intended
to enhance IoT applications with an identification process.

3.2 Fuzzy System-Based Route Classifier

A important challenge related to the WSN seeking IoT
applications is referent to the problem of node energy
consumption, where the nodes located near of sink node or
that compose the most used routes tends to exhaust their
energy resources too early [15]. The premature death of
the nodes can cause the rupture of the routes previously
established, making with the network have to re-organize,
causing higher energy consumption and bandwidth. Thereby,
the route selection scheme need consider the residual energy
of nodes and the quality of communication among them with
the objective of reduce the energy consumption while, at
same time, provide a load balance and a better distribution
of the limited resources of network [16]. A problem that
generally is not considered when developing a routing pro-
tocol for IoT applications that integrate WSN and RFID is
the problem of the quantity of tags near of the RS nodes. The
greater the quantity of tags in a node RS area, highest will
be the time for read these tags.. With a high reading time,
the energy resources of a RS node tends to exhaust quickly,
thus, routes that have RS nodes with high tags density at
their proximity should be avoided.

Thus, this component of the proposed framework present
a mechanism based in Fuzzy Systems able to classify routes
and assist routing protocols in scenario of IoT that integrate
WSN and RFID, this mechanism is called Fuzzy System-
Based Route Classifier (FSBRC). For assist the routing
protocol the FSBRC considers information of several layers
of the WSN and RFID. The informations used by FSBRC
travels in specifics fields inside of control messages of
the routing protocol or are collected together to the RFID
elements that compose the network. This information are:
energy level of route, hops number, LQI and tags density.
They are used for the Fuzzy System of the FSBRC for
determine the quality of each route.

Although the FSBRC can be utilized together with several
multipath based routing protocols, in this work it is used
together the Directed Diffusion (DD) routing protocol [17].
By means of their functioning, the DD can store different
routes for a destination and use them in case of failure or for
send redundant data. In this work, the proposed framework
utilize the FSBRC component together of the DD protocol
for provide the routing of packets exchange between nodes
RS, sensors and sink. The DD protocol was selected for be
one of the most utilized in WSN.

DD uses the FSBRC mechanism when receives a interest
message. Following is described the step sequence executed
by the RS node when receives a interest message:

« Begin: Having received a message at the physical layer,
the node calculates the LQI value that indicate the

communication quality between the sender and the
receiver. LQI value is sent to the network layer together
with the received message.

o Step 1: When receive the interest message on the
network layer, the node initially verify if the LQI value
calculated is highest of that the LQI value contained
in the message. If true, the LQI value of the message
receives the calculated LQI value.

o Step 2: the node collects the data of energy, hops
number, LQI and tags density contained in the received
message.

o Step 3: the node uses the values of energy, hops number,
LQI and tags density for determinate the route quality
using the FSBRC mechanism.

o Step 4: the node verifies if already have a entrance in
their cache to the received interest, if true the cache is
updated, verifying if is needed create a new gradient
or update a already existent. Posteriorly the message is
disposed.

o Step 5: if the interest was still not received, the node
inserts the interest in the cache together with the
informations of route quality and the ID of sender node.

o Step 6: the node verify if their residual energy is less
than the contained in the message, if true the node
changes the value of energy in the message with their
value of residual energy, otherwise the value is not
changed.

o Step 7: the node verify if their tags density is greater
than the contained in the message, if true the node
changes the value of tags density in the message with
their value of tags density, otherwise the value is not
change.

o Step 8: the hops number is incremented by one, the
value of sender ID in the message receives the node ID
and the message is re-sent in broadcast.

After the routes formation, whenever a node needing send
data messages its shall select the route with highest quality
among the available routes seeing the informations contained
in their cache. In a fixed time interval the RS nodes exchange
control messages for refresh the values of energy level, LQI
and tags density. This make with than the network can
change the sending path of messages case some route are
losing quality. With the utilization of FSBRC mechanism of
the proposed framework, it is expected improve the routing
protocol performance lowering the energy consumption and
decreasing the packet loss rate. In this way, like conse-
quence of the presented benefits, it is expected attend the
requirements of optimized energy solution and ubiquitous
data exchange through proximity wireless technologies of
ToT applications of most efficient form. In addiction, FSBRC
can have their functioning optimized using the algorithm
described in [18].
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4. Results and Discussions

To evaluate the performance of the proposed approach, it
used an extended version of Castalia simulator [19]. The
simulations were executed two hundred times, aiming to
obtain an margin error lower than 2% for the confidence
interval of 95%. The application of IoT that was executed
over the network is query-driven and aims to identify the tags
that are in the reading area of the RS nodes, and also the
local conditions (temperature, humidity and pressure) where
the tags are. With exception of the sink node, all other nodes
are deployed randomly and only tags have mobility. All the
data collected by the RS nodes are sent to the sink node
which is used as gateway to communicate with the Internet.
The other parameters of simulation are shown in Table 1.

Table 1: Simulation Parameters

Parameter Value
Simulation Area 50 m x 50 m
Time of Simulation 10 minutes
Base Station Location (25,25)

Number of Nodes 20, 40, 60, 80, 100
Number of Tags 50

100 Joules
200 seconds

Initial Energy
Query Duration
F f

reqt}ency o 5 seconds
Sending Data

Mac Protocol Tunable MAC

The evaluation of the proposed framework was carried
by the comparing proposed framework against the state-of-
art protocols. We simulate four main scenarios, described as
follows:

o Scenario 1 (SC 1): the network uses RS nodes with DR
architecture, routing protocol Directed Diffusion and
anti-collision protocol EPC C1G2;

e Scenario 2 (SC 2): the network uses RS nodes with
SDR architecture, routing protocol Directed Diffusion
and anti-collision protocol EPC C1G2;

o Scenario 3 (SC 3): the network uses RS nodes with DR
architecture and the proposed framework. The protocol
used with the FSBRC is the Directed Diffusion.

e Scenario 4 (SC 4): the network uses RS nodes with
SDR architecture and the proposed framework. The pro-
tocol used with the FSBRC is the Directed Diffusion.

The metrics used for evaluate the proposed framework
are: query success rate (QSR), tag identification speed (TIS),
packet loss rate (PLR) and average energy consumption
(AEC). The QSR and TIS are obtained using the equations 1
and 2, respectively, where K is the number of inventories, Y;
is the number of query commands used during the inventory
i, X; represents the number of tags identified successfully
during the inventory and 7; represents the length of inventory
7 in seconds. PLR and AEC are traditional metrics used to
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Fig. 1: Results for the metric of Query Success Rate.

measure the performance of WSN. They are obtained using
the equations 3 and 4, respectively, where N is the number
of nodes, Ec, is the energy consumed by each node n, Pr
represents the quantity of packets received by the sink node
and Ps,, represents the quantity of packets sent by each node
n.
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The Figure 1 presents the results of QSR to the evaluated
scenarios. We can observe that the scenarios that use the pro-
posed framework have an increase in the QSR metric when
compared to scenarios that do not use the framework. The
QSR is improved, on average, in 24% in the scenario that
uses RS nodes with architecture DR and it improves 28%
in the scenario where the RS nodes use SDR architecture.
This improvement is justified due to dynamic definition of
the parameter c. It is possible to adjust the size of the round
in a more precise way, thus resulting in an increase of the
success rate of each query. As benefit, the IoT application
can collect data requested faster and more reliable. This
way, the proposed framework can make the tracking and
localization capability more efficiently and the ubiquitous
data exchanged through proximity wireless technologies,
which are important requisites of IoT applications.

The Figure 2 shows the results obtained in the simulations
to the TIS metric. The results show that the scenarios that use
the framework have a identification speed of tags bigger than
the scenarios that do not use the framework. In the scenarios
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that use RS nodes with DR architecture, the one that uses
the framework achieve an superiority, on average, of 91%
compared to the scenario that do not use the framework. In
the scenarios that use RS nodes with SDR architecture the
superiority in the use of the framework is, on average 97%.
The use of the framework was capable of increasing in 115%
the TIS in scenarios with twenty RS nodes with architecture
SDR. Such results are justified due to fact that the framework
avoids the sending of redundant identification codes, thus
reducing the time necessary to finish the reading process.
The speed in which the tags are identified can interfere in
the power consumption and also in the rate of loss packets.
RS-DR nodes that have low TIS can increase the time of
the identification process thus resulting in an already bigger
power consumption, because two communication interfaces
were connected for a longer time. In RS-SDR nodes, low
TIS value can affect the packet routing through the network,
because when it is performing the identification process
of the tags, the RS-SDR nodes are unavailable to receive
packets from other nodes in the network. With the use of
the proposed framework these problems are minimizes, thus
making the IoT application may fulfill their goals in a more
efficient way. Good values of TIS, just like QSR can be
become more efficient the tracking and location capability
and the exchange of data.

The Figure 3 presents the results obtained in the simula-
tions for the metric of packets loss rate. The results show
that, in the scenarios evaluated, the use of the proposed
framework can reduce the rate of packets loss independently
of the type of architecture used by the RS nodes. By means
of the best route selection the proposed framework is able
to avoid the loss of packets from broken routes, with poor
quality of communication between the nodes or with high
density of tags. By considering the power levels of each
route, the framework avoid routes that have nodes with low
quantity of power, that possibly can lead to the disruption
of the route. The number of hops between the destination
node and its source is also considered by the framework, by
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Fig. 3: Results for the metric of Packet Loss Rate.

selecting routes with the smaller number of hops. By using
LQI as parameter to qualify a route the framework proposed
considers the quality of the links between the nodes that
compose the route. Thus the routes with poor link quality
will be avoided thus reducing the amount of packets lost.
Another important factor considered by the framework in the
moment of measuring the quality of a route is the tag density
in the area of reader nodes. By considering these parameters
the framework can avoid that the packets be forwarded to
routes that have nodes which are overloaded with the process
of reading the tags. This analysis is even more important in
scenarios where the RS nodes use SDR architecture, once
those nodes that are reading cannot forward packets to other
nodes. This way, avoiding routes that have nodes in reading
state is extremely important to reduce the rate of packets
loss. Like benefits of this packet loss reduction, the network
used by the IoT applications can provide a most efficient
structure, enhancing the ubiquitous data exchanged through
proximity wireless technologies.

The results of average power consumption metric in the
nodes are presented in the Figure 4. The results show us
that the scenarios that use the framework have an average
consumption smaller when compared to the scenarios that
do not use the framework. Independently of the architecture
used by the RS nodes, the framework can reduce the
consumption of power in 5%, on average. This happens
because with the use of the framework o time spent in the
process of tag identification is reduced, resulting in a smaller
consumption of power during each identification process.
In some applications, the low rate of packet lost that was
mentioned before can also contribute to reduce the power
consumption. With the reduction in the number of packets
lost it also reduced the need to resend control messages,
causing a small use of the interfaces of communication thus
resulting in saving the power. Thus the proposed framework
can reduce the average power consumption proportioning an
optimized solution of power to IoT applications.
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5. Conclusions

IoT can be understood as the interconnection of different
types of objects and things that communicates through a
network infrastructure with the goal of cooperating for a
common objective. In order for IoT applications perform
their tasks, it is necessary that some requirements be pro-
vided by the network structure. However, these current tech-
nologies are rarely capable of providing all these resources.
Looking for the required resources of the IoT applications,
several works have proposed the integration of WSN and
RFID. However, these works generally do not consider the
problems that arise with the integration of the technologies
involved. In this way, this work proposes a framework to
offer a most efficient network structure for IoT applications
taking in account the problems that are augmented after the
integration of WSN and RFID.

Generally, it was observed that, for the scenarios assessed,
the proposed framework on this work can enhance the
performance of the network structure used by IoT appli-
cations. The framework was able to increase the query
success rate and the tag identification speed, reduce the
packet loss rate and decrease the energy consumption. These
benefits are very important for IoT applications. Thus, with
the utilization of the proposed framework it is possible to
improve the network and provide, with efficiency, some
required resources of the IoT applications, as: data exchange
among ubiquitous technologies, optimized energy solution,
localization and tracking capabilities and devices hetero-
geneity.

As future works, it is intended to perform simulations
considering denser scenarios (greater number of elements)
that better represent IoT scenarios. It is also intended to
perform new studies on the components that integrate the
framework with the purpose of searching improvements or
new mechanisms to compose them.
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Abstract—Wireless sensor networks encompasses a wide range of
applications which not only covers a strong infrastructure of
communication but also highlights the broader aspects of
security, surveillance, military, health care and environmental
monitoring. Among these applications of wireless sensor
networks target tracking is very essential which is installed in the
required areas of surveillance for tracking any attacker/intruder
and habitat monitoring. Bandwidth and power consumptions are
the two inevitable constraints for meeting the demand of
localization and energy levels. This paper focuses on target
tracking in WSNs using clustering and prediction based protocol.
Base station acts as the cluster formation manger and indicates
when the moving target is witnessed.

Index Terms— Target tracking, intruder/attacker, clustering,
prediction.

I. INTRODUCTION

Wireless sensor network is an assembly of special
transducers with a capability of communication as well as
monitoring and recording conditions at diverse locations.
These multiple detection stations are called senor nodes, each
equipped with a sensor, transceiver and a power source. On
the basis of sensed circumstances around, this specialized
sensor is believed to act as electrical signal generator which
entirely depends upon physical effects encountered. These
sensors communicate via radio waves and differs from place
to place from hundred to hundreds of thousands based on the
requirement of the environment. Sensors deployed have small
size, limited energy and low memory.

One of the most tremendous and vital applications of WSNs is
target tracking that is very important issue with a wide
spectrum of research and several applications. The concept is
simple i.e. any moving target whether a person, vehicle or
object can be tracked traversing in a WSNs with sensing
capability of sensor nodes. Location and position of the
moving object is constantly recorded, studied and compared
each time unit with some reference point in order to declare
the exact position and location of the target. It is similar to a
feedback loop where a constant comparison is done between
input and output. Therefore, it can be concluded that two
critical tasks are involved in the object tracking management:

1) continuous supervision and 2) broadcasting, where
continuous supervision is the monitoring of sensor nodes to
keep a track of moving objects while broadcasting means to
report that a moving object is detected to the relevant
application running.

Clustering and prediction based protocols are presented in this
paper, where the two critical parameters are distance and
energy. In addition to these two parameters, the involvement
of base station gives the true sense of tracking an intruder or a
moving object in WSNs. Base station manages the prediction
and clustering formation therefore it has maximum
information about energy levels of each node in the network.

II. RELATED WORK

WSNs can be categorized under two main headings i.e.
hierarchical and peer-to-peer. Inside hierarchical network, a
mesh oriented multi hop radio based connectivity among or
between wireless nodes is employed. This is shown in Fig. 1.

Level 1

DTN
BT

o outs?

Level2 £ @
e e &y

Figure 1: Hierarchal Network [2]

In this network the nodes of level 1 are backbone nodes while
the nodes of level 2 are sensor nodes. Any event in the vicinity
of the nodes can be detected as well as reported to the sink by
the nodes, and the sink can further communicate to the outside
world such as laptop, mobile etc.

The second category is peer to peer network in which,

instead of a mesh based multi-hop radio connectivity there is
flat single-hop radio connectivity among or between wireless
nodes is deployed. This is shown in Figure 2.
Peer to peer or point to point network uses static routing on
wireless networks. Every node is only able to communicate
with its neighboring nodes and information can be exchanged
between neighbors.
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Figure 2: Peer To Peer Network

Hierarchal network can be further classified into four schemes
as shown in Figure 3. These are Naive activation based
tracking, tree based tracking, cluster based tracking and hybrid
approaches [1]. In Naive activation based tracking scheme,
every node of the network is in tracking mode all the time [6].
Each node sends its measured position of the target to the base
station which further calculates and predicts the accurate
position of the target on the basis of received information.
This strategy is the simplest and offers best tracking results
but has worst energy consumption as all the nodes are in
tracking mode simultaneously, therefore reflects heavy
computation and burden on base station. So this approach is
not robust in case of link failure as well as in channel
congestion scenario.

In tree based tracking protocols, the nodes in the network can
be organized as a graph in which the vertices can be
considered the nodes and the edges can be viewed as the
connections, which indicate the communication between
nodes in the network. Scalable Tracking Using Networked
sensors (STUN) [2], [3] and Dynamic Convoy Tree-Based
Collaboration (DCTC) [4] protocols are tree-based tracking
approaches. In these schemes in addiction to nodes and
vertices, a cost is also assigned to each communication. Leaf
nodes are used for mobile target tracking and transmission of
the collected data. Nodes then, send the information to sink
through intermediate nodes.

Cluster based tracking approaches provides not only
scalability in networks in both terms i.e. addition or removal
of nodes but also it helps in better bandwidth usage. Wireless
sensor networks divide the nodes into several clusters each
having a boss or cluster head which is elected randomly or on
specific criteria. Each cluster head is responsible for collecting
data from the nodes in its cluster and send it to the base station
Cluster based tracking can be categorized into further three
types: i) Static Clustering, ii) Dynamic Clustering, and iii)
Space Time Clustering.

In static clustering, clusters are formed at the time of network
formation. The size of cluster, area it covers as well as the
members under one cluster remains constant throughout the
network. This simple approach has many drawbacks, such as it
is not fault tolerant and any failure of cluster head renders all
the nodes in the network useless. Due to the fixed parameters,
this approach does not work well in the dynamic environment
where a node is needed to be in awake mode or sleep mode

[9].
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Figure 3: Categories of Target Tracking in WSNs

Dynamic clustering is useful in several ways. Formation of
clusters is purely conditional on the events happening in the
surroundings [10]. Sensors which are near the active cluster
heads are invited to become members of the cluster and
respond to the cluster head. In this approach, nodes can belong
to different clusters at different times. As, only one cluster is
activated on the basis of maximum probability in vicinity of a
target. Therefore, the contention at MAC level is completely
mitigated and redundant data is suppressed. Information
driven sensor querying (IDSQ) [11], is one of the examples of
dynamic clustering. Space time clustering is the third type of
clustering technique in WSNs. [12] proposed this architecture
in which clusters of space time neighboring nodes are
organized dynamically and the information is propagated
around on the basis of local messages in the space time
cluster. Cluster head estimates the track of the target by this
collected data.

The infrastructure of hybrid methods relies on more than one
type of target tracking schemes. Distributed predictive
tracking (DPT) and Hierarchical prediction strategy (HPS) are
the examples of hybrid methods. In DPT the issue of
scalability is resolved using clustering based protocol and
prediction based method is adopted for efficient energy
solution [7]. In HPS, a cluster is formed using Voronoi
division and next location to be targeted is predicted using
least square method [8].

Peer to peer networks as shown in Figure 3 can be classified
into two classes which are: embedded filter based consensus
and Alternating-direction based consensus. The first technique
is a two steps method in which every time on exchanging the
information among nodes an update step is resided. In a
nutshell, each step of the algorithm comprises an exchange of
information exchange and update process. Gaussian random
parameters for decentralized estimation was established in
[13] by Delouille et al for stationary environments and
dynamic case was considered in [14] by Spanos. The second
method of peer to peer networks is Alternating-Direction
based consensus; in this technique simplicity and flexibility is
confirmed due to the presence of single hop communications
among sensors. The algorithm makes sure that the mean
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square error is minimized. A degree of parallelization is
achieved in alternating-direction based consensus. Sensor
failure is handled by using a subset of “bridge” sensors, as
described in [15-18].

III. PROBLEM STATEMENT

The main short coming of previous algorithms is that what if a
target is there but it is missed by the nodes, i.e. target is lost
due to several reasons. This paper designs a target recovery
mechanism when a target is missed. Figure 4 shows the block
diagram of steps involved in the target tracking algorithm.

IV. METHODOLOGY

This paper proposed a smart mechanism for target detection,
prediction and recovery of a node is done using efficient
energy clustering protocol.

A. Clustering

The main concept of clustering is to group the sensor nodes
and collect information from neighboring nodes and send it to
the base station. Information may include monitored
environment or intruder tracking or an atmosphere where
human access is not easily possible. Usually base station is
outside the field area, which process the acquired data and
reports to the user.

There are number of protocols for clustering having different
pros and cons. This paper suggests the most energy efficient
protocol known as LEACH (low energy adaptive clustering
hierarchy) as proposed in [16]. This is TDMA (time division
multiple access) MAC protocol which is designed for
clustering in wireless sensor networks. The main focus of
LEACH is pro-long the life span of a network by making it
efficient in energy consumption. It is hierarchical protocol in
which the sensor nodes collaborate or respond to cluster head
and then it is the responsibility of the cluster head to further
transmit the data to the base station. In every iteration of the
protocol, there is a kind of polling mechanism in which each
node waits and determines whether it will become the next
cluster head or not. Nodes except cluster heads communicate
via cluster heads in TDMA fashion. LEACH is an iterative
process, in which each round begins with a set up phase, then
the clusters are organized and nodes inform the specific cluster
head to which head they belong then comes the data
transmission phase where TDMA is used to exchange
information between heads [17-20].

B. Target Detected

Target is detected using Received Signal Strength Indicator
(RSSI). It calculates the distance between two sensors by
measuring the power transmitted from sender to receiver. It is
logarithmic ratio of power of received signal and reference
power. It is known that power dissipates from a point source
when it moves further and has inverse relation with distance,
therefore, distance can be easily computed using this
relationship. The main advantage of RSSI is low
computational cost because most receivers are capable of
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estimating the received signal strength. Although in some
cases inaccuracies of distance estimation is found but this can
be improved by using RSSI with better transmission. The
bigger the distance to the receiver node, the lesser will be the
signal strength when it arrives. RSSI plays a significant role
in deciding which link to use in order to make packet
delivery optimal. Target localization can be optimized using
other techniques showing best results.

‘L Mo. of node
Clustering
Target lost AL =
Detected
Target > Prediction
recCoOvery
Activate the .
No Present in
nearest next
{. ourrent
CH k* " cluster g
\vlf Yas
Determine

exact location

4

Send to base
station

Figure 4: Flow chart for target tracking

C. Prediction

Next possible location of the target can be computed using
prediction mechanism. As prior knowledge can help in
determining the posterior position, similarly prediction method
computes the next position of the target. This works in a
linear fashion, for example at j** instant, the co-ordinates of
the target are(x’,y’), and at j*"*! instant, co-ordinates may
shift to(x/*1, y/*1) which is calculated using two important
parameters like target speed and direction. If the predicted
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location is with in current cluster then cluster head informs the
base station, else the command is given to the next nearest
cluster head in vicinity of predicted co-ordinates of the target.
After handing over the command, the current cluster goes to
sleep mode in order to save as much energy as possible.

D. Target lost

Sometimes, a network fails to track the target properly and
target is lost which has several possible reasons, following
three can be few possible reasons behind target loss:

1. Failure of nodes or network

Sensor nodes are usually battery operated and when it comes
to battery, there is a chance of low battery which in turns
results in failure of sensors in the network. Network fails due
to heavy traffic and physical malfunctioning

2. Error in target detection step

There is a possibility that measured distance is incorrect as the
target enters the cluster and moves very fast so localization
can be incorrect in such a scenario. This can also happen due
to uncertain changes in target’s velocity and direction

3. Handing over the command

When the current location is estimated and found that target is
not present in the current cluster, in such case, next command
is handed over to next nearest cluster head. Due to energy
issues, clusters involved in a network are not always in awake
mode, this may result in target loss

To handle such cases where target is lost there must be
recovery mechanism as in real time applications, this can be
hazardous.

E. Recovery Mechanism

As mentioned earlier, cluster head is responsible for predicting
next location of the moving target and it keeps on sending
warning messages to the next nearest cluster head in case
when target is out of the reach of current cluster. It waits for
the acknowledgment message, but if fails to receive any, then
broadcast the target lost message to the entire network. This
procedure is well described in [17]

Immediate steps shown in Figure 5 are taken by current cluster
when it realizes that by any means a target in the network is
lost.

V. CONCLUSION

This paper presents different network schemes and their
further classification according to characteristics and
capabilities of sensor nodes. It highlights the concept of
clustering of nodes in the network. One of the main constraints
of WSNs is power limitation which can be reduced to some
extent by wusing energy -efficient protocol LEACH for
clustering. Localization of target can be achieved by received
signal strength indicator. The method can be improved on the
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basis of experimental results on a network simulator by using
different distance measuring schemes with different energy
efficient protocols. The main objective of the paper was to
introduce a mechanism for target tracking in wireless sensor
networks as well as it discovers some of the scenarios in
which target is lost and can be recovered.

Wake up all Predict on
the member | ——3p previous

nodes knowledge
Target Wake the
Recovered | €= nearest

cluster head

Figure 5: Steps taken by CH when target is lost
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Abstract - In cluster-based protocols, cluster heads (CHs)
located far from the base station (BS) always consume more
energy than those nearby under single-hop transmission.
These CHs reach their end of life earlier than others and limit
the network lifespan. This study presents a new algorithm that
attempts to achieve energy consumption balance of sensor
nodes. An analysis is made on the basis of energy
consumption difference of sensor nodes which is caused by
diverse transmission distances. Furthermore, the optimal
unequal cluster size is obtained according to the distance
between node and the BS. The number of CHs has an
increasing tendency along with increasing distance to the BS.
By comparing our algorithm with LEACH, EECS and
I-LEACH, the network lifespan is prolonged by up to 66.7%,
51.8% and 33.1% respectively, and the proposed algorithm

balances the energy consumption of nodes effectively.

Key words: wireless sensor networks; unequal clustering;

energy-balance; network lifespan

1 Introduction

As for WSNs, Real-time communication is essential in

121 and

some applications, such as surveillance systems
real-time patient monitoring"”!. Single-hop transmission
clearly has minimum transmission delay. It is meaningful to
prolong the lifespan of energy-limited WSNs under
single-hop The
Clustering Hierarchy (LEACH)'" is the first hierarchical

architecture protocol. The cluster size of all clusters is equal.

transmission. Low-Energy Adaptive

However, the many-to-one data transmission pattern in
WSNs causes sensor nodes located far from the BS to
consume more energy than those near the BS wunder
single-hop transmission. The early death of nodes limits the
lifetime of network. If the cluster size is unequal, then the
CHs near the BS can extend their cluster sizes, and the CHs
far from the BS can lessen their cluster sizes to conserve
energy. The energy consumption balance of sensor nodes is
thus achieved, and the lifetime of network will be prolonged
finally.

Many LEACH-based protocols”™® have been presented
to promote its performance. Most of improvement studies
focus on CH optimization. The expected number of CHs is
close to five percent of the number of nodes in LEACH, but it
cannot be guaranteed that the number of CHs is always
optimal. For solving this problem, an improved protocol based
on LEACH presented in [5]. CHs are elected dynamically
according to the residual energy of sensor nodes, which
stabilizes the expected number of CHs with the energy
information. The number of CHs is varied with the number of
living nodes that is fixed in LEACH. The optimal number of
CHs under different scenarios is presented in [6], the optimal
cluster size of each cluster is also obtained, but each cluster
has the same size. The reference information that residual
energy, number of neighbors, and distance to the BS are used
to generate a threshold for each sensor node in the CH

. 7
selection process'’,

but the number of CHs cannot be
guaranteed around an optimal value. EECS™ selected CHs in

an autonomous manner through node competition with energy.
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Sensor nodes with more residual energy become the final CHs.

All clusters are also assumed to be the same size. All of above
mentioned protocols focus on the aspect of CH optimization.
Actually, the size of each cluster should also be optimal,
because the transmission energy consumption cost by the CHs
near the BS is significantly less than that far from the BS.
Thus, the number of cluster members in the cluster near the
BS should be increased, and the number of clusters far from
the BS should be decreased. In this way, the balanced energy
consumption of nodes will be achieved. The network lifetime
will not be limited by the early death of nodes. Motived by
these factors, we present a new method called achieving
energy balance with unequal clustering (AEBUC) for WSNs.
The reminder of this paper is organized as follows.
Section 2 describes the network and energy models used in
this study. Section 3 presents the analysis on energy
consumption of a cluster in the network and the computation
of optimal cluster size for each node. Section 4 presents the
AEBUC details, including setup and steady phases. Section 5
analyzes the performance of AEBUC against three other

algorithms. Finally, Section 6 provides some conclusions.

2 System Model Assumption

2.1 Network Model

N sensor nodes are distributed randomly and uniformly
on a monitored area with the length L and the width W. The
BS is near the monitored area with a fixed location. The
network parameters and conditions are assumed as follows:

1. All sensor nodes with a unique ID are homogeneous
and static after deployment.

2. Each sensor node generates packets at the speed of k
bits per second and sends packets to its CH.

3. Cluster heads deliver their packets to the BS with
single-hop.

4. The transmission radii of sensor nodes are adjustable
as illustrated in [9].

5. The approximate distance can be computed based on
the received signal strength between two sensor nodes.

The network node density p is given by the following:

N
LxW

p= (1)
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2.2 Energy model

The energy consumption of sensor nodes generally
consists of three parts: transmission energy consumption E
receiving energy consumption E, and sensing energy
consumption E. Eis frequently too small and is thus ignored,
such as in [10-11]. Thus, E; and E, comprise the major portion
of energy consumption in this study. E, is defined in [12] as
follows when sensor node i transmits a packet with K bits to

node j:

KE,,. +ke d?, if d <d,
= (2)

| K, +ked*if d >d,

elec

d0 = ’\"c"fs /gmp (3)

E. is dependent on the transmission distance d between i and j.
According to the value of d the propagation loss can be
modeled as free-space model or muti-path attenuation model,
where Fg.. is the electronics energy, & and &, denote the
amplifier energy. Reception energy consumption E; is defined

as
Er = kEelec (4)

Data aggregation is used in this study for highly
correlated of sensed data packets. Cluster heads are assumed
to aggregate the data received from its cluster members into a
single length-fixed packet. Energy consumption for data

aggregation is equal to k*Ep,(nJ/bit/signal).

3 Theoretical analysis

The energy consumption of a cluster in the network can
be analyzed on the basis of the energy model described in
Section 2.2. The transmission energy consumption of a cluster
member is determined by the size of packet k and distance d
between the CH and cluster member. This value can be

expressed as follows:

2
ECM = k(ﬂpRz _1) : (Eelec + gfs dtoCH ) (5)

where Oy is the average distance between the cluster

member and its CH. It is assumed that the cluster is a circle

with a radius R and the CH is in its center. Any node in this
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cluster can be expressed with coordinate of (X, y). Therefore,

the expected distance, as well as dwCH between any node

and the center, can be expressed as

E(d)=d,., =1/7R*- j j JO& + y)dxdy
R ©

=1/zR? H r’drd@ =1/zR* -I;”de'f: r’dr = 5

Thus, the Eq. (6) can be expressed with the cluster radius R as

4
ECM = k(ﬂpRz _1)'(Eelec +§‘9st2) (7)

Equation (7) shows that the energy consumption of
cluster members in a cluster is related to the size of packet k
and the radius of cluster R.

The energy consumption of CHs consists of three parts,
namely, reception energy consumption, aggregation energy
consumption, and transmission energy consumption. Thus,

Ecy can be expressed as follows:

E., =k(zR’p-DE
=kzR*p(E

elec + k7Z'RszDA + kE + kgfsdtf)BS (8)

2
+Epn) +Ke diggs

elec

elec

Equation (8) shows that the energy consumption of CHs in a
cluster is related to the size of packet k and distance dips
between the CH and BS. On the one hand, energy efficiency
can be achieved by compressing the data packets, which are
smaller packets with highly accurate information. On the
other hand, distance affects energy consumption. Energy
efficiency can be achieved by decreasing the number of
cluster members in a cluster far from the BS. The size of the
aggregation packet is K in this study which is the same as that
used in [6]. Thus, the relationship among energy consumption,
cluster size, and distance to BS is distinct. The energy

consumption of a cluster can be expressed as follows:

E =Ecym +Ecqy )

cluster

The energy consumption of a cluster is determined by the
cluster radius R and distance d,,zs between the CH and BS.
The distance between the CH and BS is definite once a
network is deployed. Thus, the cluster radius R is the only
parameter that affects the energy consumption of a cluster.
Equation (7) shows that more energy is consumed by a cluster

with bigger radius and a cluster farther from the BS. Thus, a
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tradeoff value of cluster radius R and distance d,,pg between
the CH and BS can be determined to balance the energy
consumption of each cluster. The lifespan of the network will
be prolonged accordingly.

The maximum and minimum distances between the CH
and BS are definite once a network is deployed. Thus, Eq. (10)
can be used to obtain the minimum cluster radius R, and the
maximum radius Ry, with assurance of minimum energy

consumption of a cluster.

dchS j— dtoBS
Ecl\llluéi;r (Rmin ) - Ec'\I/LIJIs'\t‘er (Rmax )
min( E}~ess (R)) (10)
cluster
Ecluster = IIllIl( Ec"I/:J‘s\ti[:mBS (R))
1n

= k(mpR* -1)-(E +ggst2)+ K7R? p(Eyp, + Epy) + ke 025

elec elec

where, E(R) is the energy consumption of a cluster. The size
of cluster with the farthest distance to the BS should be
minimum and vice versa. The optimal cluster radius of each
sensor node can be obtained simply by using Eq. (11), and

applying in cluster formation process.

4 AEBUC details

4.1 Setup Phase

The setup phase consists of CH selection and cluster
formation. CH selection begins once the cluster size of each
node is obtained, which is also named competition radius for
each node to complete CH competition as in [8]. Several
sensor nodes with a random value between 0 and 1 less than a
threshold T are selected as candidate cluster heads (CCH) first.
CCHs compete with their neighbors to select final CHs with

Fig.1 Node Competition Relationship

higher energy.

An illustration is shown in Fig.l1 to describe the
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competition process. If the distance between CCH A and CCH
B is less than the maximum radius of the two nodes, then
nodes A and B are neighbors of each other. Figure 1 shows
that CCHs B and E are neighbors of CCH A, but not CCH F
because the distance between A and F is larger than the
maximum radius of the two. CCHs A and E will quit
competition if CCH B has the most residual energy among A,
E and B. If the situation that the residual energy of CCH C is
larger than CCH B and CCH D is greater than CCH C exist,
CCH C becomes the final CH finally. The iteration
competition is limited to two to avoid the spare distribution of
CHs. Thus, the final CH C is excluded in the competition with
CCHD.

Cluster formation begins following the CH selection. The
final CHs broadcast short packets that contain the node id and
distance to the BS dips to notify normal nodes to be the final
CH. Normal nodes select an ideal cluster to join to accomplish
cluster formation. The ideal cluster means that the cluster
member consumes less energy to achieve packet transmission,
and the joined cluster member does not cause the CH far from
the BS to be burdened with excessive load. Thus, the cost
expressed in Eq. (12) is used as the metric to evaluate which
cluster is the ideal one for each normal node to join in.
Normal nodes store all received broadcast packets to compute
for the cost of the CH and then select one CH with the

minimum cost to join in.

dtioCH +(1-c)- dtioBS —MIN(d,ge5) (12)
MAX (dtOCH ) MAX (dtOBS )—MIN (dtoBS )

cost(i)=c-
where di,cy is the distance between cluster member and CH.
MAX(dops) and MIN(d,ps) are the maximum and minimum
distances between the CH that normal node can hear and the
BS. The cost computation includes two parts, the former part
is to find the closest cluster head to join in, and the later part
is to join in the cluster that its CH is nearer BS. A tradeoff
consideration is made in Eq. (12) using parameter ¢, which is
used to balance the CH load. The setup phase is finished when
all normal nodes determine their ideal CH.

4.2 Steady phase

All sensor nodes are in the process of data packet
transmission in the steady phase. Normal nodes transmit
packets to their CHs based on the TDMA schedule allocated

by their CHs. Cluster heads collect all cluster member packets,
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compress these packets into one packet, and finally transmit it
to the BS directly. The network enters the setup phase again
when the entire process is completed. Thus, the network
lifespan is split into rounds. Each round is made up of setup

and steady phases.

5 Simulation results

We simulate our algorithm and three other cluster-based
algorithms (i.e., LEACH, EECS, and I-LEACH) with
MATLAB. A performance comparison is conducted on these
algorithms. Several characteristics of the four algorithms are
listed in Table 1. Three types of CH selection methods among
the four algorithms are considered in terms of load balancing,
except for LEACH. The cluster sizes are the same in the three
other algorithms but are unequal in AEBUC. The cluster size
ranges from 25 to 28 in AEBUC, whereas it is set to 26 in
EECS.

Table 1 Characteristics of the four algorithms

Protocols | CH selection Load Cluster size
balancing or Koy
LEACH Rotation
without any No 20
information
EECS Competition Yes 26
Rotation with
LLEACH | o8 Yes 20
distance
information
AEBUC Competition Yes 25~28

5.1 Parameter Setting

The parameters used in the simulation for the four
algorithms are listed in Table 2.

Table 2 Parameter value

Parameter Value
Monitor area (100x100)
Node number 400
BS Location (50,200)
Initial energy 0.5J)
Eelec 50 nJ/bit
& 10 pJ/bit/m?
Emp 0.0013 pJ/bit/m’
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Parameter Value
do 87m
Epa S nl/bit/signal
Packet size 400bits

The values of parameters T and ¢ used in AEBUC are
obtained through a large number of experiments with the
parameters set as Tab.2. The optimal value of T and C can be
obtained when the network lifetime reach the maximum. The
number of CCHs will increase with T increasing .The
outcome by varying of the value of T depicted in Fig. 2 shows
that the network lifespan reached the maximum value when T
is set to 0.2. The cost for CH competition is added as the
number of CCHs increases when the value of T is extended.
However, the number of CCHs decreases and becomes
insufficient for CH competition when the value of T is

diminished to 0.1, which also decreases the network lifespan.

2600 -

2500

2400

2300

2200

Network Lifetime

2100

2000

1900

0.1 0.2 03 0.4 05 0.6 0.7 08 0.9

Fig.2 Experiment of Parameter T

The parameter C impacts on the transmission route
selection. The setting of parameter C is also tested in Fig. 3 at
the same time. The network lifespan reaches its maximum
value when c is set to 0.9. Cluster members only consider the
distance information to the BS for selecting CH when c is set
to 0, which results in a large number of cluster members in the
cluster near the BS. Such CHs will exhaust their energy fast.
In contrast, it considers the distance information to CH only
when C is set to 1.0, which merely results in a large number of
cluster members in some cluster. Thus, the network lifespan is

larger when C is 1.0 than when ¢ is 0.
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Fig.3 Experiment of Parameter C

5.2 Performance comparison

Energy efficiency is an important matric to evaluate the
algorithm performance. Several metrics are defined below to
accomplish the performance comparison among four
algorithms.

(1) Network Lifespan (NL). NL is considered as the
round when the first node is dead in this study. The later the
death of the first node appears the better the performance of
energy consumption balance.

(2) Average Residual Energy (ARE). ARE reveals the
average residual energy of nodes which can be expressed as

(13)

total residual energy of nodes
number of nodes

ARE =

(3) Energy Balance Factor (EBF). EBF is used to
measure the energy consumption balance of nodes that is

defined as standard deviation of the residual energy of nodes.

N
EBF = ILZ(Ei —E,)’
N =

Where E; is residual energy of nodes, and E,,, is average

(14)

of residual energy of nodes. The performance of energy
consumption balance is better when the value of EBF is
smaller.

First, the ARE of all CHs are compared among the four
algorithms in Fig.4. AEBUC clearly performs better than
other three algorithms because an unequal cluster size is
enabled, which provides the CHs far from the BS with smaller
cluster members than that near the BS. This scenario achieves
the energy consumption balance in AEBUC. I-LEACH

considers both energy information and distance information,
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which makes the location of the selected CH superior to that
in EECS and LEACH.

0.5

T T T T

—a— AEBUC
—e— EECS
—a—|-LEACH| |
—v— LEACH

4
w
T

ARE of CHs
o
N
T

0.1 |

0 500 1000 1500 2000 2500 3000
Rounds

0.0

Fig.4 Average residual energy of cluster heads

Figure 5 shows the performance of energy consumption
balance of the four algorithms. Fluctuation is shown in each
algorithm, but it is clear in EECS and weak in AEBUC. The
performance of another two algorithms is between them.
Although load balance is considered in EECS, it focuses on
the information of the distance to the BS to balance the energy
consumption of CH when cluster members compute the cost
to select CH. This condition increases the difference of cluster
member energy consumption. Because many cluster members
will join in the CH far from itself. The cost is computed in the
opposite way in AEBUC that the information of the distance
to CH is more important. An unequal CH distribution that in
the region far from the BS distributes more CHs than the
region near the BS also contributes to the energy consumption
balance. The CH rotation mechanism is adopted in LEACH
and I-LEACH, whose fluctuation is less than EECS.

0.050

0.045 —e—EECS
—A—|-LEACH
0.040 E
—v— LEACH
0.035
0.030 E
L 0.025
o
w
0.020 E
0.015
0.010 E
0.005 2
0.000 &= ! '
0 500 1000 1500 2000 2500 3000

The number of CHs is statistically illustrated in Fig.6.
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The downtrend is shown in four algorithms because the
number of dead nodes increases gradually. Figure 6 also
clearly shows that the number of CHs in I-LEACH is larger
than that in the three other algorithms because the threshold
used in I-LEACH for CH selection changes for each node.
The number of CH has no significant difference in EECS and
AEBUC. These algorithms also exhibit slight variation trends.

60 | —a— AEBUC
—e— EECS
—a— |-LEACH| |
50 —v—LEACH

40

Number of Cluster Heads
8

10

0 500 1000 1500 2000 2500 3000
Rounds

Fig.6 Number of Cluster Heads

Finally, NL is observed in Fig.7. AEBUC clearly
prolongs NL effectively. Compared to LEACH, EECS,
I-LEACH, AEBUC delays the death of the first node by up to
66.7%, 51.8% and 33.1%, respectively. The transmission
distance has a large effect on the transmission energy
consumption under single-hop transmission in cluster-based
algorithms as shown in Eq. (2). An unequal cluster size
generates more CHs in the region far from the BS than that
near the BS. Therefore, AEBUC has better performance on
energy consumption balance than the three other algorithms,

which attributes to extend the network lifespan.
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Rounds

Fig.5 Energy Balance Factor
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Fig.7 Number of Dead Nodes
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6 Conclusion

WSNs have been developed and applied in diverse fields
for many years. Solving the issue of unbalanced energy
consumption is always a hot topic. This study presents a new
solution called AEBUC that partitions the network into
unequal sizes to balance energy consumption and prolongs the
NL effectively. The problem is depicted by Eq. (10), based on
which the maximum and minimum cluster sizes can be
obtained, furthermore, the optimal cluster size of each node
can be obtained. The final CHs are selected after the CH
competition process. The network partition is finished when
each normal node determines its ideal CH. We simulate
AEBUC and three other algorithms with MATLAB. The
simulation results show that our algorithm prolongs the
lifespan of network by up to 66.7%, 51.8% and 33.1% when
comparing to LEACH, EECS and I-LEACH, which also
decreases the difference of the energy consumption of sensor
nodes.
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Abstract—With the help of location-aware mobile devices users can
issue query and receive nearest point of interests from a location-based
services provider. User private information is needed to personalize
the service. If this information is compromised user’s privacy can
be exposed. In this paper, we propose idea to protect user private
information in location-based services continuous nearest neighbor query
focusing on moving query moving object. Some existing solutions works
like snapshot query and therefore inefficient. Our proposal combines
Voronoi tessellation and Hilbert curve order to create nearest neighbor
relationship. We treat object location as a function of time and introduce
transition and update time. We implement a database that scales to object
size, and then execute double private information retrieval protocol on
the server to periodically return to the user the exact nearest point of
interest through a path with acceptable performance without revealing
any user private information. Our complexity analysis and experimental
evaluation of the network transmission time using ns-3 simulator show
improvement over previous technique.

Keywords—Voronoi Cell; Hilbert Order; Transition Time; Update Time;
Quadratic Residuousity Assumption.

I. INTRODUCTION

Location-based services (LBS) allow mobile device users to receive
the nearest point of interest (POI) to their location within a spatial
network. With the help of geographical information of the mobile
device LBS providers are able to provide location information to
subscribers. For instance; store locator application allow users to
quickly request and find nearest store location with the help of
location intelligence [1]. To effectively provide and customize the
service, LBS providers need the location and data profile of the user.
However, users will be reluctant to use the service if they believe that
doing so will expose their private information. Consider a situation
where Alice is searching for a specialized treatment health center.
To correctly answer her query Alice has to disclose her location
and information desired. This disclosure can reveal Alice’s ailment,
which may cause her embarrassment, unwanted attention or reprisal.
Alice’s query can be answered in of two ways known as snapshot
nearest neighbor query (SNNQ) or continuous nearest neighbor query
(CNNQ). SNNQ executes one time response to a user query and does
not update user as user or the POI location changes, while CNNQ
allows LBS server to continuously update the user with the nearest
POI as the user and POI changes their positions.

Several techniques have been proposed to prevent user private
information from been disclosed or exploited by adversaries like
proposals of [2] and [3]. However, they only addressed snapshot
query, and does not support moving query. As stated in [4] and [5], it
is inefficient and infeasible for a moving object to issue query at every
point of the line segment as in snapshot query, therefore solution that
works like snapshot will be inefficient. Several of the techniques also
rely on the honesty and integrity of the server or third party. In [6],
[71, [8] and [9], techniques were proposed for a moving query in
LBS, but they did not consider security and privacy of the user

In this work, we address privacy issue related to CNNQ. This
type of query can be divided into; (1) moving query static object

(MQSO); (2) moving query moving object (MQMO); and (3) static
object moving query (SOMQ). The focus of our work is on MQMO
which is a query where user and the POI locations are changing. Fig.
1, shows MQMO where user u in location [; has p; as the nearest
POIL. When w location changes to I3, the nearest POI is still p; due to
simultaneous movement of both objects. Private CNNQ shall be able
upon a single query request anonymously update v with the nearest
p as u or p location changes until query is specifically terminated or
u goes ou