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Abstract—An ACT-R cognitive model is used to control
the spatial behavior of a virtual robot that is embedded in
a three-dimensional virtual environment, implemented using
the Unity game engine. The environment features a simple
maze that the robot is required to navigate. Communication
between ACT-R and Unity is established using a network-
based inter-operability framework. The ability of the robot
to learn about the spatial structure of its environment and
navigate to designated goal locations serves as a test of the
ability of the framework to support the integrative use of
cognitive architectures and virtual environments in a range
of research and development contexts.
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1. Introduction

In the effort to develop computational models of cognitive
behavior, it often helps to draw on the resources of a reusable
framework that incorporates some of the representational
structures and computational mechanisms that are assumed
to be invariant across multiple cognitive tasks. Cognitive
architectures are examples of such frameworks [1]. They
can be used to develop models that test ideas relating
to the cognitive mechanisms associated with aspects of
human performance. In addition, they are sometimes used to
implement agents that are capable of performing cognitive
tasks or exhibiting signs of behavioral intelligence [2].

Work using cognitive architectures has typically involved
the use of computational models that are highly limited with
respect to the kinds of agent-world interaction they support.
The perceptual inputs to cognitive models are typically very
simple, as are the motor outputs. In addition, it is sometimes
difficult to precisely simulate the effects that motor outputs
have on subsequent sensory input, thereby limiting the extent
to which cognitive models can productively incorporate mo-
tor actions into ongoing problem-solving processes (see [3]).

One way to address these issues involves the use of virtual
environments, such as those encountered in contemporary
video games. These can be used to create dynamic and
perceptually-rich environments that serve as virtual surro-
gates of the real world. The cognitive models that are

implemented using cognitive architectures can then be used
to control the behavior of one or more virtual agents that
inhabit these environments. By supporting the exchange of
rich bodies of information between the virtual environment
and the cognitive model, and by linking the cognitive model
to the perceptuo-motor system of a particular virtual agent,
it becomes possible to think of cognitive models as being
effectively embedded and embodied within a virtual world.

In this paper, we describe a study that combines the use of
a cognitive architecture with a virtual environment in order
to study the maze learning and place recognition abilities of
a virtual cognitive robot. The cognitive architecture used in
the study is the ACT-R cognitive architecture [4]. This is
one of the most widely used cognitive architectures within
the cognitive scientific community. Although the design of
ACT-R is inspired by the features of the human cognitive
system (e.g., ACT-R consists of a number of modules that
are associated with specific cognitive capabilities, such as
the memorization and recall of declarative knowledge), it
is possible to use ACT-R in the context of research efforts
where the aim is not so much the modeling of human
cognitive processes as the real-time control of a variety
of intelligent systems. This is evidenced by recent work
concerning the use of ACT-R in the design of real-world
cognitive robots [S]. It is also possible to extend the core
functionality of ACT-R in a variety of ways (e.g., via the
addition of new modules).

Aside from ACT-R, the focus of the current integration
effort is centered on the Unity game engine. This is a game
engine, developed by Unity Technologies, that has been used
to create a broad range of interactive 2D and 3D virtual
environments. Despite its use as a research tool, as well
as a platform for game development, the current attempt
to integrate ACT-R with Unity is entirely novel: to our
knowledge there have been no previous attempts to combine
the use of Unity and ACT-R in the context of cognitive
agent simulations. The closest approximation to the current
integration effort is work by Best and Lebiere [6]. They
used ACT-R to control the behavior of humanoid virtual
characters in an environment implemented on top of the
Unreal Tournament game engine. Our work differs from this
previous work in the sense that we are targeting a different
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Fig. 1: Different views of the ‘H> Maze environment. The robot is located on the right-hand side of the maze in both
images. (a) View from a first-person camera situated external to the maze. (b) View from a top-down tracking camera
situated directly above the maze. The tracking camera produces a simplified rendering of the scene in order to support the
analysis and visualization of simulation results. The white cross represents the starting location of the robot on all training
and testing trials. The grey circles within the maze represent goal locations for the robot during testing trials.

game engine (i.e., Unity) and we do not attempt to control
a humanoid virtual character. Instead, we focus on a virtual
robotic system that comes equipped with a set of (distinctly
non-human) sensor and effector elements. These serve to
make the perceptual and behavioral capabilities of the robot
unlike those seen in the case of humanoid virtual characters.
Another factor that differentiates our work from previous
attempts to integrate cognitive architectures with virtual
environments concerns our approach to sensor processing.
While it is possible to rely on explicit knowledge about
the features of virtual world objects (e.g., their position and
geometry) as a means of directly calculating important per-
ceptual information (e.g., distance and shape information),
the robot in the current study is required to engage in the
processing of low-level sensor data as a means of extracting
cognitively-useful information from its environment.

As a means of testing the integrity of the ACT-R/Unity in-
tegration solution, we rely on the use of a spatial navigation
task that requires an ability to (1) recognize spatial locations,
(2) learn about the structure of a spatial environment and (3)
navigate to specific goal locations. There are a number of
factors that motivate the choice of this task in the context
of the current work. Firstly, the topic of spatial cognition
has been the focus of extensive research efforts in both the
robotics and neuroscience communities [7], [8], [9]. This
provides a wealth of data and knowledge that can be used
to support the development of spatially-relevant cognitive
models and associated cognitive processing capabilities.
Secondly, spatial navigation is a task that is recognizably
cognitive in nature, and it is one that may therefore benefit
from the use of a cognitive architecture, such as ACT-R. In
addition, the task is of sufficient complexity to require more
than just the trivial involvement of the cognitive architecture.
In fact, as will be seen below, the task requires the use

of multiple existing ACT-R modules, the development of
a new custom module, and the exploitation of over 100
production rules. Thirdly, the place recognition component
of the task places demands on the perceptual processing
capabilities of the robot. This helps to test the mechanisms
used for the processing and interpretation of sensor data.
Finally, the task requires the continuous real-time exchange
of information between ACT-R and Unity in order to ensure
that the behavior of the virtual robot is coordinated with
respect to its local sensory environment. This serves as a
test of the real-time information exchange capabilities of the
proposed integration solution.

2. Method

2.1 Environment Design

A simple virtual maze was constructed from a com-
bination of simple geometric shapes, such as blocks and
cylinders. The design of the maze is based on that described
by Barrera and Weitzenfeld [7] as part of their effort to
evaluate bio-inspired spatial cognitive capabilities in a real-
world robot. The maze consists of a number of vertically-
and horizontally-aligned corridors that are shaped like the
letter ‘H’. An additional vertically-aligned corridor is used
as a common departure point for the robot during training
and testing trials (see Figure 1).

A number of brightly colored blocks and cylinders were
placed around the walls of the maze to function as visual
landmarks. These objects are used by the virtual robot to
identify its location within the maze.

2.2 Virtual Robot

The virtual robot used in the current study is based on
a pre-existing 3D model available as part of the Robot Lab
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project from Unity Technologies. The 3D structure of the
virtual robot is defined by a conventional polygonal mesh
of the sort typically used in game development. The robot
was equipped with three types of sensors in order to support
the processing of visual, tactile and directional information.
Visual information is processed by the robot’s eyes, which
are implemented using Unity Camera components. For
convenience, we refer to these components as ‘eye cameras’.
The eyes are positioned around the edge of the robot and
are oriented at 0°, 90°, 180° and 270° relative to the Y or
‘up’ axis of the robot in the local coordinate system. This
provides the robot with a view of the environment to its
front, back, left and right. Given the elevated position of the
visual landmarks in the maze (see Figure 1), the eyes were
oriented slightly upwards at an angle of 15°. This enabled
the robot to see the landmarks, even when it was positioned
close to one of the walls of the maze.

In order to keep the visual processing routines as simple as
possible, the eye cameras were configured so as to enhance
the visibility of the visual landmarks within the scene. In
particular, the far clipping plane of each eye camera’s view
frustum was set to 10 meters. This limited the range of
the camera within the scene (although the range was still
sufficient to encompass the entire extent of the ‘H’ Maze,
irrespective of the robot’s actual position in the maze). The
culling mask of each eye camera was also configured so as
to limit the rendering of scene objects that were external
to the maze environment. Finally, a self-illuminated shader
was used for the rendering of visual landmarks by the eye
cameras. This shader used the alpha channel of a secondary
texture to define the areas of the landmark that should
emit light of a particular color. By simply omitting this
secondary texture, the visual landmarks had the appearance
of objects that emitted light uniformly across their surface.
This served to enhance the contrast of the objects (from the
robot’s perspective) and reduced color variations resulting
from different viewing angles. The result of applying these
adjustments is shown in the four image insets at the top of
Figure 2. These show the view of the maze environment
from the perspective of each of the robot’s eye cameras.

During the training and testing phases of the experiment
(see Section 2.5), the output of each eye camera was peri-
odically rendered to what is known as a RenderTexture
asset. This is a special type of 2D image asset that captures
a view of the virtual environment from the perspective of a
particular camera. In essence, each RenderTexture asset
effectively represents the state of one of the robot’s ‘retinas’
at a particular point in time. The pixel data associated
with these images can be processed in order to extract
visual features, some of which may indicate the presence
of particular objects in the scene. The visual processing
routines used in the current study were relatively lightweight
and focused on the attempt to detect the brightly colored
objects (i.e., the visual landmarks) arrayed around the walls

Fig. 2: View of the ‘H’ Maze from a forward-facing camera
situated onboard the robot. The four image insets at the top
of the image correspond to the views the robot has of the
virtual environment via its eye cameras.

of the maze. These objects were detected by matching the
luminance levels of image pixels in the red, green and
blue (RGB) color channels to the colors of the objects
as they appeared in the robot’s eye cameras. A custom
RobotEye component was developed to support the design-
time configuration of the eye cameras with respect to the
detection of the visual landmarks. This component supports
the specification of target colors that should be detected
by each eye camera during the post-rendering analysis of
each RenderTexture asset. The component also pro-
vides access to two properties that control the sensitivity
of the robot’s eye cameras. These are the ‘tolerance’ and
‘threshold’ values. The tolerance value represents the range
of luminance levels in each color channel that is recognized
as a match to the target luminance level. A value of 0.01,
for example, means that deviations of £0.01 from a target
luminance level (in each color channel) will be recognized as
a match to the target color!. The threshold value specifies the
minimum number of matching pixels that must be present
in the image in order for the RobotEye component to
signal the detection of a particular color. For the purposes of
the current study, the tolerance value was set to a value of
0.01 and the threshold value was set to a value of 1500. In
addition, each retina was sized to 200 x 200 pixels to give a
total of 40,000 pixels per eye camera on each render cycle.

In addition to the eye cameras, the robot was also
equipped with ‘whiskers’ that functioned as tactile (or
proximity) sensors. The aim of these sensors was to detect
the presence of maze walls in the forward, left, right and
backwards directions. The whiskers extended outwards from
the robot’s body in the same directions as the eye cameras
and were of sufficient length to detect when the robot was
adjacent to a maze wall. This enabled the robot to detect

Tn Unity, the values of RGB channels range from O to 1, so a value of
0.01 represents 1% of the total value range.



the presence of particular situations, such as when it was
in a corridor (e.g., the left and right whiskers were both
in contact with maze walls) or when it had reached the
end of one of the maze arms (e.g., the forward, left and
right whiskers were all in contact with maze walls). The
information provided by the whiskers assists in helping the
robot to localize itself within the maze. The whiskers also
function to provide affordances for action, helping the robot
to decide when it needs to turn and what directions it can
move in. From an implementation perspective, the whiskers
were implemented using ray casting techniques: each time
the robot was required to report sensory information to
ACT-R, rays were projected from the robot’s body and any
collisions of the rays with the walls of the maze were
recorded.

The final sensor used by the robot was a directional sensor.
This functioned as an onboard compass. The sensor reading
was based on the rotation of the robot’s transform in the
world coordinate system. A rotation of 0° thus corresponded
to a heading value of ‘NORTH’; a rotation of 90° in
contrast, corresponded to a heading value of ‘EAST’.

For the purposes of this work, the directional movement
of the robot was restricted to the north, south, east and
west directions: these are the only directions that are needed
to fully explore the ‘H’ Maze environment. The robot
was also capable of making rotational movements to orient
itself in the north, south, east, and west directions. Turning
movements were implemented by progressively rotating the
robot’s transform across multiple update cycles using spher-
ical linear interpolation techniques. Linear movements, in
contrast, were implemented by specifying the velocity of the
robot’s Rigidbody component, a component that enabled
the robot to participate in the physics calculations made
by Unity’s physics engine. Both movements occurred in
response to the instructions received from an ACT-R model,
and in the absence of this input, the robot was behaviorally
quiescent.

2.3 Cognitive Modeling

The cognitive modeling effort involved the development of
an ACT-R model that could support the initial exploration of
the maze and the subsequent navigation to target locations.
The requirements of the model were the following:

1) Motor Control: The model was required to issue
motor instructions to the robot in response to sensory
information in order to orient and move the robot
within the maze.

2) Maze Learning: The model was required to detect
novel locations within the maze and memorize the
sensory information associated with these locations.

3) Route Planning: The model was required to use the
memorized locations in order to construct a route to a
target location.
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4) Maze Navigation: The model was required to use
route-related information in conjunction with sensory
feedback in order to monitor its progress towards a
target location.

In addition, in order to analyze the structure of the robot’s
spatial memories and compare navigational performance
under different test conditions, it was important for the
model to be able to serialize and deserialize memorized
information to a persistent medium.

The ACT-R model developed for the current study consists
of 126 production rules in addition to ancillary functions that
control the communication with Unity (see Section 2.4). A
key goal of the model is to memorize spatial locations that
are distinguished with respect to their sensory properties
(i.e., unique combinations of visual and tactile information).
These locations are referred to as ‘place fields’ in the
context of the model. Each place field is created as a chunk
in ACT-R’s declarative memory, and retrieval operations
against declarative memory are used to recall the information
encoded by the place field as the robot moves through the
maze. The collection of place fields constitutes the robot’s
‘cognitive map’ of the maze (see [9]). This map is structured
as a directed graph in which the place fields act as nodes
and the connections between the nodes are established based
on the directional information that is recorded by the robot
as it explores the maze. Any two place fields that are
created in succession will be linked via a connection that
records the direction the robot was moving in when the
connection was made. For example, if the robot creates a
place field (PFI) at the start of the simulation and then
creates a second place field (PF2) while heading north
from the start location, a connection will be established
between PFI and PF2 that records PFI as the source of
the connection, PF2 as the target of the connection and
‘NORTH’ as the direction of the connection. The cognitive
map, as the term is used in the current study, is thus a
representational structure that encodes information about the
topological relationships between place fields based on the
exploration-related movements of the virtual robot.

The productions of the ACT-R model were used to realize
the motor control, maze learning and navigation functions
mentioned above; the route planning function, however, was
implemented using separate Lisp routines. In order to plan a
route, the robot first needs to be given a target location. This
was specified at the beginning of trials that tested naviga-
tional performance (see Section 2.5). The robot then needs
to identify its current location within the maze. The robot
achieved this by comparing current sensory information with
that stored in memory (in the form of place field repre-
sentations). Finally, the robot needs to compute a sequence
of place fields that encode the path from the start location
to the target location. This was achieved via the use of a
spreading activation solution that operated over all the place
fields in the robot’s cognitive map (i.e., the contents of the
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robot’s spatial memory). The spreading activation solution
involved the initial activation of the place field corresponding
to the robot’s start location, and this activation was then
propagated to neighboring place fields across successive
processing cycles until the place field representing the target
location was finally reached. The chain of activated place
fields from the start location to the target location specifies
the sequence of place fields (identified by combinations of
sensory information) that must be detected by the robot as
it navigates towards the target. Importantly, the connections
between adjacent place fields in the computed route serves to
inform the robot about the desired direction of travel as each
place field is encountered. For example, if the connection
between the first and second place fields in the route has
an associated value of ‘NORTH’ and the robot is currently
facing north, then the model can simply instruct the robot
to move forward. If the robot is facing south, then the robot
needs to implement a 180° turn before moving forward.

In order to avoid situations where the robot failed to detect
successive place fields in the planned route (either as a
result of delays in sensor feedback or the close proximity of
topologically-adjacent place fields), the robot attempted to
match received sensor information to all route-related place
fields every time new sensor information was received. This
enabled the robot to continually monitor its progress against
the planned route and avoid confusion if some locations in
the route were over-looked.

An initial pilot study using an earlier ACT-R model
(see [10]) revealed a tendency for errors to sometimes occur
in navigation-related decisions. Although this did not affect
the ability of the robot in the pilot study to ultimately reach
a particular goal destination, it did lead to inefficiencies
in navigational behavior. An analysis of the structure of
the robot’s spatial memory in the context of this earlier
study revealed that the problem originated from a failure to
adequately discriminate between spatially-distinct locations
during maze learning. Given the robot’s perceptual capabili-
ties, some of the locations in the maze can appear identical,
and this can lead to situations where erroneous linkages are
created between non-adjacent place fields. The result is a
breakdown in the extent to which the cognitive map provides
a faithful representation of the actual topological structure
of the environment. In order to address this shortcoming, the
current cognitive model attempted to categorize visual inputs
based on the number of pixels of a particular color that were
contained in the image generated by each eye camera. Pixel
counts between 1500 and 6000 (for a particular color) were
thus categorized as indicating the presence of ‘small’ colored
objects, and pixel counts above 6000 were categorized as
indicating the presence of ‘large’ colored objects’. The
addition of this admittedly simple categorization scheme was
sufficient to yield adequate discriminative capabilities in the

2The detection threshold of the eye cameras was equal to 1500, so pixel
counts below this value were treated as equal to zero.

context of the ‘H’ Maze; it is likely, however, that more
refined schemes will be required in the case of more complex
spatial environments.

2.4 ACT-R/Unity Integration Solution

In order for the ACT-R model to control the movements
of the virtual robot in response to sensory information, it is
necessary for the ACT-R environment and the Unity game
engine to engage in bidirectional modes of communication.
This is problematic because Unity is implemented in C++,
while ACT-R is implemented in Lisp. In addition, the need
to run Unity and ACT-R in parallel can place significant
demands on the processing and memory resources of the
host machine, and this can undermine the real-time respon-
siveness of both systems.

As a means of addressing these concerns, we developed a
network-based solution to support the integration of ACT-R
with the Unity game engine. The solution is based on an
existing approach to integrating ACT-R with external envi-
ronments that goes under the heading of the JSON Network
Interface (JNI) [11]. The JNI enables ACT-R to exchange
information with a variety of external environments using a
combination of a TCP/IP connectivity solution and messages
formatted using the JavaScript Object Notation (JSON) data
interchange format. In order to make use of this approach
in the context of environments built on top of the Unity
game engine, we developed a set of components collectively
referred to as the ACT-R Unity Interface Framework [10].
These components provide support for the automatic han-
dling of connection requests made by ACT-R models using
the JNI. They also enable Unity-based virtual characters to
send information to specific ACT-R models and respond
to ACT-R commands. The result is a generic solution for
enabling ACT-R models to control the behavior of virtual
characters in any Unity-based virtual environment (either 2D
or 3D). By combining the framework with the JNI, we were
able to run ACT-R and Unity on different machines (thus
addressing performance issues) and establish bidirectional
forms of communication between the two systems using a
client-server model (with the ACT-R model acting as the
client and Unity acting as the server). Further details of the
integration solution can be found in Smart et al. [10].

At runtime, sensor information from the virtual envi-
ronment was periodically posted to ACT-R as part of a
‘sensor processing cycle’. For performance reasons, this was
constrained to run at a frequency much lower than that of the
game engine’s main update loop (a frequency of 2Hz was
used in the current study). During each sensor processing
cycle, information from all of the robot’s sensors was posted
to ACT-R using a single JSON-formatted message. The
ACT-R model received this information and responded to
it by issuing motor commands that were posted back to
Unity (again as JSON-formatted messages). These motor
commands were themselves generated by a sequence of



Fig. 3: A cognitive map of the environment formed during
one of the training trials of the experiment. Each white circle
symbolizes a place field that was created by the robot as it
explored the maze. The place fields correspond to nodes in
a topological map of the environment.

production firings corresponding to the cognitive processing
steps implemented by the ACT-R model. On receipt of
the motor commands, the Unity game engine dispatched
the commands to the virtual robot, which then assumed
responsibility for the actual implementation of motor actions.

2.5 Procedure

In order to test the integrity of the ACT-R/Unity inte-
gration solution, as well as the performance of the cognitive
model, we performed a simple experiment involving a series
of simulations. Each simulation consisted of two phases: a
training phase and a testing phase. In the training phase, the
robot was allowed to move around the maze and form a
cognitive map based on its experiences. Once the robot had
explored all of the maze, the training phase was terminated
and the robot’s cognitive map was saved to disk. In the
subsequent testing phase, the cognitive map was loaded into
declarative memory and the robot was given a series of
target locations to navigate towards. These target locations
were situated at the ends of each of the vertical corridors
comprising the long arms of the ‘H> Maze. The starting
location of the robot was the same in all testing and training
trials (see Figure 1b).

The simulation was repeated a total of five times in order
to test the reliability of the model and the integrity of the
ACT-R integration solution. This resulted in a total of five
cognitive maps that were acquired on five separate training
trials. It also resulted in data from (4 x 5) 20 testing trials
that highlighted the navigational performance of the robot.

3. Results

The structure of one of the cognitive maps formed during
one of the training phases of the experiment is shown in
Figure 3. The white circles in this figure indicate the position
of the place fields that were formed by the robot as it moved
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Table 1: Table showing mean and standard deviation values
for key dependent variables. Data was obtained from 5
simulations using identical conditions and parameters.

Dependent Variable X o
Training phase duration (seconds) 194.80 11.63
# place fields 41.00 2.45
# place field connections 44.60 3.13
Time to top-left target (seconds) 45.20 1.10
Time to bottom-left target (seconds) 45.40 1.52
Time to top-right target (seconds) 46.40 1.14
Time to bottom-right target (seconds) 46.40 1.95
# ACT-R messages (per minute) across all trials  123.66 1.78
# Unity messages (per minute) across all trials 274.07 4.69

around the maze. The magenta trail represents the path of
the robot and indicates the extent of the robot’s exploratory
activity.

Figure 4 shows the path followed by the robot as it
navigated to one of the target locations (situated at the
top left of the maze) in one of the testing phases of the
experiment (the cognitive map, in this case, is the same as
that shown in Figure 3). The robot was able to successfully
navigate to each of the target locations in all test-related trials
of the experiment. In addition, unlike the results that were
obtained in an earlier pilot study (see [10]), the navigational
performance of the robot was highly efficient, with no
detours being made by the robot en route to the target
locations. Table 1 summarizes some of the key results of the
study. In addition, a video showing the behavior of the robot
during the training and testing phases of the experiment is
available for viewing from the YouTube website?.

4. Conclusion

This study has shown how the ACT-R cognitive architec-
ture can be used to control the behavior of a virtual robot
that is embedded in a simulated 3D environment. A key aim
of the study was to test the integration of ACT-R (which rep-
resents one of the most widely used cognitive architectures)
with the Unity game engine (which represents one of the
most widely used game creation systems). The integration
solution builds on an existing approach to integrating ACT-
R with external environments [I11] in order to support
bidirectional modes of information exchange between an
ACT-R model and a Unity-based virtual environment. The
two systems were hosted on separate machines during the
course of the simulations, a strategy that serves to distribute
the computational overhead associated with running both
systems at the same time.

The task chosen to test the integration solution was a
spatial navigation task that required an ability to learn
about the spatial structure of a virtual 3D environment,
recognize specific locations within the environment based

3See http://youtu.be/IpoReu_PV3M
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Fig. 4: The path taken by the robot to reach one of four target
locations during one of the testing phases of the experiment.

on local perceptual information, and countenance behavioral
responses based on a combination of local sensory cues,
spatial knowledge and navigation-related goals. The ACT-
R model developed to support these capabilities relied on
a combination of visual, tactile and kinesthetic information
in order to create memorial representations encoding the
topological structure of the spatial environment. This ap-
proach resembles that seen in the case of real-world robotics
research (e.g., [12]), and it is also consistent with the idea
of visual and kinesthetic information being used to construct
cognitive maps that subsequently guide the navigational
behavior of a variety of animal species [9].

One extension of the current work could aim to improve
our understanding of the cognitive mechanisms that are
sufficient to yield adaptive navigational responses in other
kinds of spatial environment. An important focus of atten-
tion, here, concerns the ability of virtual robots to exhibit
navigational competence in the kinds of mazes that are
typically encountered in bio-behavioral research (e.g., the
radial-arm maze [13] and the Morris water maze [14]). This
could establish the basis for cognitive models that attempt
to emulate the spatial behavior of human and non-human
subjects under specific test conditions.

Another potential target for future work concerns the
enrichment of the cognitive representations used by the ACT-
R model to support more sophisticated forms of spatial rea-
soning and behavioral control. One example here concerns
the integration of metric information (e.g., information about
angles and distances) into the topological map representa-
tion. Such information is deemed to be an important element
of the spatial behavior of animals, and it is typically the focus
of perceptual processing in the case of biologically-inspired
robotic models of spatial navigation ability [8].

Future work could also aim to address some of the sensory
and motor limitations of the robot used in the current study
(recall the steps taken to simplify the visual processing
of RenderTexture assets in Section 2.2). This includes
work to improve the sophistication of visual processing

capabilities, perhaps using techniques derived from computer
vision research.

Finally, the availability of the current ACT-R/Unity in-
tegration solution opens up a range of relatively new re-
search opportunities. One of these concerns the use of the
integration solution to perform computational simulation
studies that are relevant to current theoretical and empirical
work in embodied, situated and extended cognitive science.
Crucially, these simulations could serve as an important
adjunct to studies that attempt to evaluate the role that
environmentally-extended processing loops (and issues of
material embodiment) play in the realization of human-level
cognitive capabilities (see [3]).
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Abstract— This paper investigates a novel offline path planner
for single point robots in cluttered environments. In order to
achieve the best results in building shortest collision-free
trajectory lengths from initial to the goal configuration, we
considered a multi-layer solution in the form of a unique algorithm
that works as a unit on workspace elements such as obstacles and
determines proper trajectories. In addition, we have employed
multiple parameters in our path planner to increase its level of
flexibility to be able to maneuver on different scenarios related to
the workspace components layouts. This versatility has increased
our planner capabilities to override constraints related to diversity
of environmental specifications as well as adjustment to the robot
equipment constraints.

Keywords— Navigation, Path planning, Rapidly Optimizing
Mapper, Robot trajectory builder

L. INTRODUCTION

n artificial intelligent point robot by default refers to a
single mechanical device simplified to be represented by

a point in space, which is able to maneuver through
using proper equipment such as wheels in an environment called
a workspace. In addition, a point robot is usually supplied with
a predefined discipline, which enables it to operate in the
workspace along with its related components independently. A
workspace is usually bounded in a limited boundary area that
consists of an initial and goal configurations as well as obstacles
with various shapes and sizes located on different regions of the
environment. One of the most important concerns for employing
mobile robots is the ability to achieve the assigned tasks
successfully without collisions. Unlike an online planner, an
offline path planner outputs trajectories in an environment that
is semi-static. The environment is composed of obstacles that
remain stationary for long durations (e.g., as in a ship yard) and
the robot path is expected to be traversed frequently. Therefore,
path length and robot safety are of higher priority than
impromptu path adjustments. In order to fulfill performing tasks
flawlessly, a robot, as a key feature of its capability, has to
possess a viable strategy to enable it to move among workspace
objects while avoiding collisions. In other terms, the mobile
robot has to be able to build an optimal collision-less trajectory
from the initial to a prescribed goal configuration. A path
planner for a point robot, hence, contemplates a viable
trajectory, which is constructed in a form of a procedure that is
responsible to control collisions while the robot is pursuing its
goal. The more vigorous path planner that a single point robot
has in terms of accuracy and planning, the higher rate of
performance to reach the goal successfully in terms of collision
avoidance and safety. In recent decades, the vital need of the
planner construction for a robot has attracted several groups of

Henry Hexmoor
Department of Computer Science,
Southern Illinois University, Carbondale, IL 62901, USA

researchers to work on developing and optimizing planners for
purposes of achieving better and more accurate results to build
trajectories for moving robots from a start point to the goal
configuration successfully. Comparing the early planners with
the later ones manifests drastic upgrades on both the accuracy
and safety of path planners. Researchers have used a variety of
different criteria and rules to construct robots path planners. At
the early stages of developing path planners for oftline robots
[2], and [15] independently proposed planners inspired by
electromagnetic fields. The Potential Field planner is
constructed based on considerations of virtual attractive and
repulsive forces among start and goal configurations along with
the repulsive forces of obstacles that are present in the
workspace. The Probabilistic Roadmap methods as another
example of path planners was mainly introduced in [14]. It is
categorized as a motion planning method that is built based on
constructing a network of vertices located in the available free
spaces in the workspace. They have adopted Dijkstra’s
algorithm [8] as a tool to analyze and refine the shortest
trajectory from initial to the goal configuration. Some path
planners are more focused on building a safe trajectory. For
example, the Voronoi diagrams as a solution for planning have
been studied and developed by several researchers [12], [16],
[17],[19], [20], [23]. It basically works based on a set of vertices
in the environment and builds the ideal trajectory considering
the middle distances between workspace and obstacles as well
as the distances between obstacles themselves. Employing this
strategy allows robots equipped with lower accuracy rate of
sensor detections to move between obstacles and reach their
goals with the highest safety possibilities. While the earlier
papers proposing the principle solutions of novel path planners,
there is usually a departed change with later related approaches
in terms of addressing issues and covering them. Therefore, later
approaches achieved better results for building optimized
trajectories. For instance, the local minima as one of the major
disadvantages for using Potential Field planning method was
addressed in [5], and [11]. Another issue that was resolved is the
problem of using a single attraction point in workspace which
leads to having difficulties with producing the resultant forces in
environments including several closely located obstacles is
reported in [18]. In order to fix the mentioned problems [3], and
[9] have proposed modifications and upgrades on the Potential
Field’s originally constructed formulation by using different
functions such as harmonic functions [7], [10], [24].

In order to reach higher optimization levels for path
planners in terms of reliability, security, and trajectory length,
several research articles from a variety of different groups of
researchers have focused on incorporating many different



Int'l Conf. Artificial Intelligence | ICAI'15 |

approaches in form of hybrid solutions, with the sole intention
of constructing more powerful planners with higher
performances. Hybrid planning approaches are generally built
based on a mixture of the key features that are adopting from
different path planners in form of unique solutions with the
purpose of treating problems that are involved with planners in
calculating and constructing the ideal trajectories [1], [4], [6],
[13],[21], [22], [25].

This research article introduces an offline path planner for
single point robots that incorporate multi-layer strategies with
the purpose of minimizing the trajectory length between initial
to the goal configuration with respect to maintaining trajectory
safety and saving the needed hardware resources to analyze the
environment and achieve the ultimate trajectory in a reasonable
time. Since the method rapidly optimizes for the path we coined
it Rapidly Optimizing Mapper (ROM). In the next section we
briefly explain the main parameters and components that are
needed to construct our planner along with the key feature roles
for each followed by illustrations of our novel offline path
planner in the subsequent section.

II.  ALGORIHMIC FORMULATION FOR ROM

In order to build an efficient path planner which is able to
build collision-less trajectories for a mobile robot in a variety
of different workspaces that are furnished to the planner with
various obstacle arrangements, successfully, considering
salient elements that play vital roles in robot navigation toward
goal is essential. We categorized the most important elements
that are necessary to be taken into account, while fabricating
our adequate path planner in terms of building a collision-free
and optimal trajectory, into two parts. Safety concerns and
optimality consideration are our two major deliberations in
terms of the shortest possible length between initial to the goal
configurations. We will express these concepts in more details
later in this section. We considered a three phase algorithm for
our path planner in general, including: Processing the
workspace, Graph transformation of the workspace, and
Optimal trajectory determination. Figure 1 capitulates our
planner phases along with steps that belong to each phase.
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Figure 1. The general phases of our path planner

The planner algorithm computes the optimal trajectory
based on the primitive adjustments for the related values that
will be given at the beginning of the process of planning. These
values empower the planner algorithm to consider the optimal
trajectory based on the workspace and robot specifications. In
other terms, equipping robots with different types of sensors
having various detection capacities lead us to consider proper
measurements in determining the trajectory to allow the robot
to pursue a collision avoidance trajectory toward goal,
successfully. The main objective for the first phase of our
planner is to analyze the workspace elements such as obstacles
with the purpose of determining and scanning perimeters of
obstacles to locate their boundary edges and to provide
necessary data for the next phase of planner. As it was discussed
earlier in this section, in order for the planner to accomplish its
task to build a flawless trajectory, we considered defining
attributes that are directly incorporated in defining a safe and
reliable path toward the goal. The safety property relies on
considering proper boundaries around obstacles in regards to
the robot’s sensor equipment strength in terms of sensitivity to
detecting and recognizing surrounding objects and also
accuracy of detecting obstacle edges along with the robot’s
ability to maneuver in workspace via considering a proper
distance to allow the mobile robot to adjust its direction toward
following the computed trajectory. To fulfill the safety
criterion, we defined Standoff Distance (SD) measurement. SD
is an adjustable variable that is empirically determined based
on the robot’s sensor equipment specifications. In other words,
the path planner algorithm computes the trajectory with
consideration of the vertical length of SD value. The more
mobile robot has poor obstacle edge detection as well as low
degree of accuracy for detecting objects, the larger value for SD
are applicable. An offline path planner by default analyzes the
workspace and computes the proper trajectory prior to robot
movement toward goal. Our planner builds the trajectory based
on considering an abstract straight line from the initial to the
goal configuration at each cycle of analyzing the workspace. In
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case where planner is confronted with crossing obstacles by the
mentioned virtual straight line toward goal, the planner
algorithm enters the phase of analyzing encountered obstacle
accordingly. To fulfil obstacle inspection stage, the planner
uses the Degree of Traverse (DT) concept. The DT value,
quantifies the rate of obstacle surface scanning sensitivity. The
DT value regulation depends on the workspace size along with
obstacle primitives as well as the maneuvering skills rate of
mobile robot. In some certain situations, the robot may need to
move toward obstacle surfaces. When it comes to the skills of
the robot in terms of safely maneuvering through obstacle
primitive movements, considering a proper distance around
obstacles as secure boundaries is essential. These boundaries
have to be large enough to allow the robot to adjust its path
toward the determined trajectory without collisions. The
Degree of Surface Traversal (DST) is the measurement that we
considered to achieve this objective. The value for the DST that
is acceptable will vary depending on the distance that robot
needs to adjust its direction successfully. The lower rate of
accuracy for a robot to change its direction corresponds with
considering higher value for DST. The algorithm steps of the
workspace processing unit of the planner is illustrated with the
following five step procedure:

1. The algorithm sets primitive variables related to the SD,
DT, and DST, along with the start and goal configurations,

2. It then considers a virtual straight line from start point to
the goal configuration,

3. The first obstacle that intersects with the virtual line in step
2 in at least one hit point will be categorized as a roadblock
obstacle (RO),

4. For roadblock obstacles, the planner algorithm uses the
analysis phase to scan the surface of the roadblock
obstacles with the purpose of determining obstacle side
edge nodes. In order to fulfil this aim, the planner adopts
the value determined for the DT at the initialization phase.
The initial angle that planner considers for obstacle surface
examination is 0. At the beginning of the process, the
algorithm inspects virtual paths in both sides of the
obstacle hit point for the value resulting from accumulated
of the latest angle and the DT value. If at least one of the
virtual rays intersects the same obstacle in at least one hit
point, the planner repeats the process of the roadblock
obstacle surface scanning. In order to obtain the roadblock
obstacle side edge nodes, the planner, at the beginning,
considers the first virtual paths from both sides of the
primitive hit point that shares no hit points with the same
obstacle. It then reaches to the unsecure roadblock side
edge nodes, which are calculated based on the nearest
vertical distance from the surface of the obstacle. The
planner appraises the roadblock side edge nodes by
accumulating the unsecure roadblock side edge nodes
distance and the SD value adjusted at the initiate phase of
the planner. The last step of this phase of planner consists
of considering the newly calculated roadblock side edge
nodes as the new initial configurations that will be
considered by the planner to route the trajectory from those
points toward the goal, and
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5. The process of analyzing workspace obstacles ends with
reaching to the goal configuration. This unit of the planner
supply the needed data for the next unit in order to revise
and to form the complete graph in one connected
component. The information produced at this unit includes
the calculated roadblock side edge node points along with
the initial start and goal configurations.

As it was outlined in the planner first unit procedure, the
planner analyzes the workspace and recognizes and hence,
selects those obstacles that are blocking the abstract straight
paths from initial point toward goal configuration to be
processed at the second unit of the planner algorithm. The
major task of the second phase of our planner, as recently
expressed, is to use the data produced in the first phase with the
sole purpose of constructing a completed graph based on
forming a lattice of nodes located on the edges of roadblock
obstacles starting from primitive initial point and ending to the
goal configuration. To fulfil the second stage of our planner, we
conceived of the following three general attributes that the
planner benefits to route an accurate and reliable complete
graph toward goal.

Node visibility: Node visibility is the primitive condition that is
met where pairs of nodes located on either side edges of
roadblock obstacles or on their surfaces respectively, when a
straight ray crossing from both nodes does not intersect any
obstacles in the workspace. In other words, two nodes are
considered to be visible, if there is a possibility to connect them
through a straight line without intersecting any obstacles.

Visible pathways: A visible pathway consists of a group of
visible nodes located consecutively on the same path. The
following equation illustrates the expressed condition:

¥ [((ns,my, i) € VN, ) &&(VN, € W, )&&(min; € C,)&&(nyny,
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In equation 1, VNy indicates the visible nodes that belong
to the obstacle Wy, . Cy, Cy, and C, are illustrating connections
between n; and n;, njand nyg,and n; and ny , roadblock
obstacle side edge nodes of Wy_, respectively. VP, indicates the
tt" path segment, which consists of n; and n; as its side points,
SVP,.

Isolated side nodes: The first phase of the planner task is to
determine the roadblock obstacles side edge nodes. One of the
major tasks of the second phase of the planner is to recognize
roadblock obstacles side edge nodes belonging to the same
obstacle that are not connected to one another through at least
one correct direction toward the surface of the roadblock
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obstacle respectively. These nodes are considered to be isolated
nodes.

The steps of the second phase of our planner is illustrated
in the following four step procedure:

1. Identifying roadblock obstacles side nodes
connection,

2. Eliminating uncompleted nodes generated by the analysis
phase of the planner by connecting them together toward
both directions of the surface of the obstacle with the
vertical length of SD,

3. Simplification of nodes forming visible pathways by
disposing the nodes located in between both sides of visible
paths, and

4. Adjusting distances between pairs of nodes for the
resultant graph which will be constructed from exploiting
the previous steps of this phase of planner algorithm.

edge

The second phase of our planner constructs a complete
graph based on considering available paths from initial to goal
configuration. This graph will be used in the subsequent phase
of the planner algorithm with the purpose of recognizing
optimal trajectory. In order to increase the performance of our
planner in terms of building proper trajectory, we have
benefitted from the application of the Dijkstra algorithm for the
third phase of our planner. The main function of the last phase
of our planner is to analyze the complete graph and hence,
determining the shortest path toward goal configuration using
the Dijsktra algorithm that we assume is common knowledge.

The next section is dedicated to wvalidation of the
functionality of our planner performance to determine optimal
trajectories in workspaces consisting of various arrangements
for initial and goal configurations along with obstacles
specifications such as sizes, shapes, and locations.

III.  VERIFICATION AND VALIDATION OF ROM

In order to validate the performance of our planner, we
considered four different exemplar scenarios. These scenarios
in diverse forms of various workspaces along with the results
obtained from applying our planner to each are indicated in the
following three case studies:

Case study 1:

For our first workspace map, we considered locating a
variety of different obstacles in terms of shapes, connectivity,
and locations in the form of crowded obstacle arrangements
scenario to assess our planner performance on building
trajectory in complicated situations. As shown in figure 2, some
obstacles are connected to each other and hence, form larger
obstacles while other obstacles are isolated from one another.
The size of the workspace is 500 by 500 units. In order to
maximize the number of roadblock obstacles from start to the
goal configurations, we considered the start point at the upper
left corner of the map at (20, 20) coordinates and the goal
configuration at the lower right corner of the workspace at (378,
430) coordinates. The first workspace map along with the start
and goal configurations are illustrated in the following figure 2.
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Figure 2. The sample map of the workspace for the case
study 1

Figure 3 reflects results from applying our path planner to
the related workspace map.

&0 10 150 AN A0 FW 380 40 450 A0
* Coordinale

Figure 3. The first sample map of the workspace for the
case study 1

The optimal pathway in the form of a collision-less
trajectory is shown in bright path starting from start location
and ending at the goal configuration. Figure 3 reveals that our
path planner is able to build a collision-free trajectory in
crowded workspaces in terms of obstacle numbers, sizes,
shapes and arrangements, successfully.

Case study 2:
The second workspace consists of obstacles connected to
each other to form a maze pattern shown in Figure 4.

Figure 4. The second pattern of the workspace map for the
case study 2

In this scenario, we considered the start point at (143, 50)
coordinates and the goal configuration at (380, 452)
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coordinates. The following figure 5 shows the optimal path
resulting from our planner operation on the related workspace
illustrated in figure 4.

¥ Coordinate

50 100 150 200 250 300 350 400 450 500
X Coordinate

Figure 5. The first sample map of the workspace for the
case study 2

As it shown in the figure 5, our planner is able to route the
optimal trajectory benefiting different techniques in the form of
a unique algorithm to calculate and refine the shortest path
possible. This is done by adopting the simplifying skills to keep
the side visible nodes and eliminate other nodes that are located
in between. As a result, the final constructed graph consists of
paths that are either in the form of straight lines that have the
minimum distance between pairs of nodes or located on the
surface of roadblock obstacles.

Case study 3:

The final considered case study is fabricated based on a
workspace including spiral shapes obstacles. We used this
scenario with the sole purpose of evaluating our planner skills
to route shortest collision-less trajectory toward the surface of
the roadblock obstacles. The following figure 6 is the showcase
of the third environment including obstacles, start, and goal
points.

Figure 6. The third pattern of the workspace for the case
study 3

The initial point is located at (110, 405) coordinates and
the goal configuration is at (321, 160) coordinates. Our path
planner generates the optimal trajectory in the form of the
shortest collision-free path from start into goal configurations
as indicated in the following figure 7.
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Figure 7. The first sample map of the workspace for the
case study 3

The optimal trajectory is marked as a bright pathway
crossing from the surface of the spiral obstacle. Our planner
considered a portion of the optimal trajectory to be on the
surface of the roadblock obstacle as indicated in figure 7. This
is because the virtual ray crossing from roadblock obstacle side
edge nodes were continuously intersecting the same obstacle
and hence, a roadblock obstacle surface scanning enforced by
the planner with the purpose of obtaining new side edge nodes
toward the goal configuration.

The results obtained from applying our planner to all
considered three cases revealed that our path planner is able to
route optimal trajectory for all cases flawlessly. In addition, our
planner is able to build the path without restriction to specific
workspace arrangements. The way we fabricated our planner
enables it to consider all possible workarounds to eliminate
constraints, which elevate its performance to perform in any
scenarios to analyze and refine trajectories from initial to the
goal configurations.

IV. CONCLUSIONS

A novel offline path planner for single point robots has been
presented that we dubbed ROM. ROM is able to plan a collision-
free route from start point to the goal configuration. The planner
benefits a series of different methods and parameters to analyze
the workspace and compute the shortest collision-free trajectory
toward goal. We increased the performance of the planner
algorithm dramatically by considering techniques that overlook
irrelevant obstacles from the workspace. The strategy of
focusing on certain obstacles instead of all available obstacles in
the environment leads to operation on fewer numbers of
obstacles, and hence, reduces the required number of operations
to analyze the workspace and to regulate the trajectory from start
into goal configuration, more efficiently.

V. FUTURE WORK

Thus far, we focused on building ROM for moving offline
robots that is able to analyze the workspace and construct an
optimal trajectory in terms of computing the shortest length
from initial points to the goal configuration, successfully. In
addition, in regards to the safety of the processed path, our
proposed planner is able to plan a collision-free route from start
to the goal configuration. In order to accomplish the security
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aspect of determining the optimal trajectory, our path planner
benefits from use of several parameters that we developed for
our planner, as expressed in the previous sections. Throughout
this research, we appraised our novel path planner performance
by applying it on many prototypically complex situations with
different workspace objects arrangements. Our planner
revealed that it is able to route optimal collision avoidance
trajectories in all cases, flawlessly. As the next phase of our
planner performance evaluation in future work, we plan to
assess our planner performance by comparing it with other
offline path planners such as Potential Field and Rapidly-
exploring Random Tree path planners. Our intent is to apply
our planner along with other offline planners in different
scenarios with the sole purpose of acknowledging the abilities
of our path planner on operating workspace objects such as
obstacles in terms of analyzing the environment as well as
constructing the ideal collision-less trajectories.

REFERENCES

[1] Abinaya, S., Hemanth Kumar, V., Srinivasa Karthic, P., Tamilselvi, D.,
and Mercy Shalinie, S., “Hybrid Genetic Algorithm Approach for Mobile
Robot Path Planning”, In Journal of Advances in Natural and Applied
Sciences, Vol. 8, No. 17, Special 2014, pp. 41-47,2014.

[2] Andrews, J.R. and Hogan, N., "Impedance Control as a Framework for
Implementing Obstacle Avoidance in a Manipulator." Control of
Manufacturing Processes and Robotic Systems, Eds. Hardt, D. E. and
Book, W., ASME, Boston, pp. 243-251, 1983.

[3] Arambula Cosio F. and Padilla Castaneda M.A., “Autonomous Robot
Navigation using Adaptive Potential Fields”, In Mathematical and
Computer Modelling, Vol. 40, Issue 9-10, pp. 1141-1156, 2004.

[4] Bashra K., and Oleiwi and Hubert Roth, “Modified Genetic Algorithm
Based on A* Algorithm of Multi Objective Optimization for Path
Planning”, In Journal of Automation and Control Engineering, Vol. 2, No.
4, pp. 357-362, 2014.

[5] Borenstein J. and Koren Y., “The Vector Field Histogram-Fast Obstacle
Avoidance for Mobile Robots”, In IEEE Transactions on Robotics and
Automation 7, pp. 278-288, 1991.

[6] Chaari, L, Koubaa, A., Trigui, S., Bennaceur, H., Ammar, A., and Al-
Shalfan, K., “SmartPATH: An Efficient Hybrid ACO-GA Algorithm for
Solving the Global Path Planning Problem of Mobile Robots”, In
International Jounal of Advanced Robotics Systems, pp. 1-15,2014.

[71 Connolly C.I., Burns J.B., and Weiss R., “Path Planning using Laplace's
Equation”, In Proceedings of the IEEE Conference On Robotics and
Automation, Cincinnati, OH, pp. 2102-2106, 1990.

[8] Dijkstra, E.W., "A Note on Two Problems in Connexion with Graphs”, In
Numerische Mathematik 1, pp. 269-271, 1959.

[91 Ge S.S. and Cui Y.J., “New Potential Functions for Mobile Robot Path
Planning”, In IEEE Transactions on Robotics and Automation, Vol. 16,
No. 5, pp. 615-620, 2000.

[10] Guldner J., Utkin V., and Hashimoto H., “Robot Obstacle Avoidance in
N-Dimensional Space using Planar Harmonic Artificial Potential Fields”,

In Journal of Dynamic Systems, Measurement, and Control, Vol. 119, pp.
160-166, 1997.

(]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

15

Grefenstette J. and Schultz A.C., “An Evolutionary Approach to Learning
in Robots”, In Proceedings of the Machine Learning Workshop on Robot
Learning, International Conference on Robot Learning, New Brunswick,
N.J., pp. 65-72, 1994.

Hwang, F.K., “An O(nlogn) Algorithm for Rectilinear Minimal Spanning
Trees”, In the journal of association of computer, pp. 177-182, 1979.

Ju, M., Wang, S., and Guo, J., “Path Planning using a Hybrid
Evolutionary Algorithm Based on Tree Structure Encoding”, In The
Scientific World Journal, Vol. 2014, Article ID 746260, 8 pages, 2014.

Kavraki, L.E., Svestka, P., Latombe, J.C., and Overmars, M.H.,
"Probabilistic Roadmaps for Path Planning in High-Dimensional

Configuration Spaces", IEEE Transactions on Robotics and Automation
Vol. 12, No. 4, pp. 566-580, 1996.

Khatib, O., "Real-Time Obstacle Avoidance for Manipulators and Mobile
Robots”, In IEEE International Conference on Robotics and Automation,
St. Louis, Missouri, pp. 500-505, 1985.

Kirkpatrick, D.G., “Efficient Computation on Continuous Skeletons”, In
Proceedings of the 20" IEEE Symposium on Foundations of Computer
Science, San Juan, pp. 18-27, 1979.

Klein, R., “Abstract Voronoi Diagrams and Their Applications (Extended
Abstract)”, In H. Noltemeier (ed.), Proceedings Computational Geometry
and its Applications ( CG "88), Wfirzburg, Lecture Notes in Computer
Science, Vol. 333, Springer-erlag, Berlin, pp. 148-157, 1988.

Koren Y., and Borenstein J., “Potential Field Methods and Their Inherent
Limitations for mobile robot navigation”, In Proceedings of the IEEE
International Conference on Robotics and Automation, pp. 1398-1404,
1991.

Lee, D.T. and Drysdale, R.L. III, “Generalization of Voronoi diagrams in
the plane”, In Socity for Industrial and Applied Mathematics journal of
computing, Vol. 10, Issue. 1, pp. 73-87, 1981.

Lee, D.T. and Wong, C.K., “Voronoi Diagrams in L;(L.,) Metrics with 2-
Dimensional Storage Applications”, In Socity for Industrial and Applied
Mathematics Journal of Computing, Vol. 9, Issue. 1, pp. 200-211, 1980.

Loo, C.K., Rajeswari, M., Wong, E.K., and Rao, M.V.C., “Mobile Robot
Path Planning using Hybrid Genetic Algorithm and Traversability
Vectors Method”, In Intelligent Automation and Soft Computing, Vol. 10,
No. 1, pp. 51-64, 2004.

McFetridge, L. and Ibrahim, M.Y., “New Technique of Mobile Robot
Navigation using a Hybrid Adaptive Fuzzy-Potential Field Approach”, In
Computers and Industrial Engineering, Vol. 35, Issues (3-4), pp. 471—
474, 1998.

Shamos, M.I. and Holy, D., “Closest-Point Problems”, In Proceedings of
the 16" IEEE Symposium on Foundations of Computer Science,
Berkeley, CA, pp. 151-162, 1975.

Utkin V.I., Drakunov S., Hashimoto H., and Harashima F., “Robot Path
Obstacle Avoidance Control via Sliding Mode Approach”, In Proceedings
of the IEEE/RSJ International Workshop on Intelligent Robots and
Systems, Osaka, Japan, pp. 1287-1290, 1991.

Yao., Z. and Ren, Z., “Path Planning for Coalmine Rescue Robot based

on Hybrid Adaptive Artificial Fish Swarm Algorithm”, In International
Journal of Control and Automation, Vol. 7, No. 8, pp. 1-12, 2014.



16

Int'l Conf. Artificial Intelligence | ICAI'15 |

Improve Robots Calibration Accuracy Using A Dynamic
Online Interval Type-2 Fuzzy Interpolation System

Ying Bai
Dept of Computer Science and Engineering

Johnson C. Smith University
Charlotte, USA

ybai@jcsu.edu

Abstract—This paper describes a novel technique for the
position error compensations of the robot and manipulator
calibration process based on an Interval Type-2 Fuzzy error
interpolation (IT2FEI) method. Traditional robots calibration
implements either model or modeless method. The compensation
of position error in modeless method is to move the robot’s end-
effector to a target position in the robot workspace, and to find
the target position error based on the measured neighboring 4-
point errors around the target position. A camera or other
measurement device is attached on the robot’s end-effector to
find and measure the neighboring position errors, and
compensate the target position with the error interpolation
results. By using the IT2FEI technique provided in this paper,
the accuracy of the position error compensation can be greatly
improved, which has been confirmed by the simulation results
given in this paper. Compared with some other popular
traditional interpolation methods, this IT2FEI technique is a
better choice. The simulation results show that more accurate
compensation result can be achieved using this technique
compared with the type-1 fuzzy interpolation method.

Keywords—Modeless robots calibrations; position  error
compensations; interval type-2 fuzzy interpolations; dynamic online
fuzzy interpolation algorithm.

I. INTRODUCTION

The prerequisite requirement of the robotic modeless
calibration is the successful self-calibration of the camera [1,
2]. Both internal and external parameters of the camera need
to be calibrated accurately [3, 4]. Then modeless robot
calibration is divided into two steps [5]. The first step is to
identify the position errors for all grid points on a standard
calibration board, which is installed on the robot’s workspace.
A calibrated camera or other measurement device is attached
on the robot’s end-effector to find the neighboring position
errors. This process can be considered as an identification
process, which is shown in Fig. 1.

At each grid point, a calibrated camera is used to check the
position errors of the end-effector of the robot. In Fig 1, the

desired position of the grid point 0 is (X, ¥, ), and the actual

position of the robot end-effector is (x'O , y'0 ). The position

errors for this grid pointare e =x,-x,,and e, =y,-y,.

Dali Wang
Dept of Physics and Computer Science
Christopher Newport University
Newport News, USA
dwang@pcs.cnu.edu

Fig.1 Setup of the robotic modeless calibration.

The robot will be moved to all grid points on the standard
calibration board, and all position errors on these grid points
will be measured and stored in the memory for future use.

In the second step, the robot’s end-effector is moved to a
target position that is located in the range of the workspace.
The target position error could be found by an interpolation
technique using the stored 4-neighboring grid position errors
around the target position, which were obtained from the first
step. Finally, the target position could be compensated with
the interpolation results to obtain more accurate positions.

J. Triantafilis and D. Suzana et al reported approaches of
using fuzzy interpolation methods to estimate the soil layer
and geographical distributions for GIS database [6, 7]. F. Song
et al described a fuzzy logic methodology for 4-dimensional
(4D) systems with optimal global performance using enhanced
cell state space [8]. The most popular interpolation techniques
applied in the position compensations of the modeless robotic
calibration include the bilinear interpolation and cubic spline
interpolation methods; both methods can achieve satisfactory
interpolation results for general calibration process [2]. Since
the actual position errors are randomly distributed, and it is
impossible to pinpoint a position on the error surface at any
given moment, the traditional interpolation techniques are
unable to provide an accurate estimation of the position errors.
The IT2FEI technique utilizes an interval type-2 fuzzy
inference system to estimate the position errors, which is
consistent with the random distributed nature of position
errors. The position errors can be considered as a fuzzy set at
any given moment of the time. The fuzzification process takes
into account of a range of error rather only a crisp error value.
Therefore, the fuzzy error interpolation technique has the
fundamentals to improve error estimation results.
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The Interval Type-2 Fuzzy inference is the process of
formulating the mapping from a given input to an output using
interval type-2 fuzzy logic [9-10]. The mapping then provides
a basis from which decisions can be made, or patterns
discerned. Interval Type-2 Fuzzy inference systems have
been successfully applied in fields such as automatic controls,
data classification, decision analysis, expert systems, and
computer vision [9]. S. Aminifar and A. Marzuki reported an
analysis about the uncertainty between the type-1 and Interval
Type-2 Fuzzy Logic System (IT2 FLS) [11]. Yu-Chuan Chang
presented a new method for handling fuzzy rule interpolation
in sparse fuzzy rule-based systems based on interval type-2
fuzzy sets [12]. Kashyap and Sudesh Kumar reported a
research of using an i9nterval type-2 fuzzy logic system to
perform image fusion [13]. Qing Lu et al. reported to control a
nonlinear system with the interval type-2 FLC [14]. Dongrui
Wu and Mendel, J.M reported a new method to simplify the
design process for the interval type-2 fuzzy system [15].
Schrieber, M.D. and Biglarbegian, M reported to use an
interval type-2 FLC to control the FPGA production process
[16]. Ching-Chih Tsai et al. reported to use an interval type-2
FLC to control an intelligent bike [17]. Nurmaini, S. and
Tutuko, B. described a motion coordination of swarm robots
using Interval Type-2 Fuzzy Logic Controller (IT2FLC) to
control swarm robots coordination to produce smooth
trajectory without collision [18]. Mendel, J. et al. discussed
and analyzed different structures of type-1 and type-2 fuzzy
controllers [19]. Kumbasar, T examined the robust stability of
a PD type Single input Interval Type-2 Fuzzy Logic
Controller (SIT2-FLC) structure [20]. All of these updated
applications provide a prospective future for interval type-2
fuzzy inference system.

This paper is organized in 5 sections. After this introduction
section, the operational principles of the type-1 fuzzy
interpolation technique are provided in section 2. Section 3
discusses the interval type-2 fuzzy error interpolation method.
A simulation is given in section 4 to illustrate the effectiveness
of the fuzzy error interpolation technique. Section 5 presents
the conclusion.

II. TypeE-1Fuzzy ERROR INTERPOLATION SYSTEM

A. The on-line versus off-line fuzzy system

In order to improve the compensation accuracy, a dynamic
on-line fuzzy error interpolation method is introduced. The
traditional fuzzy inference system uses pre-defined
membership functions and control rules to a construct lookup
tables; then a control output is selected from the lookup table.
This type of system is called off-line fuzzy inference system
because all inputs and outputs have been defined prior to the
application process. The off-line fuzzy system cannot meet
our requirement for the several reasons. First, the position
error of the target point is estimated based on 4 errors of the
neighboring grid points, and these 4 neighboring errors are
randomly distributed. The off-line fuzzy output membership
functions are defined based on the range of errors, which is the
neighboring errors’ range. However, this range estimation is
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Fig. 2. Definition of the Fuzzy Error Interpolation System.

not as accurate as the real errors obtained on the grid points.
Second, since each cell needs one lookup table for the off-line
fuzzy system, it would require a huge memory space to save a
large number of lookup tables. This results in demanding
requirement in both space and time, and as a result, becomes
not practical for real time processing. For example, in our
study, 20 x 20 cells are utilized on the calibration board (each
cell is 20x 20 mm); this would require 400 lookup tables. By
using an on-line dynamic fuzzy inference system, the target
position error can be estimated by combining the output
membership functions, which are defined based on the real
errors on neighboring grid points and the control rules in real
time. The output membership functions are not predetermined,
and their definitions are based on the real errors on the grid
points, not a range.

Fig. 2 shows the definition of the fuzzy error interpolation
inference system.

Each square that is defined by 4 grid points is called a cell;
and each cell is divided into 4 equal smaller cells, which are
NW, NE, SW and SE, respectively (Fig. 2 (a)). The position

error at each grid point is definedas P, P, ,P, and P, .

For the fuzzy inference system, we apply the fuzzy error
interpolation method in two dimensions separately, so the

inputs to the fuzzy inference system are e  and e, and the

outputs are ee and ee , (Fig. 2 (b)). The control rules are

shown in Fig. 2 (c), and are discussed following the discussion
of membership functions.

B. Membership functions

In this work, the distance between two neighboring grid
points on the standard calibration board is 20 mm in both x and
y directions, which is a standard value for a mid-size
calibration workspace. The calibration board includes a total
of 20 by 20 cells, which is equivalent to a 400 by 400 mm
space.

The input membership functions for both x and y directions
and the predefined output membership functions are shown in
Fig. 3. The predefined output membership functions are used
as default functions, and the final output membership function
will be obtained by shifting the default one by the actual error
values on the grid points.

The gaussian-bell waveforms are selected as the shape of
the membership functions for both inputs (Fig. 3 (a)) in x and y
directions. The ranges of inputs are between —10 mm and 10
mm (20 mm intervals). H. Zhuang and X. Wu reported a special
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Fig. 3. Input and output membership functions.

histogram method to estimate the optimal membership
function distribution [21]. However in our case, a gaussian-
bell shape is selected due to the fact that most errors in real
world match this distribution. We use W and E to represent
the location of inputs in x direction, N and S to represent the
location of inputs in y direction. Unlike the traditional fuzzy
inference system, in which all membership functions should
be determined in advance to produce the lookup table, the
output membership functions will be determined during the
application of the fuzzy inference system in real time. This is
called dynamic fuzzy system.

Fig. 3 (b) shows an example of the output membership
functions, which are related to the simulated random errors at

neighboring grid points. Each P ;and P, correspond to the

position error at the ith grid point in x and y directions,
respectively. During the design stage, all output membership
functions are initialized to a gaussian waveform with a mean of
0 and a range between —0.5 and 0.5 mm, which is a typical
error range for this workspace in robotic calibration (Fig. 3 (c))
[5]. These output membership functions will be determined
based on the errors of the neighboring grid points around the
target in the workspace as mentioned above. For example,
during the compensation process if the input position in the x
direction is in the NW area of a cell, the associated output
membership function should be modified based on the position
error in the NW grid point P,. This modification is equivalent
to shift the P,; Gaussian waveform (Fig. 3 (b)) and allow the
center of that waveform to be located at x, = the position error
value of the P; in the x direction. Similar modification should
be performed for the position error in the y direction. It can be
seen from Fig. 3 (b) that the performance loss would be
significant if the default output membership function is
utilized, which is shown in Fig. 3 (c), for the position
compensation process.

C. Membership functions

The control rules shown in Fig. 2 (c) can be interpreted as
follows after the output membership functions are determined:

= Ife isWande isN,ee isP  jandee isP , (NW).
» Ife isWande isS,ee isP ;andee,isP ; (SW).
»Ife isEande isN,ee isP , andee isP , (NE).

*Ife isEande isS,ee isP , andee  isP , (SE).
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Each P, should be considered as a combination of two error

components, P, and P, which are corresponding to errors in

both x and y directions. The error on NW grid point should take
more weight if the target position (input) is located inside the
NW area on a cell. Similar conclusion can be derived for errors
on SW, NE and SE grid points.

III. INTERVAL TYPE 2 FUZZY INTERPOLATION SYSTEM

A. Overview of the interval type 2 fuzzy interpolation system

Similar to type 1 fuzzy inference system, the type 2 fuzzy
inference system still uses the input and output membership
functions, combined with the control rules, to derive the
outputs [10, 15]. However, the fuzzy sets used in the type 2
fuzzy logic or the membership grades involved in each
membership function are not crisp values, but another fuzzy
sets. This means that the membership degrees for all
membership functions used in the type 1 fuzzy system are
fixed values and can be determined uniquely before the fuzzy
inference system works. But the membership degrees for all
membership functions used in the type 2 fuzzy system are
fuzzy sets. The difference between the standard type-2 fuzzy
system and the so-called interval type-2 fuzzy system is that in
the former system, the membership degrees are pure fuzzy
sets, but the membership degrees are a set of crisp values with
arange of 0 ~ 1 or an interval for the latter.

Fig. 4 shows the functional block diagram of an Interval
Type-2 FLS [22]. It is similar to Typr-1 FLS, but the major
difference is that at least one of the fuzzy sets in the rule base
is an IT2 fuzzy set. The outputs of the inference engine are
IT2 fuzzy sets, and a type-reducer is needed to convert them
into a Typr-1 fuzzy set before defuzzification can be started.

Some fundamental operations in the type-2 fuzzy system
are union (3.1), intersection (3.2) and complement (3.3) [23].

The union for interval type-2 fuzzy sets 4 and 5 is:

AUB-= { j p_i(r)u‘tté(x) Ix} ={ j I 1.-"0:].-'.1:} (3.1
g x| aclugg vian) i i)

xeX

The intersection for interval type-2 fuzzy sets A and & is:

ANB={ I ()M pp(x) /x } = j J. Vel|lxt (32)
| ¥ ety A Fig Mo |

x=X xeX

The complement for interval type-2 fuzzy sets 4 and 8 is:
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Fig. 4. A functional block diagram of the Interval Type-2 Fuzzy system.
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In practice the computations in an IT2 FLS can be
significantly simplified. Consider the rule base of an IT2 FLS
consisting of N rules assuming the following form [22]:

R"ifx;is X Jand ... and x;is X!, then y is Y"; n=1,2...N
where X (i = 1 ~ I) are IT2 Fuzzy sets, and Y'= [y, y, ] is
an interval, which can be understood as the centroid [9, 24] of
a consequent Interval Type-2 fuzzy set, or the simplest TSK
model, for its simplicity. In many applications we use y| =

y,,1.e., each rule consequent is a crisp number.

Assume the input vector is x' = (x', X5, ..., X1 ). Typical
computations in an IT2 FLS involve the following steps:

1) Compute the membership of x . on each X'

2) Compute the firing interval of the n® rule, F*(x’)

3) Perform type-reduction to combine F'(x') and the
corresponding rule consequents with the center-of-sets
type-reducer [9]:

N

‘Z iy

Yuld) = | Z—=m. %] G4
fEE
4) Compute the defuzzified output as:
Yty
y= T (3.5)

B. Membership Functions

Similar to type-1 fuzzy interpolation system, the input
membership functions for both x and y directions and the
predefined output membership functions for IT2 FLS are
shown in Fig. 5. The predefined output membership functions
are used as default functions, and the final output membership
function will be obtained by shifting the default those by the
actual error values on the grid points.

We use W and E to represent the location of inputs in x
direction, N and S to the location of inputs in y direction. For
real outputs, 4 membership functions, ps; ~ p.«, should be
designed for the x direction, and another 4 membership
functions, p,; ~ pys, are to be built for the y direction. These
output functions should be located at the center position,
which are defined as the default location, as the beginning and
changed to the real location based on the actual position errors
on each grid point. In Fig. 5, these functions are all displayed
but not in the default locations.

As for the control rules, the identical control rules are used
for this IT2 FLS, but the fuzzy sets are used as the degrees to
replace those crisp values used in the type-1 FLS.
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Fig. 5. The input and output membership functions for IT2 FLS.
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IV. SIMULATION RESULT

Extensive simulation has been performed in order to
illustrate the effectiveness of the proposed dynamic online 1T2
fuzzy error interpolation technique in comparison to the type-1
FLS. Due to the random nature of the position errors, three
different types of error are simulated in this study. These are:

= Normal distributed random error
= Uniform distributed random error
= Sinusoidal waveform error

Figs 6, 7 and 8 show the simulation results of the type-1
and the IT2 fuzzy error interpolation techniques for these three
types of error [23].

In these figures, the simulated target (testing) positions on
the standard calibration board are spaced from 1 mm to 20 mm
within each cell being with a size of 1 mm.

Figs 9 to 11 show comparisons in mean error, maximum
error and STD values between type-1 and IT2 fuzzy error
interpolation techniques in the histograms.

It can be seen that both mean errors and maximum errors
of the IT2 fuzzy error interpolation technique are smaller than
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those of type-1 FLS methods. For all three error distribution,
the mean errors of the IT2 fuzzy error interpolation method
are approximately 10% to 20% smaller compared with those
of type-1 FLS method.

The maximum errors of the IT2 fuzzy error interpolation
technique are about 10% to 30% smaller than those of the
type-1 FLS method. In one case (normal distribution error in x
and y direction), the maximum errors of the IT2 fuzzy
interpolation method are about 4% smaller than those of the
type-1 FLS method.

Figure 12 shows the IT2 fuzzy interpolation error surface.

The simulated results show the effectiveness of the
dynamic on-line interval type-2 fuzzy error interpolation
technique in reducing the position errors in the modeless robot
compensation process.

To implement this interval type-2 fuzzy error interpolation
technique as a real time application, an interface between the
MATLAB" and high level programming languages C/C++ has
been developed [25]. Although the most popular real time

M Fuzy  Ouput  Suface

Fig 12. The IT2 fuzzy interpolation error surface.
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control programming language is C/C++, the fuzzy error
interpolation method is developed and implemented in
MATLAB [23]. Using this interface, the measured position
errors on the grid points can be passed from C/C++ to
MATLAB functions that implements the interval type-2 fuzzy
error interpolation functions; and the fuzzy error interpolation
results can be sent back to C/C++ for the real time controller
to operate on the next target position.

V. CONCLUSION AND SUMMARY

A dynamic on-line interval type-2 fuzzy error interpolation
technique is presented in this paper. The compensated position
errors in a modeless robot calibration can be greatly reduced
by the proposed technique. Simulation results demonstrate the
effectiveness of the proposed fuzzy error interpolation
technique. Three typical error models are utilized for
comparison and simulation; these include sinusoidal
waveform, normally distributed and uniformly distributed
errors. This fuzzy error interpolation technique is ideal for the
modeless robot position compensation, especially the high
accuracy robot calibration process.
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Abstract—To operate effectively in complex envi-
ronments, learning agents have to selectively ignore
irrelevant details by forming useful abstractions.
These abstractions can be constructed using subtasks
that are defined prior to the learning process. In this
paper we extend our previous discoveries to a new
multi-robot environment and we combine two recent
methods in hierarchical reinforcement learning in
order to introduce a novel mechanism that discovers
the sub-policies in Markov Decision Process in a
multi-agent system.

I. INTRODUCTION

The work presented here focuses on the con-
struction and transfer of control knowledge in the
form of behavioral skill hierarchies and associated
representational hierarchies in the context of a rein-
forcement learning agent. In particular, it facilitates
the acquisition of increasingly complex behavioral
skills and the construction of appropriate, increas-
ingly abstract and compact state representations
which accelerate learning performance while en-
suring bounded optimality. Moreover, it forms a
state hierarchy that encodes the functional prop-
erties of the skill hierarchy, providing a compact
basis for learning that ensures bounded optimality.

II. HIERARCHICAL REINFORCEMENT
LEARNING

To permit the construction of a hierarchical
learning system, we model our learning problem
as a Semi-Markov Decision Problem (SMDP) and
use the options framework [1], [2] to define sub-
goals. An option is a temporally extended action

Manfred Huber
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University of Texas at Arlington
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huber @cse.uta.edu

which, when selected by the agent, executes un-
til a termination condition is satisfied. While an
option is executing, actions are chosen according
to the option’s own policy. An option is like a
traditional macro except that instead of generating
a fixed sequence of actions, it follows a closed-
loop policy so that it can react to the environment.
By augmenting the agent’s set of primitive actions
with a set of options, the agent’s performance can
be enhanced. More specifically, an option is a triple
0; = (I;,m;, B;), where I; is the option’s input set,
i.e., the set of states in which the option can be
initiated; 7; is the option’s policy defined over all
states in which the option can execute; and j; is the
termination condition, i.e., the option terminates
with probability f3;(s) for each state s. Each option
that we use in this paper bases its policy on its own
internal value function, which can be modified over
time in response to the environment. The value of a
state s under an SMDP policy 7° is defined as [3],
(11, [4], [5]:

V7™(s) = E |R(s,0:) + > _ F(s']5,0)V"(s)

where
o0
F(s'|s,0;) = Z P(s; = s'|s; = 5,0)7"
k=1
, where v € [0, 1] is a discount-rate parameter.

III. PREVIOUS WORK

In our previous work [6], [7] we constructed
an appropriate BPMDP for a specific action set
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O; = {o0;}, and an initial model was constructed
by concatenating all concepts associated with the
options in O,. Additional conditions are then de-
rived to achieve the stability of partition and,
once reward information is available, the partitions
were further refined according to a defined criteria.
This construction facilitates efficient adaptation to
changing action repertoires.

To further utilize the power of abstract ac-
tions, a hierarchy of BPSMDP (Bounded Param-
eter SDMP) models was constructed where the
decision-level model utilized the set of options
considered necessary while the evaluation-level
used all actions not considered redundant. In the
our system, a simple heuristic was used where the
decision-level set consisted only of the learned sub-
goal options while the evaluation-level set included
all actions.

Let P ={By,..., By} be a partition for state
space S derived by the action-dependent parti-
tioning method, using subgoals {si,...,s;} and
options to these subgoals {0y, ..., 0x}. If the goal
state G belongs to the set of subgoals {s1,..., s},
then G is achievable by options {o1,...,0} and
the task is learnable. However, if G ¢ {s1,...,s}
then the task may not be solvable using only the
options that terminate at subgoals. The proposed
approach solves this problem by maintaining a
separate value function for the original state space
while learning a new task on the partition space
derived from only the subgoal options. During
learning, the agent has access to the original actions
as well as all options, but makes decisions only
based on the abstract partition space information.
While the agent tries to solve the task on the
abstract partition space, it computes the difference
in Q-values between the best actions in the current
state in the abstract state space and in the original
state space. If the difference is larger than a con-
stant value , then there is a significant difference
between different states underlying the particular
block that was not captured by the subgoal options.

IV. AUTONOMOUS HIERARCHY
CONSTRUCTION

In the multi-phase partitioning and hierarchical
learning method discussed in the previous section,
it has so far been assumed that either the correct
set of actions for constructing an abstract state

space is available or that, as a simple heuristic, all
subgoal options are selected as the relevant action
set. While the latter can lead to good results when
used in conjunction with the learning method it
might lead to an ever increasing action set if a large
sequence of tasks is to be learned. In particular,
this heuristic has the limitation that it can never
remove an option from the action set used for
multi-phase partitioning, even if it is not used for
any of the tasks. To address this limitation, this
section presents a method aimed at automatically
constructing the abstract representation based on
the information contained in the previously learned
task policies.

In order to estimate the structure of the state
space for learning future tasks, we construct the
decision layer here based on an estimate of the
expected time to learn a new task according to
previously learned tasks. Let 1T = {my,...,m,}
be the set of previously learned polices and P; =
{Bi1,...,Bin} be the corresponding partitions.
Also let the triple 7; = (m;, P;,Q;) be a task
on partition P, = {B;1,...,B;,} with policy
m; and the @Q-function ;. The expected number
of experiences required to learn a task, with high
probability, on partition P with action set O using
a DP-based version of Q-learning is [8]:

Teony(P,0) = | PO

where ¢ is a constant and it is assumed that the
task is learnable on P with action set O.

The expected time required to learn task 7; on
state representation P (including the refinement
process) can be obtained by calculating the number
of experiences that are needed for learning 7} on
partition P plus the amount of time that is needed
to refine a block of partition P, that is:

Eftr,|P) =
tconv(P7 O)+
Z Prefine(Bj|E)tconv({Bi,k
B;eP

We compute the likelihood that a block B; has to
be refined during the exploration and learning of
task 7; with the following equation:

P7'efi7Le(Bj|ﬂ) =
Z Prefine(Bj|Bi,kaTi>P(Bi7k|n)

Bi,k:Bi,kﬁBj#(D

Bl‘_’kﬂBj 7'é (Z)}, O)
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where

1 ifA
Pregine(Bj|Big, Ti) = {0 otherwise
where A = maz,(Q;(Bik, a) >
mareeoy, (Qi(Bik,a)))  + L and
L = 2(1 + (g%))max{e,6} and

Prefine(Bj|BL,T;) is the probability that
block B; has to be refined during the exploration
and learning of 7; due to encountering block B; i,
which is at least partially contained in B; and
for which an action a which is not contained in
the currently considered action set Op, 5, with
significantly higher value should then be included
using the hierarchical learning scheme.

We compute the expected time required to learn
a task randomly chosen from the distribution
of previously learned tasks according to an
importance distribution U (7;) which indicates the
weight that should be put on each tasks by:

EltcarP) = 3 5+ g Eltr

Algorithm 1 illustrates the process of autonomous
hierarchy construction, in particular this is a greedy
algorithm that finds action-dependent partitions
that have the smallest expected learning time given
previously learned tasks. The reason for the greedy
approach is to reduce the complexity sufficiently
to make it tractable. This approach is very similar
to McCullum’s U-tree algorithm [9], [10] except
that splits are driven not by reward but by the
expected learning time metric derived before. This
procedure can be done either by splitting the blocks
separately or by limiting the inclusion of actions
across the state space. While the latter saves us
more computational time, the former will give us
more nuanced splits.

V. EMPIRICAL RESULTS

The experiment shows the result of the pre-
sented approach in a game domain that is more
complex and more similar to real environments.
While all these experiments use the heuristic of
using all subgoals action to construct the abstract
decision layer, the experiment in the same game
domain investigates the autonomous hierarchy con-
struction approach in order to illustrate the con-
struction of an approximate partition using the
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Algorithm 1 Autonomous Hierarchy Construction
Require: Oy =0, Py = {s}
n=>0
repeat
for all B; in P, and 0; € O — O,, p, do
P15y = Pn where B; is refined with
04
end for
(k7 l) = argmin(b,c)E[tlearn|Pn+1,(b,c)]
Pot1 = Poya k)
B=DB
for all B; € P, do
for all Bj € Ppt1, Bj C B; do
if B; = B then
On+1,8; = On,5 U {0k}
else
On+1,Bj = On,Bi
end if
end for
end for
n=n+1
until E[tlearn|Pn] Z E[tlearnlpn—l]
return P,
END

information of the previously learned polices.

The actions are GoUp, GoDown, TurnLeft, Turn-
Right, PickUp and DropOff. The cost for each sin-
gle step action is —1 and each action for navigation
succeeds with probability 1. The reward in the goal
state where the agent can pickup and drop off the
object is 100. The state is here characterized by
the agent’s pose as well as by a set of local object
percept, resulting in an effective state space with
20,000 states. The agent is first presented with
a reward function to learn to move to a specific
location. Once this task is learned, subgoals are ex-
tracted by generating random sample trajectories.
In order to show the construction of the decision
layer, a sequence of five different tasks is learned in
the game environment. The first task is to navigate
the environment, i.e., the agent learns how to move
from one location to another location. The second
task is to navigate the environment and pick up
an object. The goal of third task is to navigate
a different region of the environment, and in the
fourth task the agent learns how to navigate, pick
up an object and drop it off in another location. The
fifth task is the combination of the first four tasks
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Fig. 1. Learning curves for the first navigation task. The agent
learns to navigate the environment and the information acquired
by learning this task will be used for constructing a partition
for the next task ,i.e, the navigation and pickup tasks

by using the information acquired while learning
the first four tasks, i.e., the agent learns to navigate
the environment and to pick up an object and drop
it off in another location.

Figures 1, 2, 3 and 4 show the learning curves for
the first four tasks.
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Fig. 2. Learning Curves for the second task, i.e., the navigation
and pickup tasks. The information acquired by learning this task
and the first task will be used for constructing a partition for
the third task

At each step, a previously learned policy is added
to the action set in order to construct a partition
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Fig. 3. Learning Curves for the third task, i.e., the second
navigation task. The information acquired by learning this task
and the previous two tasks will be used for constructing a
partition for the fifth task
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Fig. 4. Learning Curves for the fourth task, i.e., the navigation
and dropoff tasks. A new partition will be constructed by using
a history of previously learned tasks for future subsequent tasks

that is more relevant to the learning of a new
task using Algorithm 1. The number of blocks for
task 1 through 5 is illustrated in Figure 5. The
number of blocks of this partition is illustrated
in Figure 6. This experiment shows how a new
partition can be constructed by using a history
of previously learned task while it ensures that
the new policy is within a fixed bound from the
optimal policy. Figure 7 illustrates the learning
curves on the compact state space, constructed by
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Fig. 5. Number of blocks constructed for learning task 1
through task 5
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Fig. 6. Number of blocks for decision layer after refinement
of task dependent partition. As a result of further refinement of
the original blocks of partition the number of blocks increases,
however this number becomes stables after finite and relatively
small number of iterations.

using previously learned polices.

VI. CONCLUSION AND FUTURE WORK

The results presented in this paper show a
significant reduction in the number of states in the
abstract state space, resulting in faster convergence
of the value function. Furthermore, these experi-
ments show a procedure to estimate the structure
of the state space for learning future tasks and to
construct the decision layer based on the expected
time to learn a new task according to previously
learned tasks.
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Fig. 7. Learning on a partition space obtained by Autonomous
Hierarchy construction method by using the first four tasks. This
experiment shows how a new partition can be constructed by
using a history of previously learned tasks while it ensures that
the new policy is within a fixed bound from the optimal policy

One of the future goals is to find even more
efficient machine learning methods for control
tasks. Algorithms can be developed for statistical
generalization and reasoning about the algorithms
that learn to incrementally scale up to analyze
even more complex tasks. Discovering hierarchy in
task structure and world structure is an important
means in achieving this end. Algorithms need to be
developed that learn to reason about their environ-
ment in a combinatorial way and learn to develop
more cognitive internal representations that mimic
relational structures. Integration of more power-
ful representations such as factorial HMMs and
POMDPs are a potential follow-up to this work.
Smarter hierarchical algorithms must be found to
deal with larger tasks, and research must be di-
rected at more intelligent representational design
not only for incorporating hierarchy but also for
sharing substructures.
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Abstract— Efficient and effective speech understanding sys-
tems are highly interesting for development of robots work-
ing together with humans. In this paper we focus on interpre-
tation of commands given to a robot by a human. The robot
is assumed to be equipped with a number of pre-defined
action primitives, and an uttered command is mapped to
one of these actions and to suitable values for its associated
parameters. The approach taken is to use data from shallow
semantic parsing to infer both the action and the parameters.
We use labeled training data comprising sentences paired
with expected robot action. Our approach builds on the
hypothesis that the expected action can be inferred from
semantic frames and semantic roles, information that we
retrieve from the Semafor system. The generated frame
names and semantic roles are used to learn mappings to
expected robot actions and their associated parameters. The
results show an accuracy of 88% for inference of action
alone, and 68% for combined inference of an action and
its associated parameters. Given the large linguistic variety
of the input sentences, and the limited size of data used
in for learning, these results are surprisingly positive and
promising.

Keywords: HRI, NLP, Robotics, Semantics, Arbitration

1. Introduction

Speech is one of the most efficient means of communi-
cation for humans, and has also been extensively addressed
in human-robot interaction research [1], [2]. While robust
speech recognition is a major unsolved problem in natural
language processing (NLP), challenges also remain in other
areas of NLP, such as syntactic and semantic analysis. Even
if these problems would be solved, a general method to
generate correct robot responses to speech requires a level
of intelligence that is out of reach for current research
in both cognitive science and artificial intelligence. The
challenges in finding a general solution has of course not
prevented researchers from proposing solutions to specific
domains and sentence structures. Most implementations of
NLP in robotics is concerned with imperative commands
and this is also the target for the work presented in this
paper. We propose a method to create mappings from
sentences to expected robot actions. Humans, not least young
children, are able to the perform such learning in a non
supervised manner, i.e. without being explicitly told what

to do when a certain sentence is uttered. For an excellent
analysis of this process see [3]. While still awaiting human
level intelligence in robots, we make the task somewhat
simpler by providing the expected robot action for each
sentence. Thus, we provide labeled training data comprising
sentences paired with the expected robot action. A robot
action comprises the name of the pre-defined action, and
values for one or several parameters specifying the action.
Our approach build on a hypothesis that the expected action
can be inferred from shallow semantic data. In the learning
phase, the labeled sentences are semantically parsed using
the commonly available Semafor system [4]. The generated
frame names and semantic roles are used to create mappings
to expected robot actions including associated parameters.
The evaluation shows very good results for cross-validated
data.

This paper is organized as follows: Section 2 gives a
brief overview of earlier related work. The theory behind
semantic roles is briefly described in Section 3, followed by a
description of our approach for generation of mappings from
sentences to frames and semantic roles. The mechanism for
inference of actions and parameters is described in Section 4.
Results are presented in Section 5, followed by a discussion
of results and limitations in Section 6, and plans for future
work in Section 7.

2. Related earlier work

Substantial research has been focused on speech-based
systems for giving commands to robots. In [5], a system for
programming a robot for complex tasks through verbal com-
mands is presented. The system filters out unknown words,
maps predefined keywords to actions and parameters, and
generates graphs representing the required task. The authors
in [6] propose a speech-based robot system for controlling a
robotic forklift. The proposed system requires commands to
be given according to a given syntax. In [7], teaching soccer
skills via spoken language is addressed. The vocabulary is
predefined and focus is rather on constructing advanced
control expressions than on language understanding. The
authors in [8] use labeled sentences to learn a combinatory
categorical grammar (CCG) for the specific task of inter-
pretation of route instructions. In [9], specific techniques
for incremental language processing coupled to inference
of expected robot actions are described. The approach is
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to construct a grammar that facilitates incremental analysis
such that robots can act pro-actively already during a verbal
command is given.

The present work is similar to the once mentioned above
in the aim to interpret natural language sentences by map-
ping sentences to expected robot actions. However, it differs
by the method of using semantic frames and roles from an
existing parser as inputs in the mapping.

Other attempts to human-robot interaction through natural
language build on more traditional grammatical analysis
combined with reasoning mechanisms to generate suitable
robot actions. Low recognition rates and ungrammatical,
incomplete or fragmentary utterances have been addressed
in several ways. The authors in [10] constrain the task and
use incremental language analysis based on CCG, regular
expression-based filter and a trigram statistical model to
process fragmentary or otherwise ungrammatical utterances.

3. Shallow semantic parsing

Shallow semantic parsing, also called semantic-role-
labeling, is the task of finding semantic roles for a given
sentence. Semantic roles describe general relations between
predicates and its arguments in a sentence. For example,
in a sentence like “Mary gave the ball to Peter”, “gave” is
the predicate, “Mary” represents the semantic role donor,
“the ball” represents the semantic role theme, and “Peter”
represents the semantic role recipient.

FrameNet [11] is a system with large amounts of such
analyzes for English sentences. Whereas other attempts, like
PropBank [12], assign roles to individual verbs, FrameNet
assign roles to frames. A semantic frame includes a list
of associated words and phrases that can potentially evoke
the frame. Each frame also defines several semantic roles
corresponding to aspects of the scenario represented by the
frame. The Semafor system (Semantic Analyzer of Frame
Representations) is built on FrameNet and provides both
an on-line service (http://demo.ark.cs.cmu.edu/parse) and
downloadable code for off-line use of the system. Semafor
is reported [13] to have achieved the best published results
up to 2012 on the SemEval 2007 frame-semantic structure
extraction task [14]. In the present work we use the Semafor
on-line system for extraction of frames and semantic roles
from all sentences used in the experiments.

4. Description of method

We propose a method by which the expected actions for
a verbally uttered commands to a robot can be learned, such
that the robot automatically can determine what to do when
hearing a new sentence. The robot learns how to infer action
and parameters from a set of labeled example sentences.
Each sentence is parsed by a shallow semantic parser that
produces frames and associated semantic roles. If multiple
frames occur, the frame related to the predicate is selected,

and denoted as the primary frame. Conditional probabilities
for how these entities relate to expected actions and asso-
ciated parameters are estimated and used to construct the
necessary inference mechanisms.

The example sentences used in this paper were manually
generated. Each sentence was labeled with one of n 4 robot
actions ay, ..., an, and m, associated parameters p1, ..., P,
(see Table 1). A total of 94 sentences representing plausible
commands that a human might utter to a robot were gener-
ated. Some examples are given in Table 4.

Table 1: Pre-programmed robot actions a; with associated
parameters pi, pa.

i a; p1 P2 Expected function

1 BRING object recipient  Fetches object

2 TELL message  recipient  Relays a message

3 COLLECT object source Gathers objects

4 MOVE location Moves self to location
5 PUT object location ~ Places an object

For the purpose of this paper, the actions did not have to
be physically implemented but would in a complete system
be pre-programmed in the robot.

The proposed method comprises a learning part and
an inference part, as described in the following two sub-
sections.

4.1 Learning

In the learning phase, each sentence in a training data
set comprising N sentences was presented to the Semafor
system, which output frames and associated semantic roles.
If several frames were generated, the primary frame is
selected. For our entire data set, np = 21 distinct primary
frames fi, ..., f,,, were generated, and are listed in Table 2
together with some of their most common semantic roles.

The proposed method builds on the hypothesis that the
expected action for a command can be inferred from the
primary frame of the command. To initially test this hypothe-
sis, statistics for combinations of primary frames and labeled
actions for all sentences were generated, and is presented in
Table 3. The number of occurrences for each frame/action
combination is shown, followed by the relative frequency
after the / symbol. Most rows contain only one non-zero
entry, thus supporting the hypothesis that the expected action
can be inferred from the frame. However, some frames occur
for more than one action, and many actions occur for several
frames.

In order to infer expected action from the primary frame
of a sentence, the conditional probability

P(Action = a;|Frame = f;), (1)

i.e. for the expected action to be a;, given a primary frame
f;, are estimated. With simplified notation and by using the
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Table 2: Frame names generated by the Semafor system for
the sentences used in the experiments.

7 Frame f; Common semantic roles

1 BRINGING Theme Goal Source Path

2 GETTING Event Experiencer Focal participant
3 GIVING Donor Recipient Theme

4 NEEDING Cognizer Dependant Requirement
5 DESIRING Event Experiencer

6 TELLING Addressee Message Speaker

7 STATEMENT Message Speaker Medium

8 POLITICAL LOCALES  Locale

9 BEING NAMED Entity Name

10  TEXT Text Author

11 COME TOGETHER

12 AMASSING

13 GATHERING UP

14  PLACING

15 MOTION

16 ~ GRANT PERMISSION
17  DEPARTING

Individuals

Mass Theme Recipient
Agent Individuals
Agent Goal Theme
Path Goal Theme
Grantee Grantor Action
Source Theme

18  STIMULUS FOCUS Stimulus
19 HAVE AS REQ. Dependant Required entity Requirement
20 LOCALE BY USE Locale Use

21  COMPLIANCE Act Norm Protagonist

definition of conditional probability, (1) can be written as

Plas| f;) = Plai, )/ P(f5), 2
which can be estimated from data by
Plai, f;) = #(ai, f;)/N 3)
and R
P(f;) = #(f;)/N, ©)

where #(a;, f;) denotes the total number of sentences in the
training data that were labeled with action a; and for which
Semafor determines f; as primary frame'. Hence, P(a;f;)
can be estimated by

P(aslf;) = #(ai, [;)/#(f;)- (5)

The np different frames that appear in our scenario have
in total n g distinct associated semantic roles with the follow-
ing names: Goal, Theme, Source, Recipient, Requirement,
Cognizer, Event, Experiencer, Addressee, Message, Name,
Text, Donor, Individuals, Mass theme, Path, Grantee, Action,
Direction, and Dependent. These semantic roles are in the
following denoted 71, ..., 7y -

Normally, each frame only has a few semantic roles
defined. When parsing an input sentence s, Semafor assigns
substrings of s as values to these semantic roles.

According to the suggested approach, parameters for each
robot action are related to specific semantic roles. Since
the manual identification of parameters in the labeling of
sentences not necessarily works by the same principles as

'In general, the function # denotes the number of observations for with
the conjunction of all arguments are true. We simplify the notation as when
we denote probabilities, and write for instance a; instead of Action= a;.
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the identification of semantic roles in Semafor, a parameter
p; is regarded as matching (denoted by the symbol ~) a
semantic role r; if p; is a nonempty substring of the value
of r;:

p; ~ rj = p; is a nonempty substring of the value of r;.
(6)

Example: Assume that the sentence “Give me the glass”
is labeled with action a; (i.e. BRING) and parameter p; =
“glass”. Semafor generates a primary frame f3 (i.e. GIV-
ING), and semantic role r, (i.e. Theme) is assigned the value
“the glass” for the sentence. Hence, p; ~ rs.

In the next section we will construct a classifier to infer
expected action a g for a sentence with a primary frame name
fE- To infer parameters for a g, we need to estimate the prob-
ability that a parameter p; for agy matches a semantic role
rj, given that the primary frame is fp (separate estimates
for each p;,7 = 1, ..., m,). With the introduced notation, and
by using the definition of conditional probability, this can be
written as:

P(pi ~ rjlfe) = P(pi ~ 7, fE)/P(fE)- (7

The probabilities on the right-hand-side of (7) can be esti-
mated as follows.

o~

P(pi ~rj, fe) =#(fe,pi ~15)/N 8

and

P(f) = #(fr)/N ©)

where #(fg,p; ~ r;) denotes the total number of sentences
in the training data for which Semafor determines a primary
frame fr and a semantic role r;, and the sentence was
labeled with parameter p;, satisfying p; ~ r;. The entity
#(fr) is the total number of sentences in the training
data for which Semafor determines a primary frame fg.
Combining (7—9), yields the following estimation:

~

P(pi ~rilfe) = #(fe,pi ~1;)/#(fE)-

As described in the next section, the estimated conditional
probabilities are used to infer expected action and associated
parameters for a given sentence.

(10)

4.2 Inference of expected action and parame-
ters

A Bayes classifier is used to infer the expected action ag
for a sentence with a primary frame name fr and semantic
roles r;,i = 1,...,np. It works by inferring the action with
highest conditional probability, as given by (1-5):

ap = arg max P(Action = a;|Frame = fg)
1<i<na

maxA #(ai, fe)/#(fE)

1<i<n

=arg max #(a;, fE).

= arg

(1)
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] Frame \ Labeled Action | BRING TELL | COLLECT | MOVE PUT
1 Bringing 7/100% 0/0% 0/0% 0/0% 0/0%
2 Getting 4/100% 0/0% 0/0% 0/0% 0/0%
3 Giving 3/60% | 2/40% 0/0% 0/0% 0/0%
4 Needing 2/100% 0/0% 0/0% 0/0% 0/0%
5 Desiring 4/100% 0/0% 0/0% 0/0% 0/0%
6 Telling 0/0% | 8/100% 0/0% 0/0% 0/0%
7 Statement 0/0% | 8/100% 0/0% 0/0% 0/0%
8 Political locales 0/0% 0/0% 0/0% 0/0% 0/0%
9 Being named 0/0% 0/0% 0/0% 0/0% 0/0%
10 Text 0/0% | 1/100% 0/0% 0/0% 0/0%
11 Come together 0/0% 0/0% 4/100% 0/0% 0/0%
12 Amassing 0/0% 0/0% 4/100% 0/0% 0/0%
13 Gathering up 0/0% 0/0% 6/100% 0/0% 0/0%
14 Placing 0/0% 0/0% 2/11% 0/0% | 17/89%
15 Motion 0/0% 0/0% 0/0% | 14/82% | 3/18%
16 Grant permission 0/0% 0/0% 0/0% 0/0% 0/0%
17 Departing 0/0% 0/0% 0/0% | 1/100% 0/0%
18 Stimulus focus 0/0% 0/0% 0/0% 0/0% 0/0%
19 Have as requirement 0/0% 0/0% 0/0% 0/0% | 2/100%
20 Locale by use 0/0% 0/0% 0/0% 0/0% | 1/100%
21 Compliance 0/0% 0/0% 0/0% 0/0% | 1/100%

Table 3: Occurrences/frequencies for combinations of primary frames and labeled actions, for the input data used in the
experiments. Most rows contains only one non-zero entry, thus supporting the hypothesis that the expected action can be
inferred from the frame.

Each one of the parameters pZE ;1 = 1,...,mg, required
by action ag is assigned the value of one of the semantic
roles r;,i = 1,...,np for the sentence. The procedure for
inference of parameters follows the same principles as for
inference of action in (7—10), and parameter values are
assigned as follows:

Algorithm 1 Infer expected action ap and associated pa-
rameters p¥ for an input sentence s.

E
s P,

return ap and pF,
inputs:

s : sentence to be analyzed

A : set of training sentences labeled with action a
and parameters pi,...pp,

Y=

PE = ropt, (12) 5: fg < the primary frame of s
6: r{’,...,rl < semantic roles for s
where 7: B < the subset of A with fg as primary frame
5 8: ap < the most common action ¢ in B
opt = arg max P(p; ~ 1|fE) "
1<j<ngp 9:
=arg max #(fg.pi~1;)/#(fE) (13) 10: for i =1 tonmaE do ' .
Isjsnr 11:  find the index opt for which p; ~ 7., in most
=arg max #(fg,pi ~71j). sentences in B
1<j<nr

The inference of expected action and parameters, as
described above, is expressed as pseudo-code in Algorithm
1. In steps 5-6, Semafor is used to compute primary frame
and semantic role values for the input sentence s. The subset
of training sentences with the same primary frame is selected
in step 7, such that the computation of the expected action
in step 8 corresponds to (11). Values for the parameters
pE are computed in steps 11-12, corresponding to (12—13).
The algorithm was implemented and evaluated with cross-
validation, as described in the next section.

E E
12: Di — T opt
13: end for

4.3 Evaluation

The developed system was evaluated using the full data
set of 94 sentences. Evaluation was done by leave-one-
out cross-validation, i.e. one sentence was left out of the
training data set, and a model was constructed as described in
Section 4.1. The model was evaluated by inferring expected
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Table 4: Examples of sentences used for training and evaluation. Each sentence is labeled with expected action and associated

parameter(s).
’ \ Sentence \ Expected action | p; P2
1 move the chairs to the kitchen PUT chairs the kitchen
2 Move 2 meters to the left MOVE 2 meters to the left
3 | I want a glass of water. BRING a glass of water
4 Robot, tell Ola the name of the book. TELL the name of the book Ola
5 stash the balls in the wardrobe. PUT the balls in the wardrobe
6 | package all glasses into nice parcels. PUT all glasses into nice parcels
7 | Gather all the green balls. COLLECT all the green balls
8 Robot, tell Ola the color of the ball. TELL the color of the ball Ola
9 Gather dust in the room. COLLECT dust in the room
10 | Go to the tire storage. MOVE the tire storage
11 | Robot, tell the direction of the exit to me. | TELL the direction of the exit | me
12 | Bring Ola’s book to me. BRING Ola’s book me

Table 5: Semantic parses of the sentences in Table 4, as given by the Semafor system. The table shows primary frame name

and some of the generated semantic roles for the frame.

| [ Primary frame Semantic role/value

Semantic role/value Semantic role/value

1 MOTION Theme/the chairs Goal/to the kitchen

2 | MOTION Theme/2 meters Goal/to the left

3 | DESIRING Experiencer/I Event/a glass of water

4 | TELLING Speaker/Robot Addresse/Ola Message/the name of the book
5 | PLACING Theme/the balls Goal/in the wardrobe

6 | PLACING Theme/all glasses Goal/into nice parcels

7 | COME TOGETHER | Individuals/all the green balls

8 | TELLING Speaker/Robot Addresses/Ola Message/the color of the ball
9 | COME TOGETHER

10 | MOTION Goal/to the tire storage

11 | TELLING Speaker/Robot Addresses/to me Message/the direction of the exit
12 | BRINGING Theme/Ola’s book Goal/to me

action and parameters for the held out sentence, as described
in Section 4.2, and the procedure was then repeated 93
times such that all sentences were left out once from the
training. Performance figures were computed as the average
performance for all 94 training/evaluation sessions.

5. Results

In order for a robot to be able act correctly on an uttered
sentence, both action and parameters have to be correctly
inferred. We present results for both these tasks in Table 6.
Each row in the confusion matrix shows how sentences with
a specific labeled action leads to inference of various actions,
shown in separate columns. Cases where no inference of
action was possible are shown in the column labeled “?”. At
the end of each row, the accuracy for combined action and
parameter inference is shown. E.g., sentences labeled with
the TELL action leads in 2 cases (11%) to an incorrectly
inferred BRING action, and in 16 cases (84%) to a correctly
inferred TELL action. For one sentence labeled with a TELL

action, no action could be inferred. The reason was that the
primary frame (the TEXT frame) for this sentence occurred
only once in the whole data set (see Table 3), and hence
not at all in the training set for that specific sentence.
Hence, no inference was possible for that sentence. The
combined inference of both action and parameters, for all
sentences labeled with a TELL action, was correct in 14
cases (74%). As a whole, the non-zero entries are gathered
on the diagonal, which means that the inferred actions equals
the labeled actions. The average accuracy for all sentences
for inference of action was 88%, and for combined inference
of action and parameters 68%.

6. Discussion

The proposed method builds on the hypothesis that ex-
pected actions can be inferred from shallow semantic in-
formation. We conclude that the hypothesis was valid for
more than 88% of the tested sentences. Expected actions
and parameters were correctly inferred for 68% of the cases.
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Table 6: Confusion matrix showing number of cases/percentages for inference of expected robot actions. Figures for inference
of both actions and associated parameters is shown in the right-most column. Each row contains results for sentences with

one specific labeled action.

’ Labeled \ Inferred \ BRING \ TELL \ COLLECT \ MOVE \ PUT \ ? \ Accuracy ‘
BRING 20/100% 0/0% 0/0% 0/0% 0/0% | 0/0% 14/70%
TELL 2/11% | 16/84% 0/0% 0/0% 0/0% | 1/5% 14/74%
COLLECT 0/0% 0/0% 14/88% 0/0% | 2/13% | 0/0% 10/62%
MOVE 0/0% 0/0% 0/0% | 14/93% 0/0% | 1/7% 9/60%
PUT 0/0% 0/0% 0/0% | 3/13% | 19/79% | 2/8% 17/71%
Given the large variety of sentences, and the small data  [15] will be investigated.

set being used, the result is considered both surprising and
promising. Better results can be expected by adding more
data. One specific problem with limited data was discussed
in the previous section: if a frame occurs only once in the
data set, it is not possible to infer the expected action for that
sentence since it is removed as part of the cross-validation
process. Extending the data such that there are at least
two sentences for each frame name, would clearly improve
performance. By removing the four sentences for which the
situation occurs in our data, the accuracy for inference of
action improves to 92%, and for combined inference of
actions and parameters to 71%.

The proposed method relies, to a very large extent, on
the quality of the semantic labeling, which in our case was
performed by the Semafor system. While identified frames
and semantic roles do not necessarily have to be linguisti-
cally “correct”, they should be consistent in the sense that
semantically similar sentences should give the same results.
This is unfortunately not the case with the online version of
Semafor that we have been using (the downloadable version
behaves somewhat differently but not better in this respect).
Not only does it fail in the sense described above, but also by
producing vastly different results depending on capitalization
of the first letter in the sentence, and on whether the sentence
is ended by a period or not. As an example, adding a period
to sentence 1 in Table 4 results in a replacement of the
semantic role Goal with Building subparts (also see Table
5). Another example is the sentence “Bring Mary the cup.”,
with varying results depending on both punctuation and
replacement of “Mary” by “me”. Due to such experienced
problems with the Semafor system, the sentences used in
the reported experiments were manually selected to ensure
that the automatic semantic analysis was reasonable and
consistent. This is clearly a concern for practical usage and
continued research on the proposed method, but was outside
the scope of the present work.

7. Future work

Since the results of the proposed method depends heavily
on the quality of the semantic parsing, alternative approaches
in which syntax and semantics are treated simultaneously

As part of the inference process, the parameters for an
expected action are bound to the values of certain semantic
roles (12). These values are substrings like “the green ball”,
and “all my books” and have in this work not been further
analyzed, but rather assumed to be properly interpreted by
the pre-programmed action routines. This is definitely not a
trivial task and contains several hard problems. The parame-
ters are typically noun phrases, that have to be semantically
analyzed and grounded to objects that the robot can perceive.
This task will be a major and important part of the continued
work.
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Efficiency Considerations of an Offline Mobile Robot
Path Planner

Pejman Kamkarian
Department of Electrical and Computer Engineering,
Southern Illinois University, Carbondale, IL 62901, USA

Abstract— The aim of disseminating this research article is to
showcase a novel path planner method, which is shown to be an
efficient offline path planner in terms of its capacity for analyzing
workspace robot maneuvering skills and constructing collision-
less free trajectories that yield the shortest possible path from
initial point toward goal configuration. The determined route is
considered to be adequately secure such that it enables the mobile
robot to maneuver among obstacles in the workspace without
dangers of encountering a near miss. In addition, this paper
evaluates our novel path planner algorithm abilities and skills by
examining it against different workspaces. We assess our novel
path planner by comparing it to two of the most popular planners
with the purpose of revealing its capability to route trajectories in
regards to building optimal trajectory distances from initial to the
goal configurations.

Keywords— Path planning, Rapidly Optimizing Mapper, Robot
path planning, Robot trajectory builder

L INTRODUCTION

regular robot that is capable of performing an assigned
Atask typically consists of many units that cooperate

together for the sole purpose of enabling it to
successfully achieve its missions. As an important functionality
that plays a vital role for a robot to function appropriately, robust
path planning is essential. The central task of a path planner is
to analyze the robot’s surrounding using equipped sensors and
plan a secure and reasonable trajectory that guarantees a safe
traversal for the robot from initial point to the goal
configuration. The concept of security for the calculated path is
commonly understood to be on a collision-less less trajectory
that the path planner determines corresponding to the accuracy
and reliability of detecting objects around the robot while
moving toward its goal. The traversal distance of a path that is
computed by the path planner component is directly related to
the methodology employed by the planner when it composes the
trajectory. Since the last few decades, we have witnessed several
diverse methods proposed for path planning where each has its
own advantages and disadvantages. The path planner is
considered reliable in regards to planning a secure path when it
is demonstrates that it maintains generous distances between the
robot and every obstacle in the workspace. The objective for
safety is often at odds with the objective for constructing an
optimal path in terms of planning the shortest possible collision-
less less trajectory from start point to the goal configuration.

Earliest reported work on robotic path planners has been the
Potential Field planning method proposed in [2], and [13]. The

Henry Hexmoor
Department of Computer Science,
Southern Illinois University, Carbondale, IL 62901, USA

Potential Field path planner employs the concept of virtual
electromagnetic fields in the workspace modeled by a simulated
attraction force towards desired points (i.e., goal/destination
points) as well as repulsive forces from undesirable points (i.e.,
points occupied by obstacles). Each of these forces are simulated
by a vector that captures the direction and magnitude of the
force. Whereas the goal point vectors continuously exert pulling
force for the robot, vectors corresponding to obstacles exert
pushing away forces. At any point during path planning, the
trajectory is adjusted to coincide with the result of reconciling
the cumulative sum of applicable vector forces and directions.
An impulse movement along the suggested path moves the robot
to the next consecutive point along the trajectory. The
magnitude of the impulse step is a parametric value
corresponding to the path granularity. An overall trajectory for
a pair of start and finish points is the accumulation of
consecutive impulse moves. The process of path planning
through Potential Field method guarantees a collision-less less
trajectory from initial to goal configurations. However, due to
the electromagnetic fields’ constraints, this method performs
poorly in certain scenarios. For example local minima is seen
that causes when the robot becomes trapped in U-Shape
obstacles (i.e., box canyons). There are other planner issues such
as obstacles that leave narrow passage ways creating erratic
trashing forces that can be either redundantly cyclic or
contradictory forces. Latter problems often lead to impasse
phenomenon [5], [11], [14]. Many papers have proposed
different solutions by updating the original algorithm or
combining different method with the Potential Field planner
construction to remedy specific problems [3], [9], [7], [10], [19].
The Rapidly-exploring Random Tree is a sampling based
mapping technique that solves non-holonomic constraints and it
was introduced in [15]. Information-rich Rapidly-exploring
Random Tree proposed in [16] is the extension of the Rapidly-
exploring Random Tree, which is able to maneuver more
efficiently to build the trajectory in workspaces with the
presence of different constraint domains such as complex
moving agent dynamics and moving robots sensor limitations in
terms of resolution and narrow the detection view site. Several
researchers have developed hybrid solutions, and hence, several
studies and approaches related to the hybrid path planners are
reported in [1], [4], [6], [12], [17], [18], and [20]. A hybrid path
planner typically takes advantages from multiple path planning
strategies, which are combined into a unique algorithm. Hybrid
planners are promising to address more efficient path planning
in order to elevate the quality and accuracy of the generated
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trajectories and also overcome various constraints and situations
that can affect the traditional path planners in analyzing and
determining optimal possible trajectories. In the next section, we
illustrate the general concepts and methods that our planner
employs to produce an optimal trajectory. In order to evaluate
the performance of our planner, in subsequent section three, we
will compare it with two other path planners by applying them
on two sample workspaces. This paper further explores
efficiency issues for our Rapidly Optimizing Mapper (ROM).

II. FOUNDATIONS AND FUNCTIONS OF OUR ROM
FRAMEWORK

We have fabricated our planner on the premise of a multi-
layer approach in the form of a unique algorithm such that each
layer uses data provided from the prior layer and is responsible
to generate the needed information for the following level. Each
layer is also treated as a phase of a sequentially phased system
that provides data for the next phase using information
processes in the previous phase. Our ROM planner algorithm is
constructed based on five general levels along with initial and
final phases indicating as follows: Initializing phase,
Workspace analyzer, Graph builder, and Shortest path
calculation unit. Each of the mentioned phase along with their
objectives is detailed in the remainder of this section.

Initialization phase: This phase is achieved by adjusting values
for variables that are salient constituents for building a
trajectory. We considered the key feature of path security,
which has a direct bearing on the robot maneuvering skills.
Consideration for this element has to be determined at the initial
phase as the primitive value which helps the planner to
construct proper trajectories. The Standoff Distance, (SD) is our
main path security parametric variable that is defined to be the
width of a virtual buffer zone around perimeters of obstacles in
order to specify a safety area for pathways within which allows
the robot to perform a near miss avoidance transition toward its
assigned goal. The security channel width is determined based
on robot sensors accuracy specifications. The more sensitive
obstacle detection equipment the robot possesses, the lower
security consideration required for the width of the safety
channel. Each robot, based on the type of mission and the
terrain specifications, is equipped with different capabilities
such as actuators and sensors that equip it to move around and
detect objects in the environment and thereby adjusts its path
toward the determined trajectory instructed by the path planner.

Workspace analysis phase: This phase of ROM is responsible
for analysis of the workspace obstacles to determine roadblock
obstacles as well as roadblock obstacles side edge nodes
generation. The roadblock obstacles will be recognized by
considering virtual straight lines from valid accessible nodes
(i.e., safe obstacle boundary points) toward goal configuration.
The valid nodes are in the form of a group of certain nodes
starting from the initial configuration and ending with the goal
location along with the group of roadblock side edge nodes. As
it is illustrated in figure 1, the workspace analyzer phase obtains
the first group of roadblock side edge nodes by considering
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straight rays from candid nodes toward goal configuration. Any
obstacle that shares intersecting points with the start-goal line
in at least one hit point is classified as a roadblock obstacle. The
number of detected roadblock obstacles will vary based on the
number of obstacles intersecting with the start-goal straight
line. The best scenario occurs when there are no roadblock
obstacles in the workspace. In such a situation, the optimal
trajectory will be considered to be the straight line from start
point to the goal configuration.

.

H
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Figure 1. A sample Roadblock obstacles side edge nodes
generated from the workspace analyzer unit

Graph builder: The main objective of this phase of ROM is to
form a complete graph (i.e., a single connected component)
consisting of roadblock side edge nodes combined with the start
and goal configuration points. In order to achieve this goal,
ROM enforces multiple steps. As the first step, the planner
connects roadblock side edge nodes together to form a primitive
graph of trajectories so as to enable maneuvering around the
perimeter of the obstacle. The next step is to examine roadblock
side edge nodes in order to recognize isolated nodes and to
adjust them. Isolated nodes will be considered based on
roadblock side edge nodes belonging to a single obstacle that
are not yet connected to one another that do not go across the
surface of the obstacle and remain entirely at one possible
contiguous side of the obstacle. In other words, the path planner
at this processing stage examines side edge nodes of each single
roadblock obstacle to assure that they trail each other
contiguously and steer clear of the surface of the obstacle. We
use this technique to enable our planner to consider all possible
paths crossing from roadblock side edge nodes with the purpose
of elevating the planner ability to consider all possible paths
toward goal and increasing the accuracy in determination of the
shortest possible trajectory toward goal configuration. To
obtain the best results in terms of refining the shortest possible
trajectories, the path planner, as the next step, simplifies the
paths via removing nodes that are located in between pairs of
visible nodes. Visible nodes will be recognized if there is a
possibility to connect two nodes through a straight path without
intersecting any obstacles in the workspace. The last step of this
phase of the planner consists of adjusting Euclidean distances
for the remaining pairs of nodes that are already processed. The
final result of this phase of ROM is a complete graph including
start and goal points. Depending on the specifications of
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elements in the workspace, such as the number, size, shape and
locations of obstacles, the pattern of the lattice and hence, the
graph that forms through the graph builder phase will vary.
Different scenarios result in having different numbers of paths
from start to goal configurations.

Shortest path computation phase: This phase of our planner
adopts the Dijkstra algorithm [8] in order to refine the shortest
trajectory from start point toward goal configuration. Our
planner uses the graph, which is generated at the previous phase
of the planner as input data. The mentioned graph consists of
all possible pathways that are optimized through the path
planner optimization steps and eventually constructed as a form
of graph. The predominant task of this phase is to examine all
available paths in the graph and subsequently produce the best
possible trajectory consisting of roadblock side edge nodes as
the optimal path. The output of this phase is the final result of
the planner in generating the trajectory, which is the optimal
single collision-less less path from start point to the goal
configuration.

III. EXPERIMENTS AND EVALUATION OF ROM

In order to assess our planner performance, we compare it
with the two other path planners including Potential Field and
Rapidly-exploring Random Tree path planners. The process of
evaluation is conducted by applying our planner as well as the
mentioned path planners on two exemplar workspaces that are

both illustrated in figure 2.

Figure 2. Left: The first candidate environment for applying
path planners. Right: The second candidate workspace

The first map illustrated in figure 2, (left), consists of four
obstacles with different polygonal geometric shapes and
locations whereas figure 2, (right), consists of three obstacles.
As seen in the figure 2, we considered a narrow distance
between obstacles with the purpose of evaluating the skills of
path planner algorithms to analyze and determine the optimal
trajectories in terms of distance from start to goal
configurations and the security of the constructed path. Both
workspaces are considered to have a same dimensions of 500
by 500 units in Euclidean measurement system for X and Y
coordinates. The vertical axis spans from up to down and the
horizontal axis emanates from left to right. The initial point for
the first workspace is considered at (50, 50) coordinates and the
goal location is at (450, 450) coordinates. The start location for
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the second environment is at (25, 450). The goal for the second
workspace is also located at (450, 450) coordinates. The
following figures 3 illustrate the resultant trajectory from
applying out path planner on the sample workspaces.

% Coordinate
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¥ Coardmate
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Figure 3. Left: The resultant trajectory from applying ROM on
the first workspace. Right: The resultant path from applying
ROM on the second environment

The optimal path, which is constructed using our planner
algorithm is shown as a bright path trajectory starting from
initial point to the goal configuration. The Euclidean distance
from start location to the goal configuration is calculated to be
709.12 units for the first environment and 1018.43 units long
for the second workspace. The trajectory resultant of applying
our novel path planner shown in both workspaces in figure 3
indicates that our planner is able to route a collision-less less
path, successfully. Moreover, neither obstacle complexity in
terms of shapes nor the distances between obstacles could
permit the planner to route the best possible trajectory in terms
of the safety and the length toward goal. This is because our
planner considers all possible valid directions around each
roadblock obstacle to achieve the best results in determining the
optimal trajectory. In addition, our planner benefits from using
nontrivial strategies to reconstruct the generated graph in the
early stages of its algorithm with the purpose of recognizing the
best candidates among all possibilities of different routes and
generating worthwhile trajectories, regardless of constraints
posed by different scenarios in workspaces.

In order to compare the performance of ROM path planner
skills with other planners, we employed two path planners in
offline mode, specifically Potential Field path planner and
Rapidly-exploring Random Tree algorithm. Each planner is
applied on the sample workspaces in the form of a different case
study and the results of each scenario are discussed in detail.
Through case study I, the process of planning trajectories using
Potential Filed algorithm will be analyzed.

Case study 1:

The Potential Field algorithm performs the trajectory based
on considering start and goal points as well as obstacles as
electromagnetic charges and fields. The goal point has the most
attractive power (i.e., exerting attraction force) among other
objects in the workspace, whereas obstacles repel (i.e., exert
pushing way force) the planner path finder away from them.
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The Potential Field planner method benefits this strategy to
build a collision-less less trajectory. The following figure 4
shows the result of the path generated by applying the Potential
Field algorithm on the sample workspaces.

T

Figure 4. Left: The resultant trajectory from applying the
Potential Field path planner on the first workspace. Right: The
resultant path from applying the Potential Field on the second

environment

The constructed trajectory resultant from applying the
Potential Field method on sample workspaces are considered in
a dark path starting from start into goal configuration. The
trajectory length from start point to the goal configuration for
the first map is equal 984.16 units based on Euclidean distance
measurement. The Potential Field planner is also computed the
path length for the second environment to be 1984.31 units long
in Euclidean distance measurement. As it is evident in both
maps in figure 4, the final generated trajectories consist of
several curvatures. This event can be explained according to the
similarity of simulated charges between the trajectory and
obstacles. In addition, the rate of severe curves increases when
the path is crossing from sharp obstacle edges nearby. This is
because of forming electromagnetic fields with different
intensities around sharp edges of obstacles that cause the
Potential Field planner to continuously adjust the path based on
different amounts of repulsion forces around the mentioned
areas. Also, in the second workspace illustrated in the figure 4,
(right), the planner was not able to consider the trajectory with
shorter route. This is because there exists many adjacent sharp
edges between two T-Shape and square obstacle that push the
planner to stay out of the pathway crossing from the shorter side
toward goal configuration. Comparing constructed trajectories
in both workspaces through the Potential Field planner reveals
that the planner is able to route a collision-less less trajectory in
both environments. It is, however, suffering from the side
effects of electromagnetic fields forming around nearby
obstacles, especially around obstacles sharp edges surroundings
to consider the optimal paths in terms of length and hence
reduces the performance of the Potential Field planner.

The next case study is dedicated to examining the Rapidly-
exploring Random Tree path planner on the sample workspaces
to evaluate its performances on determining the optimal
trajectories.

Int'l Conf. Artificial Intelligence | ICAI'15 |

Case study 2:

The Rapidly-exploring Random Tree method works based
on forming random trees consisting of a group of arbitrary
sample points located outside of the obstacles in the workspace.
The planner algorithm will then examines all possibilities of
branches that form randomly around the main stem of the
generated trees at each moment during the path generation
process and gradually selects the best collision-less less
matches in terms of the length and security, as sub-optimal
trajectories among them. The planner constructs the final path
from considering all optimal sub-trajectories obtained in the
previous level. The following figure 5 demonstrates the
resultant trajectory determined from the application of the
Rapidly-exploring Random Tree on two sample workspaces.

Figure 5. Left: The resultant trajectory from applying the
Rapidly-exploring Random Tree planner on the first
workspace. Right: The resultant path from applying the
Rapidly-exploring Random Tree algorithm on the second
environment

The Euclidean distance from the start configuration for the
trajectory length resultant from applying the Rapidly-exploring
Random Tree on the first workspace is calculated to be 865.52
units for the first scenario. The Rapidly-exploring Random Tree
is also determined to be 1253.89 units long Euclidean distance
from start point for the second workspace. Because the nature
of the RRT planner algorithm in forming random nodes to
explore the workspace surroundings and to refine the best
matches, we observe that the planner constructs trajectories that
are slightly different from each other at every run. Benefiting
the techniques of using random nodes leads the planner to
achieve collision-less less trajectories that are close to the
optimal trajectories in most cases. It is, however, still is not able
to reach the shortest possible collision-less less trajectories due
to lack of existing proper methods to shortened the final
generated path in the planner construction. As it can be
examined in figure 4, (right), the issue that is addressed above
exhibits a larger effect in accuracy reduction to determining the
shortest possible path in the area between the T-Shaped and the
square obstacles.

In order to clarify the best results in trajectory lengths, we
collected all results that our ROM planner as well as other path
planner candidates achieved in a single trajectory length chart
as shown in the following figure 6:
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Figure 6. The trajectory distance chart of computer path for
the Rapidly Optimizing Mapper as well as Potential Field and
Rapidly-exploring Random Tree path planners

Comparing trajectory distances illustrated in the figure 6
reveals that our planner is able to route the most efficient
trajectories in terms of shortest paths among other candidates.
In other words, Rapidly Optimizing Mapper exhibits a higher
performance for building collision-free trajectories in terms of
distances from start points to the goal configurations.
Employing the Potential Field algorithm to route trajectory in
workspaces with close obstacles and sharp edges reduces the
performance of the planner dramatically as it illustrated in the
second workspace trajectory rate in figure 6. In order to
overcome the mentioned environmental constraints, our
planner benefits from specific techniques to optimize the
calculated paths during the process of planning helps our
planner to take all possible paths into account for the planning
operation.

IV. CONCLUSION AND PERSPECTIVES

A novel path planner termed ROM has been elaborated
within this research article. We demonstrated our novel path
planner specifications and abilities by illustrating its constituent
components. In order to validate the performance of our
planner, we considered sample workspaces with complex
constraints that contain a variety of different shapes and
locations to apply and evaluate the planner performances for
building trajectory skills on different scenarios. In order to
clarify our novel path planner’s strength for determining the
ultimate trajectories, we compared it with two of the best
known path planners through applying them on the same
sample workspaces. Based on the obtained results, we conclude
that ROM is able to compute the optimal trajectories in terms
of path length more efficiently. This is because we adopted
techniques to furnish our planner with the intention of elevating
its abilities to operate overcoming a variety of different
constraints on workspaces elements specifications. Our future
target is to examine our novel path planner on workspaces with
more constraints along with upgrading its structure to heighten
its efficiency to act limitlessly in any types of environment,
flawlessly.
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Abstract - This paper describes the design of an architecture
for multi-robots systems with emergent behavior. The platform
must manage the dynamics in the system, so to enable the
emergence therein. The architecture is divided into three
levels. The first level provides local support to the robot,
manages its processes of action, perception and
communication, as well as its behavioral component. The
behavioral component considers the reactive, cognitive, social
and affective aspects of a robot, which influence its behavior
and how it interacts with the environment and with the other
robots in the system. The second level provides support to the

collective processes of the system, as are the mechanisms of

cooperation, collaboration, planning, and/or negotiation,
which may be needed at any given time. This level of the
architecture is based on the emerging coordination concept.
The third level is responsible by the knowledge management
and learning processes, both individually and collectively,
that are occurring in the system.

Keywords: multi-robots architecture, emergent behavior,
multi-robots

1 Introduction

Multi-robots systems are used today in different tasks,
particularly when using a single robot is not enough, or the
task is not efficiently executed. In such systems several
phenomena of interest to investigate are presented, such as
studying the interactions between robots, and how behaviors
can emerge in the system in an unstructured environment, with
tasks, functions or objectives unallocated explicitly. The
architecture proposed in this paper aims to support these
systems, in which are emerging tasks, functions or objectives
to be met by robots. It consists of three levels, a level for each
robot, which consists of three modules: acting, perception and
behavior, another level for the entire collective part, formed
by a layer of emerging coordination; and a final level of
knowledge management and learning processes. In particular,
the collective level manages the processes of cooperation
and/or collaboration in the system as well as the planning of
agents.

In previous research, such as [1,2,3], proposals
involving multi-robots systems with emergent behavior are
presented, applied to problems such as robotic soccer,
cooperative hunting and food search. However, generally
homogeneous robots are used both in hardware and software,
and for very specific tasks.

Our architecture doesn’t arise from such assumptions, it
presents a new structure for the characterization of the
processes involved in the system, where they are managed by
specific modules of collective and individual level to allow
emergence; also, it implements a module of basic emotions in
robots, which directly affects their behaviors in the
environment and their interactions with the system.This article
is divided into four sections, the first summarizes some initial
considerations that contextualize the research, the second one
presents the design of the proposed architecture. In the third
one, a study case that allows looking at the operation of the
architecture in an emergent process is presented, and finally,
some final considerations regarding the research are
presented.

2 Initial considerations

This section describes some concepts that help to
contextualize the research presented in this paper.

2.1 Emergent Behavior

[4] is based on the premise that if a robot wants to have
some autonomy in their operation, it should be able to display
some basic behaviors, defining behavior from the biological
point of view, as the processes that are carried out by the
individual from the information taken from the environment
and its own internal state, to eventually respond to the
perceived changes. Furthermore, to do this it must recognize
and interpret observed patterns of the physical phenomena
occurring in its environment.

They describe from a functional point of view, some
primitive behaviors for mobile robots, for example:
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Evasion: behavior that allows a robot to avoid a collision, and
thus preserve its integrity.

Attraction: towards an object, another robot, an environment.

From activation, concurrent or not, of these behaviors in
different forms, can emerge more complex behaviors, such as:
avoidance of an object, simple navigation, perimeter
monitoring, among others.

On the other hand, in [5] emergent behavior is defined as
that one which is not attributed to any individual in the group,
but arises from the dynamics of the members of the system of
which is part the individual.

In nature, there are multiple examples of living beings
societies, which individually are simple organisms, and when
they unite and work together a complex behavior can be
observed, which arises from the interaction of individuals of
the System. Ant colonies represent a clear example of
occurrence of this type of behavior. In general, an emerging
system is a complex system, adaptable, where behaviors that
cannot be explained by explicit rules of operation appear
[Aguilar, 2015].

2.2 Multi-robots Systems

[6] defines multi-robot systems as homogeneous or
heterogeneous teams of robots, which are used in tasks where
a single robot is not enough, or when the team becomes more
efficient execution thereof. It generally has the following
characteristics: cooperation, communication and coordination.

The emergent behavior of insect societies has inspired
multi-robot systems, creating a whole area of research called
swarm of robots. Swarms of robots usually are formed by
simple individuals, and are designed to mimic the behavior of
swarms of insects, thereby seeking to have robust and
adaptable low-cost multi-robots systems.

3 Description of the proposed
architecture

The architecture consists of three levels, where each one has
specific tasks, but their integration is what allows giving
support to emerging processes. Emergence is possible, since
the three levels provide through their components the required
elements: deployment of interactions, management of
distributed processes, management of local decision rules,
mechanisms of local and collective learning, and shared
memory spaces. The levels of the architecture are (see Figure
1).

e Collective level

Supports the processes of interaction of the robots with
others individuals within the system and with the environment.
It has mechanisms that enable emerging processes of
coordination among robots.
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e Individual level
Provides support to the individual processes of the robot;
manages the perception abilities of each robot, control of its
actuators and their local decision-making, as well as aspects
related to the robot's conduct and emotions.

o Level of knowledge management and
processes
Manages the Knowledge, both individual and collective, as
well as learning processes that occur in the system (individual
and collective).

learning

K management and leaming
processes level

Coordination

Collective level

Collective knowledge management

Perception /

rf
interpretive Performance

Behavioral Individual knowledge management

Individual level

Figurel.Proposed Architecture

The following section explains in detail each one.

3.1 Collective Level

In [7, 8] is described the conceptual design of an adaptive
architecture for cooperative multi-robot systems, which
inhibits or activates its levels according to the expected
behavior of the system, with planning and coordinating tasks
as the core of its structure. In this paper (inspired in that
work), is described an architecture that supports an emerging
self-organized system composed of general purpose robots.

The essential level for this task is the Collective. This level
comprises a coordination module. This module manages the
dynamics of the interactions between the robots and of the
robots with the environment, and the processes that arise from
them. Next, we give an overview of how is the operation of
the coordination module.

In this module, processes involved in the management of the
interactions among individuals working in the system occur,
such as inform their tasks, look for information they are
interested, etc. Coordination in this module is manage under
the emerging approach, such as a priori actions to be
performed aren't established, but when decisions are made.

Under this approach, the division and allocation of tasks and
negotiation emerge naturally in the system [9, 10]. Depending
on the need of the community of agents in a given moment
(collective goal), can be carried out information processes
(direct or indirect), recruitment, search, among others. This
module facilitates the occurrence of these processes.

3.2 Level of knowledge management and
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learning

The behavioral component of the robot governs the behavior
of itself during its interactions with the environment and with
other individuals; for which use their local knowledge as well
as collective knowledge, which are acquired (learned) based
on the performances of the robots in the system.

This level is responsible for the management of this
knowledge, and facilitates the learning process. In Figure 2 is
described the process of learning and knowledge management,
based on the work presented in [11, 12], as is required by our
self-organized emergent system.

Figure 2. Types of knowledge and learning in MASOES. [12]

According to this model, the robot increases their
knowledge through a process of individual learning, and its
interaction with other individuals and the environment. To do
this, this level has a collective knowledge base and several
locals, one for each robot. It also enables the processes of
individual and collective learning, which feed off each other,
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through three phases:

e Socialization: mechanisms to share individual knowledge
with the group.

e Aggregation: mechanisms to sort, filter and merge that
knowledge.

e Appropriation: mechanisms for converting the collective
knowledge in individual knowledge.

In particular, this level is structured in two layers:
o Management Module of individual knowledge: in this layer

individual learning mechanisms are implemented, and the
management of knowledge bases of each robot is
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performed. The mechanisms of socialization and

appropriation are in this layer.

o Management Module of collective knowledge: This layer
manages the collective knowledge base of the system, so
that it is available to all individuals. Aggregation
mechanism is in this layer.

3.3 Individual Level

In particular, the emergent behavior of insect societies
and the appearance of swarms of robots have inspired a new
class of robots, called swarm of robots [13].

A robot swarm has two parts, one being related to the
hardware that shapes it and another related to the software,
which controls its operation and behavior.

On the hardware side, for this research was designed a
prototype robot swarm, inexpensive, with hardware
architecture of four layers (see Figure 3):

Control: This component is responsible for the control
process of the devices of the robot. It features an Arduino
board, based on a micro-controller ATmega 328.

Locomotion / Performance: This component is
responsible for managing the robot locomotion system,
and the management of actuators that could be
incorporated into its design. The robot has a system of
differential locomotion idler, implemented through a
gearbox, which transmits the power of two DC motors to
the wheels.

Perception: 1t’s responsible for managing the perception
of the robot. The robot has infrared sensors to capture
information from the ground, and a sound that allows it to
capture information on distances to objects that are in
front of it.It also has a virtual sensor that is provided by
an artificial vision system, which allows it to capture
information from the world, which isn’t possible to grasp
with their physical sensors.

Communication: This component does all the
management communication process of the robot. The
robot has a Xbee® device based on the IEEE 802.15.4
protocol, which allows communication point to point or
multipoint with devices of the same class.



Figure 3.Robot of general purpose

The robot also has a software architecture that allows it to
manage its tasks. This local architecture consists of a set of
libraries that allow it to control the sensors and actuators of
the robot, as well as communication between the robot and
other devices. It is organized into modules:

3.3.1  Module of perception/interpretation

This module is responsible for obtaining the information
from the sensors of the robot, both physical and virtual. These
data are pre-processed and can cause activation of reactive or
deliberate behaviors, as appropriate, the latter are managed by
a sub-module of interpretation, which receives sensory
information from the robot, it interprets it, and activates
deliberative behaviors of the robot. These can lead to planning
and/or cooperation needs, managed by the collective level of
architecture. In other words, external or internal stimuli are
processed at a t time which is received by the robot, and lead
to a change in its internal state or its environment at a t+1
time. This module basically gives the robot capabilities of
perceiving information from the environment, and interpreting
it to generate appropriate responses to stimulus received.

3.3.2  Executing Module

It manages the operation of the actuators of the robot.
Particularly, manages the locomotion system of the robot, in
order to allow its movement in the environment as well as it
controls any other actuator that could be implemented in it.
This level is implemented locally on the robot.

3.33

The behavioral part of the robot is more complex. In [11] is
proposed an architecture for non-formal modeling of emergent
self-organized systems (MASOES), which includes individual
and collective aspects involved in this type of system.

Behavioral Module

For individual aspects, it describes a series of internal
components of each agent, which through their interactions
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generate the behavior itself, which are activated by other
modules of the architecture. These are:

Behavioral component: it is responsible for regulating the
conscious and emotional behavior of the agent.

Reactive component: it is responsible for generating the
reactive behavior of the agent.

Cognitive component: it generates cognitive behavior
through reasoning mechanisms.

Social component: it promotes aware in the agents about
what made the other agents. Here collective knowledge is
used.

Based on this model is proposed the behavioral module for
the robot, which takes the individual components proposed in
MASOES, and are modified in order to suit them to the
architecture proposed in this paper. Figure 4 shows the
proposed design for behavior on the robot module:

Reactive Layer: This component interacts directly with
the components of perception and performance of the
hardware architecture of the robot, and it is responsible
for generating reactive behaviors in the robot. It is
understood by reactive behaviors, actions that execute the
robot directly from a stimulus received, without first
going through a deliberative process, are actions resulting
from a process of stimulus - reaction. This layer manages
survival behaviors of the individual, and has priority over
any other behavior that can be generated.

Cognitive Layer: This layer generates deliberative
behaviors in the robot, based on its local knowledge. We
define deliberative behaviors those actions that occur after
the stimulus received by the robot has been processed and
interpreted; in order to generate an analyzed action (there
are implicit reasoning processes). Here it generates
complex behaviors, built from primitive behaviors, which
allows running specific and more complex actions.

Social layer: Tt explodes the collective knowledge in
decision-making processes of the robot. It interacts
closely with the other two levels (collective and
knowledge management), for the planning, coordination
and/or cooperation processes in the system to generate
behaviors that allow the robot to interact with others
within the system, either directly or indirectly. Basically,
manages how the robot interacts with other individuals of
the group.

Affective layer: based on [12] is proposed an affective
model, which considers a set of positive or negative
emotions involved in generating behavior of robots, which
affects the level of self-organization and emergence of the
system. These emotions directly affect the individual and
collective behavior of the robots. In the behavioral model
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proposed in this paper, the affective component is
transverse to the cognitive and social components, and
consists of a set of basic emotions that affect the behavior
of the robot in the environment and its willingness to the
execution of the tasks to be executed. Mainly, the
affective component inhibits or activates the behaviors
generated by the cognitive and social layers.

Behavioral module

Reactive layer

]

>

Cognitive layer Social layer L]
(individual (collective 2
knowledge) knowledge) ]
=

<

Figure 4.Behavioral model proposed

In general, the behavioral component provides a set of
behaviors, which allow the operation of the robot and the
emergence of collective behaviors in the system.

At the implementation level, almost everything is made in a
shared computing cloud between robots, which allow them to
perform highly complex processes. What is implemented in
the robot are basically: libraries to control actuators, sensors,
and the primitive behaviors, and management of the
communication device.

4  Case of study

In this section is described the performance of our architecture
for transporting objects.

4.1 Transport of an object

A classic case of study in multi-robot systems is the
transport of objects. In [14, 15, 16] some related works are
presented, where different solutions to the problem are shown.
For example, a solution poses a leader in the system that
centralizes planning task; another raised by the use of bio-
inspired algorithms in solving the problem, as in the proposal
presented in [17], the last taking as a reference the behavior of
ant societies to establish a set of primitive behaviors for each
agent, where a simple coordination mechanism between them
is achieved.

However, a solution based in emerging systems consists of:

e The group of individuals explores the environment in
pursuit of its goal,

e When one finds the object, it tries to move it and take it to
the place prepared for deposit,
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e Ifit can’t do it, it recruits others,

e Then, a cooperative mechanism is activated in order to
organize the group of individuals to move the object
collectively.

This solution is inspired by the behavior of ant colonies, and
the key is a pattern of formation around the object that allows
its transport. The operation of our architecture is described in
this last case of transport of an object; in particular, it shows
how the architecture provides support to the emergent
behavior displayed during the process.

4.2 Our architecture supporting the transport
task

Following is described step by step, in general, the
operation of the architecture, for the case of transporting an
object seen as an emergent process:

1) System configuration: three robots, an object, and a point of
deposit (where leave the object), are located at random
positions.
2) Initialization of the emotional state of each robot: in the
affective layer of the behavioral module of each robot, an
emotional state and an activation threshold is randomly
defined. This threshold and state will influence its disposition
towards the execution of tasks in the environment, and its
relationship with other individuals.
3) Activation of primitive behaviors: Once the robots are in
the environment a primitive behavior, from the set of robot's
behaviors, is activated in the reactive layer of behavior
module. In this particular case is search, which focuses on
moving through the environment without a predefined plan,
searching for the object.

4) Detection of an element in the environment. When it

detects an element in the front (it is based on the perception

module, in its virtual sensor), it parses it through the cognitive
layer, to determine one of the following situations:

e Detects an obstacle: it activates an evasion behavior
thereof through the cognitive layer. The robot analyzes
(reasons) a number of actions required to avoid the
obstacle and move on. The Individual knowledge base is
updated and the action is shared collectively, to be used
by other individuals.

e Detects a robot: the reactive layer of the behavioral module
activates a primitive behavior: collision avoidance. The
robot immediately stops its movement to a safe distance.

o Detects pheromone: it activates the coordination layer to
allow them to manage these interactions. The robot
recognizes the type of stimulus, its intensity, etc., and on
that basis it takes the decision to act (follows the stimulus)
or not, that decision is also affected by its emotional state.
The robot updates its individual knowledge base, and if
action is carried out, the collective knowledge base
(pheromone) is updated.

e Detects the object to be transported (to push): after the
object is detected, the reactive layer is responsible for
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generating a behavior through which the robot tries to
push the object. In the first instance it will try to do it
individually, depending on its emotional state. If the result
is negative and fails, the cognitive layer is activated for
the robot to try other alternatives to move it, for example,
reposition. If the result remains negative, the robot will
seek to recruit others, using the behavioral module (to
know its environment), the layer of emergent
coordination, and the knowledge management level (for
example, to leave traces in the environment through the
virtual sensor, or to send messages of help (broadcast)).
In this way, the robot tries to attract other individuals to
the object in order to generate a collective action. In all
cases, individual knowledge is updated through
knowledge management level, and in the case of seeking
help, the collective knowledge.
5) Several robots around the object: in this case, more than
one robot tries to transport the object, either because they got
almost simultaneously or they were recruited. In this case the
collective level is activated, as well as the social layer of
behavioral module, in order to coordinate the actions of the
robots around of the object. They solve the situations of
conflict as the direction of the movement, positioning of the
robots around of the object, and the number of individuals
needed to execute the task. To solve it, it activates
repositioning mechanisms around the object, negotiating to
reach a common direction, and adjustment in the number of
individuals. That is, the transport task is coordinated,
emerging an organizational pattern that allows transport the
objet.
6) End of task: the robot or the robots which are carrying out
the transport detect the destination of the object, such that it is
deposited. The level of coordination is inhibited if there aren’t
interactions at that moment, and the individual level activates
its behavioral component, in order to activate new individual
behaviors. All databases of knowledge are updated (local and
collective) as the result of the task (the learning mechanism is
activated).

5 Final Considerations

The proposed architecture provides a framework to
facilitate the emergence in multi-robot systems, through its
three layers. They manage the processes at individual and
collective levels that occur in the system, as well as
knowledge that is built during the performance of robots.

The architecture allows the individual performance of
each robot, allows local decision-making of each, and
supports the interactions of the robot with the environment
and with other robots. Its modular structure facilitates the
addition of new components, and the update of the
mechanisms used. The behavioral component of the robots
allows different behaviors and intentions towards the
execution of a task, or the interaction with other robots,
enabling the study of their behaviors at the collective level,
and how this affects the emergence in the system. This
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component will be based on a range of emotions, represented
by indices of satisfaction or rejection to carry out a task.

The architecture allows the management of key aspects
of emerging systems, such as the execution of the processes of
the swarm in a distributed way (for robots), the local decision-
making for each robot, facilitates the interactions between
robots (through the use of shared memory spaces or
messages), and allows the construction of individual and
collective knowledge.

To show the behavior of the architecture, we have used
the case of study of transportation of an object in an emerging
form. In this particular case, the architecture is capable of
supporting the emergence of the organizational pattern of the
swarm for transport. To do this, it enables collective typical
tasks of this emerging process, such as determining the
number of individuals needed to perform the task, recruit
other robots when one can’t move the object, etc. It also
allows the resolution of conflicts that arise at the time of the
movement of the object, or the conflicts of the interaction of
multiple individuals in the same space.

The architecture is scalable in the number of robots, this
is because each individual acts independently in the
environment, and collective processes appear by the own
dynamics of the system and not a priori defined
configurations. Whenever a robot is included in the system, it
is instantiated in the architecture individually. The
architecture also allows the inclusion of robots with different
hardware (there are not assumptions about it). The system is
robust and flexible, since the failure, replacement or addition
of a robot, does not affect the overall structure of the system.

Future works will be devoted to the specific problem of
implementing of each level, and analyze the processes of
emergence when there are specialized individuals (robots).
Also, we will study the emotions in the system, to include
behavioral and emotional aspects of greater complexity.
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Abstract— Currently the research on robotics is a field
with the most demand in various parts of the world, as it
seeks to ensure they are capable of developing many of the
most common tasks humans perform, such as identifying
objects and taking them to recognize people by wvoice or
face, identifying the words a person is saying, moving in
free space, talking (to interact with humans) and one of
the last things to be achieved: Making a singing robot. For
this reason, on this task we will talk about a method in
which a robot can sing using Vocaloid Editor 3.0, a speech
synthesizer software which is able to generate the songs
a robot will sing.

Keywords: Speech synthesis; Phoneme; TTS (Text-to-
speech); Acapella; Vocaloid Editor 3.0; VocaListener.

1. Introduction

A synthesizer is a tool designed to produce electronic
musical sounds generated artificially, using techniques
such as additive synthesis, subtractive, frequency mod-
ulation, or physical modeling of phase modulation, to
create sounds. The synthesizer sounds are created by
direct manipulation of electrical signals, through the
manipulation of a digital FM waves, handling of discrete
values using computers (software based synthesizers), or
combining any method. In the final phase of the synthe-
sizer, electric currents are used to produce vibrations in
speakers and headphones.

The steps followed in all synthesis process are: First, a
set of modules analyzes the input text to determine the
structure of the sentence and the phonetic composition
of each word and a secondly, another set of modules
transforms this abstract linguistic representation into
speech [9].

Currently there are many techniques and algorithms
for synthesizing text into speech. These algorithms are
called Text-To-Speech (TTS). An example of this type
of algorithm can be seen in the program developed by
Yamaha Corporation: Vocaloid Editor 3.0.

Given the case that Vocaloid has been developed by
the Japanese company Yamaha is expected that the
program is based on the same language in others words in
Japanese. Therefore this research will use the Japanese
language as basis for the songs. It is important to

emphasize that Vocaloid Editor 3.0 will be responsible
for synthesizing the song, therefore it will be syncing the
timing of the notes with the phonemes and taking care
of the duration of them.

2. Objective

The main objective of this paper is to propose a way
or method by which it is possible to create a new module
which will make the robot sing. Since the songs are
synthesized using Vocaloid Editor 3.0, the aim of this
project is to find a way in which the robot can play
the songs that have been previously synthesized and are
stored in a database, by a new module programmed in
C++ that is responsible for the reproduction of these
songs and can be added to existing modules of the robot.

3. Robot Plataform

To understand what is planned, it is necessary to
first understand how a robot works, and how hardware
and software combine themselves to correct operations,
providing a better control of it.

We can see a robot like a system which is in turn
divided into multiple modules that control the different
parts or components of the robot. Modular organization
systems provide greater control of the robot and make
the error corrections.

The robot has modules that control vision (cam-
era), audio (speakers and microphone), hands and arms,
wheels among other modules. Each module has been
programmed in C++ on Visual Studio environment.
This work focuses on creating a new module that will
be charged of making the robot sing, or in our case, play
songs that have been synthesized using Vocaloid Editor
3.0. The whole system is divided in four modules: Vision,
Audio, Robot and Task Modules and a server.

All modules are connected through the “Server” with
GigE and have subscription information that describes
required information for the processing each module. All
information is gathered in the server and then the server
forwards information to each module according to its
subscription information.

The “Task Module” works as a controller for each
scenario. This modular network architecture makes it
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relatively easy to share the job in the development stage
of the robot system [1]. The robot platform used in this
paper is shown in Figure 1. The robot is based on the
Segway RMP200 and consists of the following hardware
components:

o The robot is equipped with a visual sensor.

o Two Arms capable of six degrees of freedom (6DOF
robotic arm manufactured by Exact Dynamics), and
6-DOF hands.

e Omnidirectional wheels and a laser range finder
(LRF) enable the robot to move freely within a
room. Laser range finder (HOKYO UTM-30LX) is
used for environmental mapping.

e Four on board PCs (Intel Core2Duo processor) are
communicated each other through LAN.

o A sanken shotgun microphone CS-3e for audio input
and Yamaha speaker NX-U10 for audio output.

o A stereo camera is used for obtaining depth infor-
mation.

e The camera and microphone are mounted on Di-
rected Perception pan-tilt unit PTU 46-47. [1] [2]

The abilities of the robot, other than the learning
novel objects, are listed below [2]

1) Online SLAM(Simultaneous
Mapping) and path planning.

2) Object manipulation (RRT-based path planning).

3) Simple speech interaction in English and Japanese.

4) Human detection and tracking using visual infor-
mation.

5) Searching objects in the living room environments.

6) Face recognition using 2D-HMM.

7) Gesture Recognition. [1]

Localization and

The new task to be performed is making the robot sing.

Vision Recognition
Module (Cameras)
Speech Recognition
Module
(Microphone and Speakers)

Hands Move Module
{Robotic Hands)

Tires Move Module
(Four Tires)™

Fig. 1: Robot’s Parts XFER (DIGORO).

4. System Singer

The Singer Module is the new module that has been
programmed and, as the name mentions, it will be in
charge of the task of singing. The Singer Module needs
to use the Audio Module; the Audio Module is divided
into two parts: The Speech Recognition Nodule and the
Jukebox Module.

The Speech Recognition Module works with every-
thing related with speech process. The Jukebox Module
is responsible for making the reproduction of the songs
that will be performed by the robot. We will talk more
about these modules later. The proposed path for mak-
ing the robot to be able to sing is as follows.

The user asks the robot to sing any song using the
Speech Recognition Module. The robot detects and
sends the command to the Singer Module, this is the
one that is responsible for processing and executing the
command. Finally the robot starts to play the song that
has been requested. In Figure 2 a block diagram of the
system is presented. The process is performed as follows.

According to the Figure 2 this process was made in
this way because the robot doesn’t have ears, vocal cords,
or other Senses and the way in which the robot is able
to perform this task in a way is similar to a human is
because the robot replaces ears with speakers and the
vocal cords with the microphone.

The first time we tried to do a synthesis of the songs in
real time, Vocaloid Editor 3.0 required a complex process
for speech synthesis and it was not possible do it in real
time, therefore the songs that the robot will reproduce
have been previously synthesized using Vocaloid Editor
3.0 (For more references go to section 7, 7.1 and 7.2). In
subsequent sections, each of the steps involved in all the
modules will be explained in detail.

S )
Order Rec(l:;:?:tlon Singer Robot can
to Robot i Module sing

Fig. 2: General block diagram of proposed system.

5. Speech Recognition Module

The Speech Recognition Module used by the robot
is a software system called Julius. It is responsible for
speech processing and speech recognition. Within the
recognition Julius makes use of the internet for search
of vocabulary.

The Speech Recognition Module detects the words
that are being said and with the help of the internet,
it provides ten possible options of what was said.
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5.1 Julius

Julius is a high-performance, two pass large vocab-
ulary continuous speech recognition (LVCSR) decoder
software for speech-related researchers and developers. It
can perform almost real-time decoding on most current
PCs in 60k word dictation tasks using word 3-gram and
context-dependent on Hidden Markov Model (HMM).
Major search techniques are fully incorporated. It is also
modularized carefully to be independent from model
structures. Various HMM types are supported, such as
shared-state triphones and tied-mixture models, with
any number of mixtures, states, or phones. Standard
formats are adopted to cope with other free modeling
toolkits.

Julius works with HTK which has the control of
HMM. In order to execute the Julius recognizer, you
need a language model and an acoustic model for your
language. Julius adopts acoustic models in HTK ASCII
format, pronunciation dictionary in HTK-like format,
and word 3-gram language models in ARPA standard
format (forward 2-gram and reverse 3-gram as trained
from speech corpus with reversed word order). Its im-
portant to mention that Julius is only distributed with
Japanese models. [15]

5.2 Hidden Markov Model Toolkit (HTK)

The Hidden Markov Model Toolkit (HTK) is a
portable toolkit for building and manipulating hidden
Markov models. HTK is primarily used for speech recog-
nition research; although it has been used for numerous
other applications include research on speech synthesis,
character recognition and DNA sequencing.

HTK consists of a set of library modules and tools
available in C language source form. The tools provide
sophisticated facilities for speech analysis, HMM train-
ing, testing and results analysis. The software supports
HMNMs using both continuous density mixture Gaussians
and discrete distributions and can be used to build
complex HMM systems. [8]

5.3 Singer Module

The Singer Module is responsible for processing the
command received from the Speech Recognition Module.

Figure 3 shows a block diagram of the edge module.
We can see that the first step is to receive the command
of the Speech Recognition Module for later processing.

The first thing that is done in the processing is to find
the proper command because the Speech Recognition
Module delivers ten possible options, so the first step
is to analyze each of these options and identify if any of
them corresponds to an command known.

Once the command has been identified the process
continue to process it. In the processing section it is

Int'l Conf. Artificial Intelligence | ICAI'15 |

necessary to separate the command into two parts, by
name of the song and command.

When the program has separated the name of the song
and the command to run, the next step is to analyze the
command. It is important to note that the commands
will be delivered to the robot in Japanese as well as the
names of the songs.

In order to identify the command it is necessary to
search which command has been given. In this case
there are two different commands with diferent Japanese
representations, but in this case, we just to use two
representations: hiragana and kanji (Katakana just on
case of words in english).

1) Play the song (song’s name Z 31> T =& LY,

Z 3> T &L song’s name o uttate kudasai)

2) Stop the song (PHTLFZELY, EHTLZELY

yamete kudasai)

After having identified the command, the module
proceeds to search the name of the song in a database,
if found, the command is executed: e.g. If the given
command was “HHE D=2 TL FZE LV (“aaa o
utatte kudasai) will be sought in the the song database
“% @ & (“aaa”) and as the command has already
been previously identified “ 5 =2 T fZ& LV (“utatte
kudasai”) in this case, it will play the song; then finally,
it proceed to play the song that has already been found.
The graphical process of this module is indicated in
Figure 3.

Receives 10 sentences Searcha

known order

Connectwith

robot’sserver

from speech recognition system

Process the
order

Identify the

song by name

Identify the
order
The robot start
to sing

Fig. 3: The Singer Module process block diagram.

Execute the
order

It’s important to mention the Japanese’s represen-
tation of the commands because there are differently
presentations and therefore it’s more difficult to identify
a command both of this representations are given by the
voice recognition within the ten options that it produces,
ie within ten options it generates could be possible that
two or more sentences have the same meaning but with
different representation, however the singer module take
into account just the first correct representation that you
find.

The identification process commands and song’s title.
Because we only take into account two possible repre-
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sentations for commands, in total we have four possible
correct commands, two for play and two for the stop.

e Command 1: 37> TL fZ& L) (uttate kudasai

“play” ).

o Command 2: Z# > T 2 & LY (uttate kudasai
“play” ).

e Command 3: & T K 12 & LV (yamete kudasai
“stop” ).

o Command 4: 1k & T K 72 & LY (yamete kudasai
“stop” ).

In the flowchart of Figure 4 you can see the process
undertaken to identify commands and songs, we can
see that through a string comparison, it performs a
search for known commands as well as the search of
the database of song title. In other words, when the
ten options are received by the Singer Module, it takes
the first option and compares it one of the four possible
commands. If the comparison is negative, then it takes
the second option and a comparison process is repeated
again. The process is repeated until the comparison is
positive in any of the ten choices, or until all have been
compared with the ten options and none is positive,
meaning that the user is required to repeat the command
and the process start again.

In the event that one of the comparisons is positive,
the next step is to clean the sentence eliminating unnec-
essary information such as the name of the robot. When
you already have the free judgment garbage information,
then it proceeds to compare the title song with song titles
available in the database. This procedure is performed on
the basis of comparisons similar to the identification of
the command. So if it was compared to all existing titles
in the database and comparison have been negative, then
it is necessary that the user repeats the command and
to restart process. However, in the event that it finds the
title of the song in the database, it proceeds to extract
the song ID and the ID of the command, and these two
numbers will be sent to Jukebox which is the module
responsible for playing or pausing songs.

As the goal was to create a module that was able
to control playback of songs acording the information
received by speech recognition, we don’t implemented
a more elaborate algorithm for identifying commands
and songs. Another reason for not implementing a more
efficient searching algorithm is because the database that
we created is small and it would be a computational
process that we don’t really need.

6. Jukebox Module

As mentioned previously Jukebox Module is an audio
processing manager. In this case, it represents the songs
which have been previously synthesized with Vocaloid
Editor 3.0.

: 10 (i):pct)icms l

A |

Option i+1

v

Is equal to

comd 1 or Clear the sentence
eliminate the
robot ‘s name

I comd 2 or comd 3 ™

NO or comd 4 YES
|
 J

Song title
|

NO p Song title is

< equal to title 1 or P Execute the
. command
title 2 or...title N YES

Fig. 4: Command and song title identify flowchart.

Jukebox is able to play files in wav, mp3, wmv, wma
and mpg. Basically it has two functions: playing and
stopping audio files in the formats mentioned above.
These two functions or commands use one ID number to
facilitate the execution of commands. In turn, each audio
file has an ID number that is assigned in the command
in which they were added to the database.

Jukebox receives the command’s ID and the song title
ID after the song begins playing or is stopped according
to what prompted. Virtually, Jukebox plays or stops a
song when the command has been executed.

7. Vocaloid Editor 3.0

Vocaloid (fR—#4 B 4 F Bokaroido) Editor 3.0 is an
speech application software that is able to sing. It was
developed by the Yamaha Corporation in collaboration
with the Music Technology Group at the University
Pompeu Fabra in Barcelona, Spain.

The software provides the user with the ability to
synthesize songs simply by typing the lyrics and melody.
It uses the voice synthesize technology specially recorded
from dubbing actors or singers. To create a song, the user
must enter the melody and lyrics. An interface of a piano
roll is used to incorporate the melody and lyrics that can
be put into each note [10].

Figure 5 shows the main screen of Vocaloid Editor 3.0.
To the left, you can see the piano roll that helps create
notes and some notes being made example.

7.1 Vocalistener

Vocalistener is a plug-in that can be integrated to
the Vocaloid Editor 3.0 program. VocalListener focuses
on the combination with the Vocaloid Editor 3.0 software
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Fig. 5: The main screen of Vocaloid Editor 3.0

and facilitates the work and the burden of making a song
with Vocaloid Editor 3.0, and at the same time, improves
the quality of the song. VocaListener is an automated
online-generated file system and is running on a specific
server, allowing users quickly get a good quality of CSA
(Vocaloid Sequence) in a quick way, to present it before
loading the original file and the voice wave lyrics file.
This technology can greatly reduce the work to make a
good Vocaloid VSQ file [3].

In Figure 6 we can see at the top an example of how
to introduce the song (Acapella Song) and VocaListener
generate the voice signal that is showed in the image,
therefore the notes are created for this input signal. We
can also see an example of the notes as they are created
and how you entered the letters of the same manner
that the letters should be introduced in Japanese using
hiragana.

7.2 Synthesizing a song using Vocalis-
tener

There are several ways to synthesizing a song using
Vocaloid Editor 3.0 but the way you have best results is
when using VocalListener.

To synthesize a song using VocalListener, it is neces-
sary to have the song’s acapella version in wav format.
Then the file is exported to Vocalistener and this gen-
erates the signal corresponding to the voice, this signal
is what helps us generate the notes on the size and scale
necessary to go manually entering only the lyric of the
song, remembering that we have to respect the hiragana
letters and we must introduced the lyric in Japanese.

Since it has been introduced the letter and notes were
generated need to listen and edit manually synthesizing
as VocaListener not a perfect program that can generate
so silent moments that cause the sequence of notes lose
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Fig. 6: VocaListener’s Main Screen.

quality.

When you finish editing the synthesis according to
our requirements is exported to Vocaloid Editor 3.0 the
sequence of notes which is what allows us to manipulate
the voice of the interpreter, i.e. the interpreter we can
choose to be a male or female voice. Finally this synthe-
sized song is exported database where Jukebox can take
it to be reproduce.

8. Experimental Results

Being able to sing as part as a module adds an
additional function to the robot, which in this case as the
name says is a feature that allows the robot to sing. This
function as seen above is activated by voice no matter
who is the speaker, but the commands are specific, i.e.
for the module is activated you need to ask the robot to
sing a song, we have to remember that the robot base
language is Japanese.

The module makes singing the prayers processing
provided by speech recognition that facilitates the rapid
identification of errors. We have different types of pos-
sible errors are detected. Then we’ll talk a little about
them.

e Error 1: The Singer Module first searches the com-
mand is known, therefore if within ten options
provided by speech recognition known no command
module discards this information and start the
process again so the user will have to repeat the
command.
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Table 1: Commands executed.

Commands Numbers Times Repeat the Command Type Error | Type Command
Execute 91 0 0
2 (3 times repeat, first and second
time causes an error on third time the
command is executed) 4 (song) 4 (play)
Error 9 7 ( 2 times repeat, first time cause 2 (stop)
error second time the command is 4(command) 2(play)
executed) 3 (song) 3(play)

o Error 2: The following error has to do with the song

and here are two possibilities:

— Error 2.1:

Taking into account that the command has
been detected as known in this case we proceed
to find the song but if the song is not in the
database the Singer Module will detect this
error and then this process will reboot and the
user will have to repeat the by the robot.

— Error 2.2 If the song is in the database but
speech recognition is not optimal, i.e. has the
wrong name, then reboot process and the user
will have to repeat the command to the robot.
These errors have to do with the command to
sing (play), in case the command you ask the
robot is the stopping (stop) then there can only
be one type of error is that the command is not
identified as known and the user will have to
repeat it.

To test the operation of the Singer Module became
the next test. He gave the commands system randomly
hoping that properly executed which run ninety-one
times correctly, i.e. that it was only necessary once
for both Speech Recognition Module singing as operate
properly. These results we can observe in the table 1.

The remaining nine times an error was generated from
those already mentioned above. In this case two of those
nine times that there was error was necessary to repeat
the command three times, i.e. the first and the second
time the command was given and error was detected
until the third time that the command was properly
recognized and enforced, for this case, the error occurred
in the command “play” and due to a mistake in the name
of the song because the name was not detected correctly.

On the other hand seven times was necessary to repeat
the command twice, i.e. the first time you said the
command was a mistake and was present until the second
time the command was said that this was identified
and executed properly. Four times the error is present
because the command was not correctly identified by
speech recognition. It is noteworthy that were twice as
was the command “play” and twice the command “stop”

respectively which were not identified correctly.

Finally three times was no error in the command
“play” because the song is not found as the name of the
song provided by the speech recognition did not match
that of the database.

From this we conclude that on average 90.09% com-
mands are executed correctly and also on average it
can fail 9.90% of the time, that the best you only need
to repeat the command a second time for this to run

properly.

9. Conclusions

Using the Singer Module we can obtain a new function
that the robot will be able to perfom perform in this case
is to sing a song when prompted to do so.

The Singer Module as we saw earlier in the process
needs the help of Speech Recognition Module and Juke-
box Module, it is important to mention that for the
Speech Recognition Module its really complex identify
long sentences as is the command they need to activate
the Singer Module, so one of the qualities of Singer
Module is processing information that provides speech
recognition and extract the important parts of the sen-
tences that receives and analyze, identify errors if even
present and otherwise execute the command you have
received.

As mentioned in the results section the 90% of the
commands that are given to the system run successfully,
these are good results since we can say that the process-
ing module performs Singer is optimal and efficient.

We note that speech recognition improves if the person
giving the commands have a complete mastery of the
language in this case Japanese because as mentioned
in section Julius Speech Recognition Module is a pro-
gram designed especially for the recognition of Japanese.
Furthermore Vocaloid Editor 3.0 was chosen as base
software for creating songs as this is a software dedicated
to speech synthesis based on letters and notes here.

For the creation o the songs, those were recorder in
“acapella” versions in order to use the tool VocaListener
and generate more quality songs. Vocaloid Editor 3.0
is one of the best programs for creating synthesized
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speech, artificial voice in other words, so far has not been
possible for humans to create a perfect speech cast by
a robot or a machine, Vocaloid Editor 3.0 is as close
to a human voice as the software allows modification of
some features of voice such as vibrato, pitch, stress of the
pronunciations, changing dynamics and tone of voice.

As future work is to further expand the database of
songs and create songs in other languages such as English
or Spanish. In addition to adding a new process to Singer
Module that is dance, i.e. the robot generates some
movements either your head or hands, to be in line with
the song that played. If the database can be expanded
for future work would be to implement a more efficient
search algorithm to improve the processing of commands
and execute commands faster.
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Abstract— Localization is a key research topic in mobile
robotics, responsible to assist robotic systems equipped with
sensors, to navigate with certain autonomy. Unfortunately,
the sensors shows frequently reading errors that disturb its
location. In this paper, we describe the development of a
computer vision system for autonomous navigation of a robot
in a simulated environment. The system uses a unattached
camera to detect the robot, concentrating the localization
problem in the feature extraction of the images. Also, it
uses Artificial Intelligence algorithms to determine the path
in order to find the best solution. Our results show that
the robot was able to follow the path and reach the goal,
validating the proposed method.

Keywords: Autonomous Navigation, Path Planning, Artificial
Intelligence, Computer Vision

1. Introduction

According to [10], mobile robots are automatic transport
devices, indeed, mechanical platforms equipped with a lo-
comotion system able to navigate through a given environ-
ment, endowed with a certain level of autonomy to their
locomotion. Autonomy is not just about energy sufficiency
issues, but also the processing capability to plan and execute
some tasks. Navigation in unknown environments is one
of the areas with great interest to mobile systems, offering
wide range of applications, from systems that assist in-house
cleaning [5] to dangerous operations of search and rescue
[6].

Navigation is an intrinsic feature of robots, allowing them
to move freely into its environment until reach its goal.
According to [7], dead-reckoning is a classic method of navi-
gation, whose accuracy depends directly on the quality of the
sensors used. Given that its location is based in previously
locations, is inevitable the accumulation of position errors.

The compensation of position errors demands integration
of multiple sensors. Combining their data, improves signif-
icantly the estimation of robots location in its environment.
The technique proposed by [3] uses sensors that capture the
direction, acceleration and engine revs. The authors demon-
strate various improvements considering that heterogeneous
sensors have different perceptions and can cooperate with
each other.

Looking to increase the accuracy, adding information
extracted from images provided by a webcam, shows to
be an potential alternative to assist the path planning and
execution. This is the motivation for the proposed work, that
uses a webcam with panoramic view, to guide a robot to a
goal, without human intervention and use of sensors.

2. Problem Description

The evaluated system consists of a robot with colourful
parts that assist in determining its position, which is built
under the Mindstorms NXT® platform. Big boxes are used
to simulate obstacles that blocks the robots way. The goal is
represented by a small sheet on the floor. A low-resolution
webcam positioned on the environment’s ceiling. The pro-
cessing is performed by a laptop connected to the webcam,
which sends the movement commands to the NXT®. Fig. 1
illustrates the environment layout and its components, where
the target is a green rectangle, and the obstacle is a white
rectangle.

Fig. 1: Side view PathFinder’s environment layout

The environment layout has restrictions on the objects
colours, due to the filters used to localize them. The robot
has blue colour on its head and red in its tail (Fig. 2). The
obstacles are white boxes of the NXT® kit and the goal is
a small green sheet.
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Fig. 2: PathFinder’s design

The system uses Computer Vision [2], [8], [12] and Arti-
ficial Intelligence [13], [9] techniques. The system modules
are illustrated in Fig. 3 and are responsible for:

1) Image acquisition using a webcam;

2) Feature extraction that determines the position of

robot, obstacles and target;

3) Path planning to find the best solution avoiding obsta-

cles;

4) Communication between the computer and robot;

5) Mapping update that also checks if the objects stay at

the same place in the map;

6) Goal test to check if the robot reached the goal

Fig. 3: System Modules Flowchart

3. System Development

The autonomous control system is implemented in the
programming language Python, which although slower than
other languages has become very popular in a short time, due
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to its simplicity and clean syntax. Furthermore, it’s easily
integrated with C/C++ codes, allowing to involve them in
Python wrappers. This provides two advantages: have a fast
code as the original C/C++ code and easy syntax coding.

Two libraries are used: OpenCV (Open Source Computer
Vision), coded in C and C++ with interface to Python, which
has a wide range of Image Processing and Computer Vision
techniques; and nxt-python, an interface designed to send
commands interpreted by the NXT® brick, unlike NXC and
NXT-G, compilable languages that runs on the brick.

The next subsections will describe the approaches for each
module of the system shown in Fig. 3.

3.1 Image Aquisition

The system initializes sampling an image from the web-
cam through the OpenCV library, however this first image
should be discarded because it’s completely out of focus due
to insufficient time to focus adjustment implemented in most
webcams. To get around this problem, the system initializes
the webcam and waits 30 seconds, enough time to adjust the
focus.

The acquisition of image doesn’t takes into consideration
the quality of webcam resolution, so any low-cost webcam
can be used in the system. It happens due to the reduction
in the resolution of the image after the feature extraction
module described below. The new resolution is calculated
based on the minimum space that the robot can move in
a safe way. Therefore, any higher resolution provide for a
better hardware would be wasted. The next step will detail
the techniques used to define the objects positions.

3.2 Feature Extraction

This step has a big importance to the system, since the
navigation of the robot is based on the feature extraction of
the image obtained in the previous step, without intervention
of any other sensor. This step is subdivided in two groups of
interest, one used for navigation and the other to construct
the occupancy grid map:

1) Robot’s Position and Direction;
2) Obstacles and Target.

3.2.1 Robot’s Position and Direction

As described before, the robot has details in red and blue
on its edges, then to determine the robot’s position comes
down to locate the region that contains the greatest intensity
of one of these colours. Our approach uses the thresholding
technique described in [4], to determine the region in the
image that has a given colour. To detect the blue colour,
for example, he technique on channel zero index of image,
representing only the intensity of blue in each one pixel. It is
normal that images with regions in blue colour show greater
intensity on this channel as compared to regions of other
colours, which are also composed of blue. The result is a
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binary image, indicating regions that present values higher
than the threshold determined.

Fig. 4: a) Segmented image of the robot. b) Binary image
applying threshold 70 on the blue channel.
al k]

Once the blue region of the robot is identified, the robot’s
position on the map is determined by the central pixel of
this area. The Python function that returns the median pixel
in shown in Fig. 5

Fig. 5: Python function that returns the median pixel of a
colour region

def getMedianPixel(self, color, threshold):
image = npy.array(self.image,int)
pic = npy.array(image[:,:,self.color])
averagePic = npy.array(image,int)
pic -= npy.average(averagePic,2)

image = npy.array(255 % (pic > threshold))
hFlat = npy.sum(image, @)

vFlat = npy.sum(image,1)

hIndex = 0@

vIindex = 0

i=0

for val in hFlat:
hIndex += val * i

i+=1.
hIndex /= npy.sum(hFlat)
i=0.

for val in vFlat:

vIndex += val % i

i+=1.
vIndex /= npy.sum(vFlat)
return int(hIndex),int(vIndex)

Likewise the previous step, the median pixel of the red
region is found, and assists in determining the direction of
the robot. In order to select the best technique to be used in
the system, two approaches were implemented and analysed.

The first approach uses SVM (Support Vector Machine),
a machine learning method presented by [14], to classify
which class a given image belongs. To implement this pro-
cedure, is used the scikit-learn library, that is able to classify
multiple classes. Five classes were criated: Up, Down, Left,
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Right, and Null, corresponding to valid directions (multiple
of 90 degrees) for navigation and Null for any other invalid
direction (see Fig. 6).

Fig. 6: Class examples (Down(a), Null(b), Left(c))
a) b} ]

To train the SVM, a set of several images was provided,
and the training parameter was calculated by the versor
[vx,vy] of the median pixel of the blue region (z2,y2),
with origin the median pixel of the blue region (x1,yl).
The versor is computed as follows:

o — (22 — 1)
) V(@2 —21) + (y2 — y1) W
(y2 —yl)

vy =
V(@2 —21) + (y2 - y1)

The second approach uses only geometric equations
to determine the direction, using Python numpy library.
The arctan2 function receives as argument two values that
indicate the direction of the vector in a Cartesian plane
and returns the corresponding value of the angle formed by
these points in radians, in the range [—m, 7]. With the vector
direction with the coordinates to the edges of the robot, is
used the rad2deg function to transform the result in degrees.

Fig. 7: Python function that returns the angle relative to the
Y axis.
def findAngle(self):
y = (self.blueY-self.redY)
x = (self.blueX-self.redX)
return (npy.rad2deg(npy.arctan2(x,y)))

With a preliminary simple comparison, it was observed
that both produce equivalent results for this problem, being
indifferent to to choose of one over the other. However, we
opted for the second approach to avoid the SVM training
step and storage of large data set required to the training
step. In trivial cases like this, is not obvious improvements
on the use of Machine Learning techniques, but in facial
expressions recognition applications, as in [1], the use of
SVM becomes indispensable.

3.2.2 Obstacles and Target

The obstacles placed in the environment block the robot’s
way, so it has to be identified and indicated as unavailable
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places in the path planning step. The first approach tested
used edge detection algorithm to find the obstacles, but
ended up being discarded because it left the inside of the
obstacles as free points for navigation.

The obstacles, the Mindstorms NXT® kit white boxes,
such as for the robot, are localized by thresholding technique
in the blue channel of the image, using a blue threshold just
below the value we use to find the robot. The resulting binary
image contains the area of the boxes and also, undesirable
parts of the robot. This is corrected after removing a rect-
angle that represents the total area occupied by the robot,
around its blue dot calculated previously.

Use the same process of thresholding to determine the
goal’s central pixel, represented by the green sheet.

Once all the obstacles and goal are detected, the map
represented as an occupancy grid is constructed, as described
by [11]. All the available and unavailable indexes to navigate
and the goal are represent by 0, 1 and 99, respectively.

In this step, with obstacles and targets detected, the map is
constructed represented by occupation grid [11], assigning 1
to spaces occupied and 99 for the target in a two-dimensional
array.

3.3 Map Update

This step is important for saving a considerable amount
of processing time in the system, avoiding unnecessary path
planning calculations every time a new image is acquired.
This analysis process compares the current positions of the
objects with their positions when the path is previously
planned, determining if the path needs to be recalculated.
Therefore, in case the objects move for some reason, or any
intervention in the environment occurs, the robot is able to
recalculate the path and reach the goal.

Fig. 8: Python function that indicates a map change and
updates it

def mapChange(self):

newMap = self.readMap()

mapDiff = npy.abs( newMap - self.map )

if ( npy.sum(mapDiff) > self.mapThreshold ):
self.map = newMap
return True

else:
return False

3.4 Path Planning

Once the map is constructed, indicating the position of the
robot, obstacles and target, we used the A-Star algorithm
to find the best path to be executed by the robot. As
demonstrated by [9], it is necessary to estimate a consistent
heuristic function to have a optimal results. The cost function
F is calculated by G + H, where G is the exact cost of the
starting point to the current point and approximate heuristic
function H is calculated by the number of movements
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required to reach the goal, excluding the obstacles, moving
only horizontally and vertically.

Fig. 9: Python function to calculate the A* cost function F
def G(pos):
return Dg * (abs(pos[@] - startX) + abs(pos[1l] - startY))

def H(pos):
return Dh * (abs(pos[@] - targetX) + abs(pos[1l] - targetY))

def F(pos):
return G(pos) + H(pos)

In order to facilitate the execution of the path, the function
returns a new two-dimensional array with same size of the
constructed map. It contains only the path, indicating the
goal by the number 99, decreasing 1 each movement toward
the starting point. The Fig. 10 shows an example of the path
returned.

Fig. 10: Path planned by A* algorithm, with starting point
[2,3] e goal [15,15]

[l @ ¢ ¢ @ ¢ © ©¢ @ @ @ © @ @ @ © @ O]
[6 6 ¢ 2 ¢ 06 @ 0 0 @ @ 0 @ 0 @ @ @ 0]
[6 @ 7475767778 @ @ @ 0 @ @ @ @ @ 0l
[6 0 @ 2 @ © @279 0 @ @ 0 @ @ @ @ @ O]
[6 @ @ 0 @ © 080 © @ @ 0 @ @ @ @ @ 0]
[6 0 @ 2 ¢ 0 081 0 @ @ 0 @ @ @ @ @ O]
[6 @ @ o © © 082 © @ @ 0 @ @ @ @ @ 0l
[6 0 @ 2 ¢ © @283 0 0 @ 0 @ @ @ @ @ O]
[6 @ @ o © © 084 0 @0 0 0 @ @ 0 @ @ 0]
[6 0 @ 2 @ © 068 © @ @ 20 2 @ @ @ @ 0]
[6 @ @ o © © 08687 0 0 0 @ @ 0 @ @ 0]
[6 0 @ 2 0 0 0 08889 @ 0 2 @ @ @ @ 0]
[6 @ @ 0 @ © © © ©9091929394 @ @ @ 0l
[6 0 @ @ 06 ¢ @ 0 0 @ @ @0 @29 @ @ @ 0]
[6 @ @ 0 @ © © 0 © @ @ © @96 97 @ @ 0l
[6 0 @ ¢ 0 ¢ @ © © @ @ © @ @ 9893 @ 0]
[6 @ ¢ 0 @6 @ ©¢ ©¢ @ @ @ 0 @ @ @ © @ Ol
[6 06 @ @ @ ¢ @ 0 0 @ @ 0 @ @ @ @ @ 0]]

3.5 Robot’s communication

Using nxt-python interface, control commands to move
the servo motor are given through USB or Bluetooth con-
nections. The use of wires is not feasible in this context,
since it influence the feature extraction step and obstruct
the movement of the robot in its environment. Therefore,
even with the delay in wireless connections, we opted to
use Bluetooth.

As proposed by the model, the entire path execution is
based on visual information obtained by a webcam. There-
fore, every new image acquired, compares the neighbours
values of the robots current, considering only horizontal
and vertical movements. The highest value determines the
direction that the robot must follow, Fig. 11 (a) illustrates
an example where the robot is at position [x,y], 78 value,
and determines that the highest neighbour value is in the
position below, [x + 1, y] highlighted in red, readjusting his
new direction to 180 degrees relative to the Y axis.
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Fig. 11: a) Robot’s direction adjustment, considering the
robot is at the position with value 78. b) Angle correction
based on the highest nighbour

a) b)

[y
lo.)f
0 0 0 0 @
o o[o]le o i
76 [77178] @] o fxy-11 270 = 90°[xy+1]
@ o[79] 0 o
@ 080 6 0
180°
[x+1,y]

Our developed approach is able to reach the goal even
with uncertainty and variability of servo motors described
by [13], which causes deviations even in simple commands
like move forward.

3.6 Goal test

To determine if the goal is reached, we compare the
coordinates of the robot and the goal, acquired in the feature
extraction step. If they have the same value, the system
finished. Otherwise, the system keeps sending commands
to move the robot towards the goal. The function is shown
below:

Fig. 12: Python goal test function

def checkFinish(self):
if (self.targetX == self.blueX and self.targetY == self.blueY):
cv2.VideoCapture(@).release()
return True
else:
return False

4. Conclusions

The present work showed that, through a computer vision
system, a mobile robot in a restricted environment layout can
be guided from one point to another without needing human
intervention. To perform this task, studies were carried out in
search algorithms, machine learning, computer vision, image
processing and robotic navigation to ensure the robot is able
to plan and execute the path satisfactorily.

Using thresholding techniques to object detection and A*
search algorithm to path planning, it was possible the sys-
tem, validating the proposed autonomous navigation method.
However, some aspects should be carefully analysed, such
as the computational cost of image processing and the
processing capacity of the hardware involved, since they are
determining factors to the system execution.

During the experiments, where the feature was evaluated
to determine if the robot had reached the target or not,
undesirable characteristics were observed in the system,

which can be improved in a future work. As an example,
one can cite that, in some cases the system drew trajectories
very close to obstacles. Even having enough space to keep
distance, providing possible collisions when doing bends
near the edges of obstacles, or even in cases which the robot
had totally unexpected behaviour, caused by different light
conditions in the environment forcing the recalculation of
the thresholds for the correct identification of the objects
position.

As possible improvements for future work, we would like
to:

o Use HSI colour system instead of RGB, aiming to get
better results in different light conditions.

o Use a safety margin around the obstacles to avoid
collisions.

o Change the path planning algorithm to select the best
path with the minimum possible number of turns, in
order to save time on the robot’s readjustment direction.

o Create a graphical user interface to simulate objects
position identified by the system.
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Abstract — Find the goal in a game from the RoboCup
Soccer Humanoid League using computer vision is one of the
main tasks in this kind of competitions. Detect the contrary
team's goal it is important, if one of the humanoid team
members seeks its own goal the robot could share the
information with the rest of the members team. In this paper,
the Humanoid University team focus in a method which not
only detect the contrary or own goal but also find the
humanoid relatively position to the goal. The target is extract
a goal descriptor vector (Boundary Object Function method)
from different points of view (a goal's point-of-view map).
With all of those vectors an Artificial Neural Network
FuzzyARTMAP is trained. Thus, using the classification
FuzzyARTMAP process, each humanoid can aim to the goal
and figure it out where is itself located.

Keywords: Humanoid, detection,
FuzzyARTMAP, position.

soccer, BOF,

1 Introduction

The RoboCup Soccer Humanoid League, is focused in
design, develop and test several algorithms to improve the
abilities of each robot in a Soccer Game. Walking, running,
kicking the ball, detect the goal, ball, each robot positions,
etc are a common challenge for the participants in this
League.

The Humanoid University team, specifically the robot
vision sub team, is seeking for new methods to detect the
goal, the ball, each humanoid and even the contrary robot
team.

The procedure to recognize the goal and the humanoid
position are described in this paper split in three main
sections. The first one, methodology, explain the algorithm,
its details and considerations that were implemented. Color
segmentation, extract the Boundary Object Function (BOF)
[1] in order to train an Artificial Neural Network (ANN)
FuzzyARTMAP [2] and the mapped field humanoid auto
localization. The second part shows the tests and results. And
finally, the conclusions.

1.1 Technical aspect of humanoid soccer player

There are three categories in the RoboCup Soccer
Humanoid League: KidSize (40-90 cm height), TeenSize
(80-140 cm height) and AdultSize (130-180 cm height) [3].

The Humanoid University team purpose is gain expertise
in the KidSize category and in the next year compete in
AdultSize category.

In KidSize category only 4 robots can play. One of them
as a goal keeper. The object of the game is to score by getting
the ball into the opposing goal (FIFA rules-like)

The goal is 110 cm height and 225 cm width. And is
yellow painted. The light conditions depends where the site
competition is built.

Every robot have to be similar to the human body. The
type and the number of sensors are limited as many as a
human has. Therefore, Therefore, it only allows a maximum
of 2 cameras in the visible spectrum.

1.2 Other algorithms

In the RoboCup Soccer Humanoid League are used
several algorithms to detect the goal, the ball, and the lines
of the field.

An example of the algorithms based on geometric
characteristics is the combination Canny Edge Detector [4]
and the generalized Hough transform [5]. After some image
processing, the edge of the field lines or goal posts obtained
are converted in a mathematical representation. Only the
lines, dots or circles that belongs to certain set of rules are
accepted as the goal, the field lines or even the circle.

Algorithms based on the color of a group of pixels is
another feasible option to identify marks. A feature vector
contains the information of a pixel or group of pixels related
to their spatial position and/or the color information [6]. A
lot of Lookup tables (LUT) need to be generated to associate
the color groups to an specific mark. Using Support Vector
Machines (SVM) is an option to process the image.

The algorithm presented in this paper, combines
colored based processing and geometrical conditions of
highlighted objects.

2 Methodology

In order to explain the process to detect the goal and in
consequence the humanoid position, first the steps are
explained and then, in every subsection, the specific
algorithms are shown.
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The steps to detect the goal and auto locate the robot
are:

1. Get an image of the goal. If the goal is not in the
scene turn the head or the body until the goal
appears. Note: It needs to complete this full
procedure to determine if the goal is in the scene or
not.

2. Convert the RGB image to a HSV (Hue-Saturation-
Value) color space.

3. Apply a mask in order to get only the goal in the
scene.

4.  Extract the boundary points. Only the internal ones.
5. Calculate the goal centroid.
6. Calculate the BOF.

7. Match the correct BOF according to the robot
position. Before, the ANN FuzzyARTMAP needs to
be trained.

The main steps are described below.

2.1 Color segmentation

The video sensor used by the humanoid is color based.
Three channels: red, green and blue are detected. The goal
and the ball color are yellow (rule book, 2014). But the light
conditions in the court change depending of several factors.
For instance, the sun light during the day, the clothes color of
the attending audience, the background or the camera
flashes. Those changing aspects make difficult to recognize
the yellow color.

Figure 1 a) Original image. b) segmented image,
¢) mask image

Changing from RGB to HSV color spaces has been a
commonly used technic in this kind of competitions. Due to
yellow hue range is limited to certainly values, using a mask
can segment only yellowed color objects. The Figure 1 shows
the goal filtered using a HSV mask. The range mask is
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[[20,130,130] — [40,255,255]]. The hue range is from 20 to
40 degrees. The saturation varies from 50.9% to 100%; the
value range from 50.9% to 100%. These values are adapted
in every competition site where the humanoids play.

2.2 Boundary Object Function

The Boundary Object Function (BOF) [1] is a method
to extract a characteristic vector from an object. BOF is
based on determining the geometric distance between the
boundary points of an object to its centroid. This vector is a
discrete function that can be learned by an ANN
FuzzyARTMAP. The algorithm has probed that it is invariant
to scaling, translation and rotation.

The final implementation will be in an FPGA (Filed-
programmable gate array), therefore, the team tested this
method to recognize the goal. Thus, the BOF and ANN
FuzzyARTMAP were implemented in C programming
language and OpenCV.

An alternative method to find the contour object is
stated in [7]; but it only works with objects whose centroids
are contained within the object itself; the goal centroid does.
This is because in the trajectory seeking the border point,
could find more than one boundary point. In this way, the
vector BOF will be filled with centroid-boundary-points
disordered. This means that 2 border points with the same
trajectory from the centroid might be in different position in
the BOF array, which is inconvenient for the learn process.
The FuzzyARTMAP might confuse the array elements and
create an incorrect neural.

However, modifying some restrictions in the find border
points algorithms the method is available to get the
Boundary Object Function with objects whose centroid is
outside of the object area (Figure 2).

Figure 2 Boundary inside points and centroid

It should be noted that only the inside boundary points
of the goal are necessary. Hence, will never exist boundary
points surrounding the 360 degrees from the centroid.

Once the HSV image conversion has been done over the goal
image, the steps to calculate the BOF modified algorithm are
the next:
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1. Convert the image to a binary image. 255 pixel
value for the background and 0 pixel value for the
segmented goal.

2. Calculate the goal centroid.

3. Trace a straight line which cross the centroid with
an angle . The first iteration, ¢ = 0 degrees.

y = tan(en)x + by (1)

4. This straight line is the trajectory scanning for a
value change from 255 (background) to 0 (goal).

5. When occurs that change, it is for sure that a
boundary point exist. Then the pixel coordinates are
stored in the boundary point vector.

6. Increase ¢ until surround the 360 degrees from the
centroid.

7. In case the scanner does not find a boundary point
but the limit of the image has been reached, it breaks
the loop and increase ¢ again until 7 is reached.

8. Normalize all BOF elements; divide each element by
the maximum.

The Figure 3 shows the BOF graphic. The number of the
BOF elements depends on the precision settings defined for
how many straight lines are traced. More elements, better
ANN matching, however more computing time is used. And
vice versa. It is important to find a balance between these 3
characteristics. In this case 111 BOF elements were set.

1 T T T

o E‘U 4IU E‘U E‘U TEU 120
Figure 3 BOF

2.3 Mapping humanoids on the field

Recognizing the goal using BOF & FuzzyARTMAP is
not the only purpose of this paper. Knowing an approximated
position of each robot is very important for the strategy of
the game. Not only for aim the opposite goal, and kick the
ball in that direction, but also figure out where every robot is
located for plan the next move (not discussed in this paper).
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Taking several images of the goal from different views,
the BOF goal will change. Hence doing a map of several
points of view on the field and taking an image of the goal
from each position is possible to obtain BOFs. That BOFs
can train an ANN FuzzyARTMAP. Every BOF is a class, a
position on the field. The Figure 4 shows a grids representing
several classes.

I

Figure 4 Mapping the field

Due to that the court is symmetrical, it is only necessary
to train the ANN with the half of the field. Even only a
quarter field could be used. But in order to improve the
matching results it is better to use the half of the field.

The process shown in Figure 5 is an example of three
main points of views converted in its corresponding BOFs.

Class (1,1)

o

Class (2,1) Class (3,1)

L

| BOF (1.1) BOF (2.1) |

Figure 5 BOFs examples from different views

BOF (3,1)

Highlight the fact that every recognized BOF represents
a point of view, immediately the humanoid will know where
it is located.

In the case of two or more BOFs are quite similar and
the FuzzyARTMAP classifier does not notice any difference,
an extra characteristic can be added to the class. In order to
strength the matching process, the original distance from
each boundary point to centroid can be attached.

In order to make the algorithm invariant to scaling and
rotation, the BOF vector is normalized. However mapping
the point of view could bring more than two BOF very
similar. Therefore, preserve the original distances from
boundary points and centroid help to distinguish several
points of view. Larger the distances, the points of view are
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closer to the goal and vice versa. In an array are stored these
ranges and their corresponding field position.

At the beginning of the game or when a robot is back to
the game after repairing, one of the main tasks is to locate
the opposite goal. Then, the robot turns its head until
recognize the goal or the ball, it depends of the robot role. If
the humanoid couldn't recognize any, starts walking in order
to turn the whole body to find the goal.

Even, if a robot has fallen and before it stands up, the
goal seeking procedure starts to detecting the opposite or
own goal. However the goal keeper is marked with a specific
color. Thus, whether is the own or opposite goal, the auto
localization of each robot is guarantee. If it detects the goal
and the team's goal keeper, it infer that only turning the body
can aim to the opposite goal.

3 Test and Results

The process to test this new method consisted in taking
three image of the goal from different positions; goal left
(GL), goal center (GC) and goal right (GR). The coordinates
(in meters) for each point of view is as follows: GL(4.5, 0.0),
GC(4.5, 3.0) and GR(4.5, 6.0). The origin is the left corner
of the opposite half field. To these three images, the BOF was
extracted (Figure 6). Then the FuzzyARTMAP was trained. It
was created 3 different classes.

Inside border points and centroid BOF

7

Figure 6 Processing the Classes GL, GC and GR
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In the second stage, new images were taken, however,
this time the FuzzyARTMAP worked as a classifier. In the
Table 1 the results are shown.

From eleven points of view the algorithm was tested. In most
of the cases a match occurred. And the recognition was
succeeded. In two cases, there were mismatches. The image
17 from the point of view which its coordinates are (4.0,
3.2)m should have been classified with the GC class.
Because the position is to close to the center (4.5, 3.0)m and
a mismatch occurred.

Coorﬁ%:s [(m] Class GL | Class GC | Class CR | Result
11 (4.2, 0.0) v X X Match
12 (4.2, 0.2) v X X Match
13 (4.5, 2.8) X v X Match
14 (4.7, 3.0) X v X Match
15 (4.5,3.2) X v X Match
16 (4.7, 3.2) X v X Match
17 (4.0, 3.2) v X X Mismatch
18 (4.2, 6.0) X X v Match
19 (4.7, 6.0) X X v Match
110 (4.6, 6.0) X X v Match
I11 (4.6, 6.0) X v X Mismatch

Table 1 Classification test

The same behavior can noticed with the image I11
correspondence with point of view (4.6, 6.0)m. Is
approximated to the GC Class position.

4 Conclusions

The results of the tests were favorable. It succeeds in
72.72% of the cases. In spite of two mismatches, the
proximity with other point of view confused the
FuzzyARTMAP classes. The images 17 and I11 have similar
BOFs with GL Class and GC Class, respectively. Thus the
lack of more classes, not only among GL and GC, produces a
wrong match. However, if more classes are calculated from
all over the field, the classification would be more accuracy.

The fact of the consideration that the same goal viewing
from different points of view is a different object, results in a
convenient application for this BOF object recognition
algorithm used mainly in manufacture area.

The main reason to probe this object recognition method
in the goal detection is because BOF algorithm has fewer
random accesses to the memory. Even, it is not necessary to
store the whole image in memory neither the inter created
image, resulted from the image processing.

Due to the purpose is to implemented this goal detection
and auto localization method in hardware using descriptor
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languages; in an FPGA. With only fetch 3 consecutive lines
of the image it is possible to get the centroid and border
points of the goal. Implement the FuzzyARTMARP classifier
and HSV segmentation on an FPGA is a future research task
for the team. It is feasible get in only one chip the video
processing algorithms attached to video sensor.

The restrictions of this method, described above, are the
difficulties to watch the whole goal in only one frame. If the
robot is to close to the goal, the size of the goal makes
impossible recognizes it with this algorithm. But, as were
mentioned before, exist the possibility to detect the own goal
for the forward player or the opposite goal for the defense or
the goal keeper.

If it is required more position accuracy then is necessary
to train the ANN with more BOF's points-of-view. But it
requires more computer process. Even though the computer
time was not something to consider, the fact that the
FuzzyARTMAP can learn several information it requires
certain differences between the classes in order to distinguish
them.

Auto localization allows share the information with the
rest of the team. Thus, spread the possibilities to explore
more algorithms to organize the team, knowing the
approximated position of each member.
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Abstract—In this work we solve a subproblem of the
distance geometry problem in molecular conformation. The
latter aims to determine the three-dimensional structure of
a molecule from a set of imprecisely distances. We are
interested only in the bound smoothing subproblem, which
aims to tighten bounds from a set of lower and upper
bounds on distance for pair of atoms. We apply a Biased
Random-Key Genetic Algorithm to solve this subproblem,
where each entry of chromosomes indicates how to decrease
a bound, with the fitness function measuring the violation
of the triangle inequalities. Experimental results show the
effectiveness of this algorithm to solve randomly generated
instances for which real distances between atoms are known
in advance.

Keywords: Molecule Problem; Distance Geometry Problem; Tri-
angle Inequality; Biased Random-Key Genetic Algorithm

1. Introduction

A important problem in computational biology is to deter-
mine the structure of a molecule, as a protein [1], [2]. Some
experimental techniques have been applied to measure inter-
atomic distances for molecules, as the Nuclear Magnetic
Resonance (NMR) [3], [4] and X-ray crystallography [5].
After measuring the distance between atoms, the next step
is to construct a three-dimensional structure, that is, solve a
variant of the distance geometry problem, which is NP-hard
accordingly to [6].

The distances measured with NMR technique are not
precise, so many of these distances need to be given in lower
and upper bounds. Then, it is necessary to tighten the bounds
in order to construct a well structured molecule. In this
case, a distance geometry problem has to be solved [7]. In
accordance with [8], this problem can be organized in three
subproblems (steps): (i) bound smoothing, (ii) embedding,
and (iii) optimization.

Step (i) aims to improve the bounds given on the distance
of each pair of atoms as well as to compute bounds for those
distances that experimental methods could not estimate, so
aiming to obtain tight bounds for each pair of atoms. In

step (ii), once the bounds are tightened, it is computed
approximate tree-dimensional coordinates for the atoms, and
they are further improved in step (iii). Steps (ii) and (iii) are
repeated until to satisfy all lower and upper bounds. More
details of the distance geometry problem are given in [9].

Experimental approaches that have been used to calculate
a distance for a pair of atoms are not precise. On the NMR,
the structure must have a small quantity of residues, so the
distance can be estimated for pairs of atoms that are at a
short distance (smaller than 6 A) On the other hand, the X-
ray crystallography imposes a crystallization of the structure,
which is very time consuming [10].

As only a set of distances can be estimated from experi-
mental approaches, it is necessary to compute the remaining
ones to obtain a complete structure. The distance geometry
problem is closely related to those in the areas of sensor
network localization [11], image recognition and euclidean
distance matrix completion [12], an extensive review about
distance geometry is avaliable at [13].

The major contribution to the distance geometry problem
with applications in the field of molecular conformation was
given by [9]. They proposed an algorithm, which determines
coordinates for atoms from experimental data. Their algo-
rithm solves the three subproblems previously mentioned.
Another approaches used to solve the distance geometry
problem were proposed by [14], based on graph reduction, in
which an input graph is decomposed in subgraphs and, next,
an embedding problem is solved; by [15], based on global
optimization to solve a weighted function, which does not
need to consider all bounds, so this function is transformed
on easier functions that are quickly solved; by [16], that
considered the geometric buildup algorithm, which can solve
the problem in linear time if all distances are known; by [17],
based on stochastic search; and, by [10] that developed a new
version of the geometric buildup algorithm for a generalized
version of the distance geometry problem. The latter aims to
find the equilibrium positions and the maximal bounds for
each pair of atoms.

We are only interested on step (i), that is, to solve the
bound-smoothing subproblem. The objective of the Bound-
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smoothing is to check consistency and give information
about the distance between pairs of atoms. So, this implies to
tighten the initial lower and upper bounds that are know as
well as to compute bounds for pair of atoms whose distance
is unknown.

The bound-smoothing problem has been solved so far es-
sentially by checking triangle (and tetrangle) inequalities for
atoms-triplet (atoms-quadruple), since tighter bounds can be
obtained if satisfying these inequalities. The computation of
the triangle inequality is straightforward, while the tetrangle
one requires to calculate the Cayley-Menger determinant,
which is constructed on each quadruple of atoms (atoms-
quadruple) and it has worst-case complexity time of O(n?).

Therefore, the literature has been focused on algorithms
to solve instances with a large number of atoms by means
of the tetrangle inequality. A parallel algorithm working
in a shared memory architecture for bound smoothing was
proposed in [8]. Their algorithm spends O(n3logn) time
with O(g;7—) processors, and it is based on classify the
atoms in independent sets and, then, to color vertices of the
resultant graph. They solved satisfactorily instances with up
430 atoms, for which their algorithm required only 5% of
the time spent by a sequential algorithm.

Another parallel algorithm was developed in [18] for the
Beowulf-type cluster of PCs, which requires O(%) time
for p < & processors. This algorithm organizes atoms in
subsets, so atoms-quadruple can be classified at one out of
five types according to the subset that each atom is in. They
solved one instance with 630 atoms with efficiency arriving
at 60%.

In order to solve the bound-smoothing problem satisfac-
torily, we considered the biased random-key genetic algo-
rithm (BRKGA) [19]. The BRKGA has been applied with
successes to solve classical optimization problems, such as
in the area of covering [20], packing [21], scheduling [22],
and clustering [23]. A C++ framework of this algorithm was
made available in Internet by [24].

This paper is organized as follows. In Section 2, a formal
description of the problem is given, while in Section 3, the
Biased Random-Key Genetic algorithm is introduced and it
is explained how this algorithm is used to solve the bound-
smoothing problem. Numerical experiments are presented
in Section 4 and they give details about the algorithm and
its efficiency to deal with this problem. Some randomly
generated instances are solved and the results are compared
with the original structure. Finally, some conclusions and
directions for further works are given in Section 5.

2. Bound-smoothing Problem

In the Bound-smoothing Problem (BsP), let S be the set of
pairwise atoms with coordinates in R3, for m atoms. In the
set S1 C S, for each pair of atoms {a,b} € Sy, it is known
the exact Euclidean distance d,;. On the other hand, given
Sy C S, for each pair {i, j} € Sa, we have [;; < d;; < uyj,
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where [;; and u;; are the lower and upper bounds on the
distance d;;. And, for the last set, namely S35 C S, there is
no information on the distance dy; for each pair {k,1} € Ss.
Moreover, S; U S, U Ss =& and S; NSy N S; = (. The
objective of the BsP is to compute bounds for the pair of
atoms in S3, and then, to tighten the bounds in S5 and S3
while satisfying distance constraints, as those imposed by
triangle and tetrangle inequalities.

In the case of the triangle inequalities, any three points
(atoms-triplet) have to satisfy the triangle inequality, so we
can improve the lower and upper bounds computing this
inequality for all atoms-triplet. In other words, for (i, j, k),
with l;; < di; < wgj, L < die < ugre and 1 < djre < ugg,
the triangle inequality |d;r — dji| < d;; < di, + dj must
hold. Then, the bounds can be improved by:

@ij = min{uij, Uik + ujk},
lij = max{l;j, lix — ujk, Ljx — wir},

)

where [;; e %;; are the new values for the lower and upper
bounds, respectively.

Observe that %;; can be calculated independently of [;;.
Moreover, if w;, > Uk, wjr > U, and iij = max{lij, Lik —
Ujk, ljx — w;}, then we can again improve Zij performing
Zij = max{lij, lin — Uk, ljk — ﬂ,k} Whenever LJ > Uyj,
it follows that the original values are restored.

A straightforward algorithm to update the bounds con-
siders all atoms-triplet and first it computes upper bounds.
Next, all triplets are checked for lower bounds. Algorithm 1
summarizes these steps.

Algorithm 1: Triangle inequality for the BsP.
Input : Lower bound L; Upper bound U; Sets S, S
and Ss.
Output: Tightened lower and upper bounds L and U,
respectively.
11 Let T be the set of all atoms-triplet.
12 foreach rriplet (i, j, k) € T do

13 if {i,7} ¢ S, then

14 Ujj < min{uij, Uik + u]'k}.
15 U < all upper bounds .

16 U+ U.

17 foreach triplet (i,j, k) € T do

1.8 if {i,j} ¢ S, then

1.9 auxr = max{l,-]-, lik — Ujk, ljk - uik}.
1.10 if aur < 7;; then

111 | 1ij + aua.

1.12 else

113 L lij — lij.

114 L « all lower bounds I.

1.15

return sets L and U.
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We consider that « is from U and [ is from L, while
4 is from U and [ is from L. After to tighten the bounds
by applying the triangle inequality algorithm, a bound may
still have some slack, that is, w;, + wjr — u;; > 0 and
lij — liz. — ujr > 0. In this case, it can be eliminated by
computing all-pairs shortest paths [25].

A better way to improve the bounds is to check the
tetrangle inequalities for all atoms-quadruple. The tetrangle
inequality is associated with the calculation of Cayley-
Menger determinants. For a quadruple (i, j, k,r), its deter-
minant detoas(dij, dik, dir, djk, djr, diy) is:

0 1 1 1 1

L0 (dig)?® (dir)* (dir)®

L (dj)* 0 (di)® (d)?* [>0 (2
1 (dri)? (dij)? 0 (de)?

L (dri)? (dej)® (drk) 0

Therefore, for each pair of atoms {k,r}, we obtain 32
inequalities from eq. (2) for the lower bound [, as well
as 32 inequalities for the upper bound uy,. However, only
seven of these inequalities are non-redundant, with three for
the upper bound u,:

detens (lij, Wik, Wir, Uik, Ujp, Uky) > 0,

detonr (wij, Lik, Liry Wik, Wi, Upy) > 0, 3)
deteons (Wi, Liks Lins Wik, Wi, Upr) > 0.
And, another four ones for the lower bound [},,:
detCM Usjy uzka iy l]k}7 Ujr, llm) > O

“4)

detCM 179 zk;uzrv jk;ujr;lkr) > 0

(
detCAI( 1]7 1k7 Uy Ujks l]T 5 lkr) > 0
(I
detCM( z]auzlm iry Uik, ljra lkr) > 0.

Among the values of ug, computed in eq. (3), the smallest
one is compared to the initial ug,., and the minimum between
them are set to wy,-. Similarly, the largest value of [x,- among
those computed in (4) is compared to the given lj,., and the
maximum between them are set to Ij,.

For an inequality detoas(dij, dik, dir, dji, djr, dir) > 0,
in which we want to compute the value of d, knowing the
remaining ones, it is necessary to solve a quadratic equation
to find its roots. Algorithm 2 presents a straightforward
way to tighten lower and upper bounds by computing the
tetrangle inequalities.

In order to get better results, it is recommend first apply
the triangle algorithm 1. Next, the tetrangle algorithm 2 can
be repeated until the largest change in any of the bounds be
smaller than a given tolerance value. Unhappily, apply the
tetrangle inequality a lot of times may bring on a slow ratio
of convergence, once the total number of iterations grows
quickly. Observe that Algorithm 2 has worst-case complexity
time of O(n*) as pointed out in [8].

Algorithm 2: Tetrangle inequality for the BsP.

2.1
2.2
2.3

2.4
2.5
2.6

2.7
2.8
2.9
2.10

Input : Lower bound L; Upper bound U; Sets S, S
and S3.
Output: Tightened lower and upper bounds L and U,
respectively.
Let T be the set of all atoms-quadruple.
foreach quadruple (i,j,s,t) € T do
foreach pair {k,r} out of the six ones in (i,7,s,1)
do
if {k,r} ¢ S; then
U gy <= minimum wug,. from eq. (3).
Upyr < min{ug,, u'g}.

U < all upper bounds .

U<« U.

foreach quadruple (i,j,s,t) € T do
foreach pair {k,r} out of the six ones in (i,7,s,1)
do

211 if {k,r} ¢ S; then

2.12 ' < maximum [, from eq. (4).
2.13 lkr — max{l;”, llkr}.

214 L « all lower bounds .

2.15

return sets L and U.

3. Biased Random-Key Genetic Algo-
rithm

The BRKGA was introduced in [26] and [27]. Algorithm 3
summarizes a typical BRKGA framework, as that provided
in [24].

The BRKGA has two key features that distinguish it
from others traditional genetic algorithm: a standardized
chromosome encoding that uses a vector with random keys
(alleles) uniformly over the interval [0,1); and, a well-
defined evolutionary process which uses parameterized uni-
form crossover [28].

Therefore, the BRKGA performs the crossover without
caring about the feasibility of the solutions generated for
the new individuals. This is possible because of the standard
chromosome encoding that is responsible to guarantee the
feasibility of the decoding function.

The decoding function is the most important of the
BRKGA, since it maps the real vector for a valid solution
of the problem under consideration, and it is also more
time consuming than the other parts of the algorithm. In
some problems where feasibility is hard to achieve, the
decoder may generate invalid solutions, so a penalty factor
is necessary into the fitness for the algorithm converges.

According to algorithm 3, the parameters that must be
specified in a BRKGA framework are the size of the
chromosomes ¢, the size of the population pop, the size of
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Algorithm 3: BRKGA algorithm.

Algorithm 4: Bounds for a given allele.

Generate an initial population Pop.

while not attend a stopping criteria do
Decode each chromosome of Pop and extract a

solution and its fitness.

Sort chromosomes of Pop in non-increasing order
of fitness. Consider the top pop, chromosomes to
be in an elite set Eli.

Next generation n receives Eli.

Next generation Qn receives pop,,
randomly-generated new chromosomes.

Generate off < pop — pop, — pop,, chromosomes
offspring using the parameterized crossover, for a
random parent from Eli and another from
Pop\Eli.

Next generation n receives off .

Pop + Qn.
return chromosome with the best fitness.

the elite set pop,, the number of mutants pop,, introduced
at each generation, and the inheritance probability p.. In the
framework of [24], it is also allowed to define the number
of independent populations £ and the number of threads for
parallel decoding M AXT.

3.1 Decoder Phase

First, we apply the triangle algorithm 1 to tighten the
bounds in S5 and, next, to compute initial bounds for the pair
of atoms in S3. We do not consider the tetrangle algorithm
2 due its cycling and slow convergence. Let L and U be
the new lower and upper bounds after apply the triangle
algorithm.

The aim of the decoder is to extract from chromosomes a
good solution for the BsP, in which L and U are tightened
in accordance with a fitness function.

For the BRKGA, each chromosome ch has size equal to
|Sa| + |S5|, where each allele is sequentially associated to
a pair of atoms from these sets. For a pair a = {i,j}, its
allele with value v, ranging in [0, 1) is used to compute new
bounds as specified in Algorithm 4.

We apply Algorithm 4 at each allele of the chromosome
ch, so new lower L and upper U bounds are obtained
according to the values in ch and the input bounds L and
U.

Observe that L and U do not have bounds such that ZZ—]— <
lij and u;; > w;; for each pair of atoms {4, j}. On the other
hand, some new bounds cannot satisfy triangle inequalities
and, then, we compute the violation of these inequalities by
Algorithm 5.

4.1

4.3

4.5

Input : Lower bound L; Upper bound U; pair

a = {i,7} of atoms; value v, of the allele.

Output: New bounds for a = {, j}.
avg < Uij — llj

42 1Tg
Z,;j «— lU + rg.

44 Hij — lij —Trg.
return Zij and ﬂij~

avgXuvg
—g -

Algorithm 5: Violation of triangle inequalities.

Input : Lower bounds L and L; Upper bounds U and

U; Sets S1, S and S3.

Output: Total violation of triangle inequalities.
51 Let T" be the set of all atoms-triplet.

52 wviol < 0.

5.3 foreach rriplet (i,j,k) € T do

5.4 if {i,j} ¢ S1 then

55 minU <+ min{v k;ﬁi#j}{ﬂik + ﬂjk}-

5.6 if {i,j} € Sy then

57 if minU < u;; and minU > u;; then
5.8 | wiol « wiol + [t;; — minU]|.

5.9 else

510 if minU > u;; then

511 | wiol « viol + [t;; — minU|.

sa2 foreach rriplet (i,7,k) € T do

513 if {i,j} ¢ S1 then

5.14 maxl maxjy k;éi;éj}{lik — Ujk, ljk — ﬂzk}
5.15 if {i,j} € S, then

5.16 if maxL > l;; and maxL < I;; then
517 L viol < viol + |maz L — ;).

5.18 else

5.19 if maxL < I;; then

5.20 | viol « viol + |maxL — 1.

521 return viol.

The Root Mean Square Gap (RMSG) has been used to

measure the distance between lower and upper bounds [8].
It corresponds to the root mean square of the difference
between upper and lower bounds for all the atoms distance,
as described in eq. (5).

(&)

RMSG(L,U) = \/W

Naturally, a small value for the RMSG may indicate that
lower and upper bounds are close to each other. On the other
hand, if the gap between each bound is significantly small,
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a valid structure cannot be constructed in the embedding
and optimization steps of the distance geometry problem,
even if all triangle inequalities are satisfied. It is important
to mention that to construct a valid structure is necessary
to satisfy other requirements, as the angle bond imposed to
some pair of atoms.

With this in mind, the chromosome’s fitness is the viola-
tion value returned by Algorithm 5. The BRKGA objective
is to minimize such violation value.

It is worth to mention that a set of numerical tests
aiming to minimize the RMSG, subject to satisfy triangle
inequalities for all atoms-triplet, was also conducted on
instances for which the exact distance between all pair of
atoms are known. However, these results shown that the gap
for each bound is very small, such that the exact distances
are completely out of the initial bounds L and U.

4. Computational Experiments

All algorithms were implemented in the C++ program-
ming language and the experiments occurred in a computer
with 4.0 GHz Intel Core 17-4790K processor, 32 GB of mem-
ory RAM and GNU/Linux operating system. The BRKGA
framework of [24] was used, where the decoder phase was
implemented according to Section 3.1.

The experiments were conducted in a set of randomly
generated instances as described in [29]. These instances
have structure similar to that of original proteins and the
exact distance between each pair of atom is known. We
consider instances with the number of atoms ranging from
10 to 100, totaling 15 instances, each one with name brN,
where N is the number of atoms.

Observe that we can perfectly check whether the exact
distances are in the tighter bounds of the BRKGA solution,
contrary if we consider real proteins as those available in
the Protein Data Bank, for which the exact distances are
unknown for almost all pair of atoms. We are interested to
verify whether the BRKGA can be used to solve the distance
geometry problem satisfactorily, while solving the BsP and
returning tighter valid bounds as well.

For each instance, first it is generated coordinates of
the atoms by observing the angle between atoms-triplet
or -quadruple [30], so the exact Euclidean distance d is
computed. Next, in order to generate lower and upper bounds
according to a NMR simulation: the distance between atoms
{i,i+ i} and {i,7 + 2} can be measured precisely due to
geometric considerations, so they are considered as the exact
Euclidean distance (I; i+; = u; 44 and l; ;42 = u;442) and
they are in the set S;. The remaining bounds for each pair
of atoms {j, k} are given as:

o If dji < 6A, then this distance can be estimated using
the NMR, so we consider as bounds /,;, = |d;x| and
ujr = [djx]. This pair is in the set So;

o Otherwise, the NMR method cannot estimate the dis-
tance between j and k, so the lower and upper bounds
are unknown. In this case, {j, k} is in the set Ss.

The parameters used by the BRKGA are described next.
We consider one independent population executing on one
thread. So, we have pop = 10t, where t = |S5| + |S5] is the
size of each chromosome, pop, = 25% of the population,
pop, = 15% of the population, and, p. = 65%. The
BRKGA stops when a maximum number of iterations is
reached, that is, if it reaches 2000 iterations.

4.1 Results

We present the results for all the instances in Table 1.
Each row of this table has: name of the instance; total time
spent (in seconds); fitness value; RMSG for L and U (after
to apply the triangle algorithm); RMSG for the best solution
computed with the BRKGA; difference (in percentage) be-
tween the RMSGs; percentage of reduction of the bounds
for all pair of atoms (this is an average value); number
of bounds that were tightened (in percentage); number of
bounds tightened (in percentage) for which the respective
exact distance is not in.

Table 1 presents the results for the set of 15 instances.
Only 2 out of these instances had fitness equal to zero
(see br10 and br20), that means that all triangle inequalities
are satisfied. As we can observe, the time, fitness value
and RMSGs increased accordingly the number of atoms
increased too.

Although the RMSG was not considered in the fitness
function, its value decreased of 55.69% on average (see
column “RMSG BRKGA”) especially due to the lower and
upper bounds that were reduced too. Observe that 100% of
the bounds were tightened, for all the instances, where each
bound had an average reduction of 44.48%, on average. This
average reduction ranged from 42% to 54% considering all
the instances.

For the first 5 instances (br10 to br50) the runtime was
less than 1 hour. The worst runtime was for the br100, where
the BRKGA required more than 40 hours. On average, the
BRKGA required approximately 10 hours, so it may not be
a satisfactory result, since real proteins have hundreds or
thousands of atoms. On the other hand, the parameters of
the BRKGA, as the maximum number of iterations and the
size of the population, can be decreased as an attempt to
improve the runtime.

The last column of Table 1 shows the percentage of the
exact distances that do not comply with the bounds found
with the BRKGA. Note that we know the exact distance
d between each pair of atoms, due to the way that the
instances were generated. The objective of this column is to
show whether the bounds computed with the BRKGA still
contain a satisfactory quantity of exact distances. Observe
that, on average, more than 50% of these bounds still keep
the exact distance value, although the BRKGA do not know
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Table 1: Results for the set of randomly generated instances.

Name Time fitness || RMSG | RMSG | Difference Reduction Bounds Distances

(s) triangle | BRKGA | RMSG (%) || on bounds (%) | tightened (%) | out (%)
br10 0.590 0.000 0.709 0.383 45.978 53.882 100.000 46.429
br20 31.410 0.000 1.978 1.727 12.693 47.735 100.000 43.137
br30 282.090 3.600 9.751 4.325 55.651 43.636 100.000 42.593
br40 1,162.050 5.765 17.975 8.347 53.564 42.941 100.000 44.239
br50 3,438.620 | 15.794 || 56.005 31.669 43.452 44.275 100.000 53.014
br55 7,719.980 | 21.910 || 42.836 | 24.112 43.711 44.220 100.000 52.322
br60 11,899.100 | 22.949 || 58.614 32.759 44.111 44.881 100.000 55.354
br65 17,131.750 | 30.719 || 37.350 | 22.102 40.824 43.113 100.000 50.026
br70 24,398.860 | 39.458 || 55.489 31.650 42.962 44.324 100.000 53.951
br75 35,539.910 | 35.248 || 33.504 19.269 42.488 43.846 100.000 50.304
br80 49,359.350 | 55.042 || 22.823 13.520 40.761 42.744 100.000 46.121
br85 77,411.920 | 48.220 || 38.302 | 22.115 42.261 43.316 100.000 50.220
bro0 95,908.230 | 61.434 || 51.918 30.286 41.665 42.342 100.000 50.653
br9o5 112,270.320 | 81.590 || 53.572 31.318 41.540 42.667 100.000 52.571
br100 147,035.210 | 78.890 || 646.378 | 354.204 45.202 43.259 100.000 55.207

] Average \ 38,905.96 \ - H 75.15 \ 41.85 \ 42.46 H 44.49 \ 100.00 \ 49.74 \

neither consider any information about the exact distances
when solving the problem, since its execution is only guided
on check the triangle inequalities. This is an interesting result
and it demonstrates that the BRKGA can effectively solve
the distance geometry problem.

5. Conclusions

The bound smoothing problem (BsP) that appears as one
of the subproblems of the distance geometry problem is
addressed in this paper. In the BsP, we have to tighten bounds
for a set of pairwise atoms while they must obey distance
constraints, as the triangle or tetrangle inequalities.

We solved the BsP with the Biased Random-Key Genetic
Algorithm, in which the decoder phase generates a solution
from a chromosome by increasing or decreasing lower and
upper bounds of the pair of atoms. The chromosome fitness
is calculated according to the number of triangle inequalities
that are violated.

Good solutions were obtained for the instances under
consideration, since the RMSG decreased of 42.46% on
average, and the bounds had a reduction of 44.48% on
average, as well as all bounds were tightened for all the
instances. On the other hand, the number of exact distances
that remained in the new tighter bounds was of 50.03%
on average, even if all triangle inequalities were satisfied.
This may lead to invalid molecules when solving the other
subproblems of the distance geometry problem.

After all, we note that there is room for improvements
by considering a new way to decoder chromosomes and
extract solutions. It is also important to consider other
fitness functions, since the computational runtime increased

significantly as the number of atoms increased too, if using
the triangle algorithm in the fitness function.
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Parallelization of the Rosen-Suzuki Fist Function and Himmelblau
Function Using a Two-Population Evolutionary Algorithm
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Abstract -  (ICAI’5) The general nonlinear
programming (NLP) problem requires finding the
optimum point (minimum or maximum) of a function of n
real variables subjected to some given constraints. This
research presents the parallel implementation of the
Rosen-Suzuki Frst function and the Himmelblau function
using a two-population genetic algorithm. There are
numerous situations in science and engineering where the
optimum is bounded which adds complexity to the
optimization problem.  The approach used in this
research by [32] uses evolves two populations (male and
female). One population is evolved inside the feasible
domain of the design space and the second population is
evolved outside this feasible domain. In this research a
version of this parallel, two-population algorithm was
implemented. The results of this research show that the
two-population parallel genetic algorithm is effective and
accurate for these functions.

Keywords:  Evolutionary  algorithms,  constrained
optimization problems, parallel algorithms.

1 Introduction

A constrained optimization problem is usually
written as a nonlinear programming (NLP) problem of the
following type. The problem seeks to minimize:

F(X1y <y Xiy -0y Xp) (105 0)

subject to side constraints:

Ximin < Xi < Xj max (15 i < I’])

and inequality and equality constraints:

9 (X1, ---, Xn) < 0 where (1< j < m)

hj (X1, -, Xn) = 0 where (1< < p).

For these types of NLP problems, there are n
variables, m inequality constraints, and p equality

constraints. The function F(X) is called the objective
function, g;(X) is the j™ inequality constraint, and hy(X) is

Roja Ramani Molupoju
Department of Computing Science
Texas A&M University — Corpus Christi
Corpus Christi, TX, 78412, USA
Email: molupoju.roja@gmail.com

the k™ equality constraint. The i" variable can varies in
range from [Ximin - Ximax]-

Searching the boundary between the feasible and
the infeasible regions is critical for any function to find
the global optimum.[30] The inability of evolutionary
systems to search precisely the boundary area is the main
reason for difficulty in locating the global optimum.
Some of the constraints are active at the global optimum.

For this reason, in may constrained optimization
problems, it is more difficult to locate the global optimum
[23]. A two-population evolutionary computation
approach was proposed in paper [31] where two
populations of individuals are evolved: one of feasible
and the other of infeasible by which the search pressure
upon the boundaries of the feasible space can be
increased. Feasible individuals (also called females) are
the ones that are evolved inside (including the boundaries
of the feasible space), while the infeasible individuals
(also called males) are evolved outside the feasible space.
These two populations are subject to mutation and asexual
crossover. Female-male crossover ensures the search
pressure on the boundaries of the feasible space. This
crossover can be performed between two or more feasible
and infeasible individuals, and with, or without, favoring
the better-fit females or the better-ranked males.

When two populations, one of feasible and one of
infeasible individuals, are distinctively evolved, these two
populations  interact  systematically  (rather  than
occasionally) for the purpose of exploring the boundaries
of the feasible space. Since the criterion based on which
individuals are assigned to the two populations does not
change during evolution, the behavior of the two
populations is easier to understand.

The two-population evolutionary  algorithm
described in this paper, was proposed by [31] and was
also implemented with two other constrained optimization
problems in [30]. This algorithm was initially tested for
functions with two variables; this project works with the
algorithm for functions with multiple variables and is
tested. This algorithm is implemented using C++ and
MPI on a small parallel computing cluster. The program
was tested for two benchmark problems from literature:
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the Rosen-Suzuki function and the Himmelblau function.
Evaluation of the effectiveness of this technique is
provided in sections 5 and 6.

2 Related Research

Genetic algorithms (GAs), developed by Holland
(1975), have traditionally used a more domain
independent representation, namely, bit-strings. However,
many recent applications of GAs have focused on other
representations, such as graphs (neural networks), Lisp
expressions, ordered lists, and real-valued vectors.

GAs are highly abstract computational models
inspired by natural selection [14]. Standard GAs apply an
a priori defined fitness function (e.g. the function one
wants to optimize) to an individual. They typically use an
all-at-once calculation where individuals are evaluated
immediately after their creation (i.e. birth). Fitness
calculation in nature is substantially different [1]. It
consists of a continuous series of tests during an
individual's life originating from a complex environment.
This environment is not only influenced by the animal's
own actions but also by the other individuals as well as
other processes occurring in the world (e.g.
climatologically or geophysical changes). Summarizing
one can say that - in contrast with GAs - nature uses a far
more partial but continuous fitness evaluation in order to
adapt to a complex world.

One of the key problems for using GAs in practical
applications is to design the fitness function, particularly
when we do not know where the global optimum is
located [19] [22] [33]. A comparative estimate of how
good as a solution turns out to be enough in most cases.
However, for constrained problems, determining a way to
estimate how close in an infeasible solution from the
feasible region is difficult since most real-world problems
have complex linear and non-linear constraints, and
several approaches have been proposed in the past to
handle them [14][33]. From those, the penalty function
seems to be yet the most popular technique for
engineering problems, but the intrinsic difficulties to
define good penalty values makes harder the optimization
process using a GA [6] [7] [19].

3 Two Population Parallelization

Technique

Evolutionary algorithms are characterized by their
repeated fitness evaluation of the individuals in the
population.  Therefore, it is natural to view them as
parallel algorithms. In generational evolutionary
algorithms, substantial savings in elapsed time can often
be obtained by performing fitness evaluations in parallel.
In the simplest form of parallelism, a manager process
performs all the function of the evolutionary algorithm
except evaluation of individuals, which are performed in

parallel by worker processes operating on separate
processors. The master process waits for all workers to
return the evaluated individuals before varying on with
the next generation.

The algorithm in this research is implemented using
MPI in which there are n processes that work
simultaneously using inter-process communication. This
performs well when a complex function is being used and
there is more number of iterations that are to be
performed.

A “Manager-Worker” paradigm is used to
implement the algorithm. In this paradigm, there is one
Manager process and several workers processes and is
depicted in Figure 1. The Manager generates uniform
random points and sends these points to the workers; the
workers process these points (check the feasibility and
compute the value of the function at that point if it is a
feasible point) and send back the processed results. The
manager would then differentiate them into female and
male based on their feasibility value (female if it is zero
and male if not). Then the manager ranks the female
individuals based on their fitness and the male individuals
based on the number of constraints they violate.
Generations of new individuals and mutating female and
male individuals would also happen. The female-male
pairs are formed with the females choosing their males in
the rank decreasing order. Then the crossover is
performed and all the steps are until the best female is
constant for a given number of individuals.

Generate points
Ranking
Mutating
Mame’. CrossOver
' 4
|
Worker1 Worker2 Workern
Check Feasibility
Compute Function value
Figure 1: Manager-Worker paradigm for this
research.

4  Test Functions

In this project, a technique based on the concept of
co-evolution is used to create two populations that interact
with each other in such a way that the objective function
is minimized. The approach has been tested with two
single-objective optimization problems with linear and
non-linear inequality constraints and its results are
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compared with those produced by other GA-based and
mathematical programming approaches.

This research is tested using two benchmark
problems from literature: the Rosen-Suzuki function and
the Himmelblau function. This section provides the
description of these two constrained optimization
problems.

4.1  Rosen —Suzuki Fist Function (in four
variables)

The Rosen-Suzuki Fist problem is a function in four
variables with three non-linear constraints on the
variables. Hock and Schittkowski introduced it in 1981.
The object function is

f(x) =x% + x5+2x5 + xi — 5x; — 5x, — 21x5 + 7x,
The nonlinear constraints are:
0<8—x?—xZ—xZ—xZ—x1+x,—x3+x,
0<10—x?—2x7—x5—2x+x +x4
0<5—2x%—x2—x2—-2x;+x,+x,

The theoretical value for the optimum minimum for
this function is -44 and is located at the point (0, 1, 2, -1).
The best value that is obtained using this research is -
43.9756 at the point (-0.00021, 0.99821, 2.00281, -
0.98912). The best value reported in literature is (-
0.0005463221, 1.000618, 2.000213, -0.9996195) at which
the optimum value for the function is -44 using the
GaNOP system[REF].

4.2 Himmelblau Function (in five variables)

Himmelblau originally proposed the Himmelblau
nonlinear optimization problem in five variables in 1972,
This function was selected since it was used as a
benchmark for several other GA-based techniques. The
Himmelblau function has five design variables (x1, x2,
x3, x4, x5), six nonlinear inequality constraints, and ten
boundary conditions. The problem is mathematically
stated as follows:

Minimize:

F(X) = 5.3578547x2 + 0.8356891x, x5 + 37.29329x,
— 40792.141

Subject to:

g1(X) = 85334407 + 0.0056858x,x; + 0.00026x,x,
— 0.0022053x5x5
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g1(X) = 80.51249 + 0,.0071317x,xs
+0.0029955x, x, + 0.0021813x2

g1(X) = 9.300961 + 0.0071317x,x5 + 0.0012547x, x5
+0.0019085x,,

with:
0<g,(X) <92
90 < g,(X) <110
20 < g;(X) <25
78 < x; <102
33 <x, <45
27 < x3 <45
27 <x, <45
27 < x5 <45

5 Summary of Results

The testing and analysis of the results for the Rosen-
Suzuki Fist and HimmelBlau functions is presented in this
section. The parallel program for each of these functions
was run in several configurations varying the number of
processes and varying the female and male population
sizes.

5.1 Rosen-Suzuki Fist Function

The theoretical value for the optimum minimum
for this function is -44 and is located at the point (0, 1, 2, -
1). The best value that is obtained using this research is -
43.9756 at the point (-0.00021, 0.99821, 2.00281, -
0.98912).

Following is a table (table 1) in which the
average value for 50 runs with a particular number of
processes is performed. The table shows the number of
processes (in other words, no. of workers), the female and
male population, the number of iterations (for which the
best female would be constant), the total time for the run
(algorithm time plus function value computation time),
the number of function calls and the optimum point for
the function. The table shows it only for up to 8
processes, the experiment is performed for up to 20
processes, however, the graph below is the one that is
drawn using the number of processes and the total
required for the completion of the algorithm.
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No.of No.of | No.of | No.of | Function Total No. of
processes | female | male | iterati | Value Time | function Optimum Point
points | points | ons calls
1 20 15 1000 | -43.0923 | 11.37833 | 11571 (-0.04239,0.89619,
1.9886,-0.955717)
2 20 15 1000 | -43.9503 | 9.514633 | 11578 (-0.000138,0.97898,
2.006346,-0.986454)
3 20 15 1000 | -43.9362 | 9.362131 | 11598 | (-0.002435,0.97898,
2.002316,-0.996354)
4 20 15 1000 | -43.7521 | 8.182058 | 11611 (-0.01134,0.87698,
2.02318,-0.97867)
5 20 15 1000 | -43.2259 | 9.039228 | 11620 | (-0.00054,0.984798,
1.95489,-0.973141)
6 20 15 1000 | -42.6588 | 8.117775 | 11635 (-0.00187,0.96715,
1.98712,-0.98715)
7 20 15 1000 | -43.5648 | 9.82167 11635 (-0.00583,0.984923,
2.0182,-0.88342)
8 20 15 1000 -43.872 | 10.11201 14321 (-0.00034,0.98672,
2.00178,-0.97821)

Table 1: Rosen-Suzuki Fist function results.

Figure 2 shows the graph of time vs. number of
processes for algorithm computed at the manager process.
Figure 2 shows the graph for the number of processes vs.
the total time (time for algorithm plus the function value
computation time at the worker processes). From the
graph, it can be seen that as the number of processes
increases, the time decreases. The graph is not a
decreasing linearly, since the total time is dependent on
the function computation time calculated at the worker
processes (also depends on the number of function calls).
Figure 3 clearly shows all the computation times in a
single graph that shows that the time for algorithm is
increased whenever there is an increase in the function
value computation time (which depends on the number of
function calls).

Rosen-Suzuki Fist Function

W Time for
Algorithm

=
N

5]

©
I

Time for Algorithm 9in sec)
-~ o
! |

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
No. of processes

Figure 2: Time vs. number of processes for the Rosen-
Suzuki Fist function.

Rosen-Suzuki Fist Function

= Time for Algorithm
® Function Time

W Total Time

AR

102 9 10 11 12 13 14 15 16 17 18 19 20
No. of processes

Figure 3: Algorithm, function, and total time vs.
number of processes for the Rosen-Suzuki Fist
function.

5.2 Himmelblau Function

This problem was originally proposed by
Himmelblau and solved using the Generalized Reduced
Gradient method (GRG). Gen and Cheng solved this
problem using a genetic algorithm based on both local
and global reference. The result shown in Table 4 is the
best found with their approach.

The mean for the 100 runs performed is f(X) = -
30786.5. The worst solution found is f(X) = -30692.9,
which is better than the best solution previously reported.
The best solution found with this algorithm is f(X) = -
30868.9 (corresponding to x1= 78.7032, x2 = 33.7124, x3
= 27.83889, x4 = 44.2504 and x5 = 43.1159).

There are 20 female and 15 male points
generated every iteration.  This was run using 8
processing units in which the best solution remained
constant for 1000 iterations. The duration for the run is
0.419021 sec. The number of function calls is 59585.
Table 2 summarizes the results of the two-population
algorithm used in this research with other algorithms.

Design This algorithm Gen[11] Homaifar[14] GRG[13]
Variables
X1 78.7032 81.4900 78.0000 78.6200
x 33.7124 34.0900 33.00000 33.4400
X3 27.8388 31.2400 29.9950 31.0700
X4 44.2504 42.2000 45.0000 44.1800
xs 43.1159 34.3700 36.7760 35.2200
g,(XxX) 91.8574 90.522543 90.714681 90.520761
2,(X) 100.517 99.318806 98.840511 98.892933
25(X) 20.0456 20.060410 19.999935 20.131578
f(X) -30868.9 -30183.576 -30665.609 -30373.949

Table 2: Comparison of current algorithm with
previous techniques for the Himmelblau function.

6 Conclusions and Future Work
Solving a constrained nonlinear programming
problems using a co-evolutionary algorithm was
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implemented. The two-population evolutionary algorithm
proposed by [31] was used in which two distinct
populations are evolved; feasible (females) and infeasible
(males). The interaction between these populations
concentrate on he boundaries of the feasible space.
Mutating the female and male populations induced search
capabilities inside the feasible space and parallel to the
feasible-infeasible boundary. Figure 4 and Table 2
presents a table of a summary of the results in this
research.

Optimization | Theoretical This Algorithm | Best Solution | Constraint
Problem Value Values

Rosen-Suzuki Value: -44 Average: Value: -42.9756 G1 =-0.02046
Fist Point: (0, 1,2, -43.5589 Point: G2 =-1.04986
-1) (-0.01342, (-0.00021, G3=-0.00185

0.93123, 0.99821,
1.98791, 2.00281,
-0.99127) -98912)

Figure 4: Summary of results for this research.

There is no penalty factor that is involved in
constraint handling; hence there is a clear distinction can
be made between the feasible and infeasible individuals.
Parallel Implementation of the Co-evolutionary Genetic
Algorithm has been a long awaited development for the
evolutionary algorithms as mentioned in [7] [19] [31]. In
this project, the algorithm has been implemented using
MPI, which uses multiple processes that run in parallel,
by which the computation time is reduced. This
implementation worked well with several test problems
that were previously solved using GA-based and
mathematical programming techniques, producing in most
of the cases results better than those previously reported.
The technique is able to achieve such good results with
relatively small populations and using a relatively low
number of generations.

Functions of multiple variables used in various
disciplines of Engineering can be solved for the global
optimum using this research. This research provides
sound results in terms of the computation time and the
number of generations that need to be evolved for a more
accurate value. The project is tested using the two
benchmark problems from the literature. A detailed
comparison of the results obtained from the project with
that of those from the literature is presented.
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Abstract—Several areas of knowledge produce quantitative
temporal data, which demand the development techniques to
identify patterns of them. Identification of emerging and decaying
patterns are important in many applications because they can
indicate trends that require decision-making or interventional
measures. However, the literature have few researches about these
kinds of patterns. This article proposes an approach for mining
emerging and decaying patterns from quantitative temporal data
sets using a genetic algorithm. Rules representing implications
of temporal episodes are encoded into chromosomes of the
genetic algorithm and these chromosomes are evolved by genetic
operators. The quality of each chromosome is evaluated based on
how exactly the occurrence frequency of a rule fits a straight line
induced by linear regression. The decision whether the pattern
is either emerging, decaying, or have no trend is taken based
on the straight line slope and the regression coefficient. To
prevent that the genetic algorithm converges around a single
solution was used a diversity preserving method. Experiments
with three quantitative temporal databases show that the results
are promising, allowing to mine various emerging and decaying
patterns in a single execution of the method.

I. INTRODUCTION

Currently there are numerous sources of quantitative tem-
poral data such as: economy, finance, communications, en-
vironment sciences, agronomy, meteorology and agrometeo-
rology. Many of these data sources are the result of great
efforts involving design of complex experiments [1], [2] and
employment of technologies for data collection and data stor-
age [3], [4], [5], [6]. However, such efforts will be useful
only if there be tools or domain specialists to transform data
into concrete knowledge. As the capacity of data collection
and data storage are far beyond the human capacity for data
analysis, and methods of statistical analysis and graphics have
limited competence to analyse simultaneous three or more
variables, the great hope to transform historical data in concrete
knowledge falls on data mining methods.

Data mining methods are promising to convert quantitative
temporal data into concrete knowledge aimed at decision
making, forecasting and investigation. In recent years, various
temporal data mining methods have been proposed [7], [8], [9],
[10], [11], [12], [13], [14], [15], [16], [17], [18]. However, the
existing methods in the literature are not effectively applicable
to mine rules (implications) from quantitative temporal data
and they do not identify emerging and decaying patterns
dictated by the frequency of rules occurrence.

We argue that emerging and decaying patterns in the shape
of quantitative temporal rules are of great importance to make
predictions. For instance, a rule such as:

((Max. Temp. (°C ) = [32, 40], month = [Nov, Dec])
=
(Max. Rainfall/Day (mm) = [100, 200], month = [Dec, Jan])
is emerging;

provide useful knowledge to predict that maximum temper-
ature between 32-40°C' implicating maximum rainfall/day
between 100-200mm will be more frequent in a near future
than in the past. One such prediction can lead to decision-
making or interventional measures to avoid catastrophes by
strong rainfall. The identification of this kind of pattern can
be very useful in several areas of knowledge, as those listed
previouslly. However, the algorithms from the literature can
not mine such patterns.

In this study we define emerging pattern as a rule whose
occurrence frequency increase in the time. On the contrary, we
define decaying pattern as a rule whose occurrence frequency
decrease in the time. To mine the quantitative temporal associ-
ation rules we use a real-coded genetic algorithm. Real-coded
genetic algorithms are of increasing interest in quantitative
association rule mining. However, the main problem of genetic
algorithms to mine association rules, which is its nature
for unimodal optimization, has been overlooked in several
researches. To amenize this limitation, preventing that the
genetic algorithm search converges around a single solution,
we use a diversity preserving method. Also, it is worth mention
that the proposed method does not perform previous variable
discretization. It handles numeric data during the whole rule
mining process, in contrast with many other approaches that
require previously data discretization to discover rules.

We have experimented the proposed method on three real-
world data sets. Our results show that it can mine several
emerging and decaying pattern described by quantitative tem-
poral rules in a single execution of the method. Additionally,
the method does not require the specification of critical param-
eters such as limiar of support and/or confidence of the rules
as required by traditional algorithms from the literature.

The remainder of the paper is organised as follows: Sec-
tion II presents core definitions regarding the rule of interest.
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Section III presents a genetic algorithm to mine emerging and
decaying patterns described by quantitative temporal associ-
ation rules. The results of applying the proposed algorithm
to three data sets are reported and discussed in Section IV.
Finally, section V summarizes the conclusions.

II. BACKGROUND

We extend the notion of temporal association rules mining
presented in [19] to effectively deal with quantitative temporal
data. The concepts presented in [19], which form the theoreti-
cal basis of temporal association rules mining, deal only with
binary (or discrete) variables, eg., rain/no_rain in a spe-
cific time instant. This type of representation is obviously not
representative for quantitative temporal data mining because
the intensity of each event is usually of great importance. Thus,
we propose the concept of episodeset as an extension of the
concept of itemset for the domain of quantitative temporal
data.

Definition 1. Episodeset. Let V. = {vi,va,...,v,,} be the
set of observed variables. Let the interval between observa-
tions be called the granularity of time (1), which may be daily,
weekly, monthly, among others. Let E = {e1,ea,... ey} be
a set of episodes recorded in each time period t, where e;
is an episode associated with the variable v;. A episodeset
EW 1 <t < n (where n is the number of time periods of
the temporal data set), registered in the data set D is called a
super-episodeset or m-episodeset because it is assumed that
all variables have their values recorded'. Thus, a data set D
is a set of n super-episodesets F, over n time periods.

Definition 2. Base cycle. A base cycle ®; is a contiguous
sequence of super-episodes from the original database. The
length of a base cycle | is given by the number of super-
episodes composing the base cycle, being user defined. Math-
ematically, each base cycle corresponds to the time interval
[ti1,t(ix1).l). The number of base cycles npc is given by
[|D|/l], where |D| is the number of m-episodesets in the
database.

Definition 3. Quantitative temporal association rule. A
quantitative temporal association rule is an implication of the
form X = Y (if X then Y), where X and Y are conjunc-
tions of episodes associated with observed variables. Consider
that Vx denotes the subset of variables associated with the
episodic conditions X and Vv denotes the subset of variables
associated with the episodic conditions Y. The intersection of
Vx and Vv should be empty, ie., Vx N Vy = (.

Definition 4. Episodic condition. An episodic condi-
tion is a condition of an variable interval in a given
time interval. Episodic conditions are represented in the
Sorm: {(v;(unit of v;) = [vo;,v1;] in the period (time unit) =
[to, t1])-

A quantitative temporal association rule composed by the
conjunction of two episodic conditions in the antecedent and
one episodic conditions in the consequent is given following:

({(Acc. Rainfall (mm) = [150—220], month = [Nov-Dec])AND

Tn real world data collection, it is common that some variables have missing
or distorted values. These failure can be due to equipment or human. Data
mining on these cases typically uses previously, techniques to treat missing
and/or distorted values.
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(Avg. Temperature(°C) = [25 — 32], month = [Nov-Dec])
=
(PlantGrowing (cm) = [40 — 50], month = Dec-Jan))

Definition 5. A rule happen in a given base cycle. A given
rule r happen in the super-episodesets of a base cycle ®;,
denoted by E[i], iff all the episodic conditions of v occur in
E[i]. Matematically, we can consider a function as:

1, ifr occurs in EJi]

happen(r, E[i]) = { (D

0, otherwise.

In this research the rules are mined by the genetic algorithm
described in the following section.

III. GENETIC ALGORITHM TO MINE EMERGING AND
DECAYING PATTERNS

The technique proposed for mining emerging and decaying
patterns from quantitative temporal data is based on a specific
genetic algorithm. Thus, the technique is described in terms
of the steps and operators of the genetic algorithm, given in
Algorithm 1.

Algorithm 1 General genetic algorithm outline.

Require: chromosome coding, fitness function, constraints
(atributes that go in the rule antecedent / atributes that
go in the rule consequent), the maximum interval length
by attribute (piv.(maxv; —.minv;) ), the minimum time
window (janTime)

Ensure: Quantitative temporal association rules.

1: Generate randomly the population of chromosomes (C)
according to chromosome coding;

2: Evaluate each chromosome C of the population according
to the fitness function;

3: Apply the niching method;

4: Select the chromosomes by the roulette-whell method to
build the matting pool;

5: Apply uniform crossover to pairs of individuals from the
mating pool;

6: Apply uniform mutation on the chromosomes generated
by crossover;

7: Select the fittest chromosomes between parents and chil-
dren for the next generation;

8: While the maximum number of generations is not reached,
return to step 2 .

9: Return the set of patterns codified by the chromosomes
population.

a) Chromosome coding

Each variable from a data set is associated with a gene
of chromosome. If we have m observed variables, we have
m genes: G1, Ga, G3, ..., Gps. Each gene G; is an episode
related to variable v;,7 = 1...m and is coded as shown in
Figure 1. In Figure 1, w is a weight that is compared against
to a threshold to determine whether the episodic condition
represented by a given gene will or not by part of the rule.
AC is a flag that indicate whether the episodic condition
represented by the gene will be part of the antecedent (if AC
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= 0) or of the consequent (if AC = 1) of the rule. vy and vy
are the lower and upper bounds of the variable interval. ¢y and
t1 are the lower and upper bounds of the time interval.

Lw [AC]w [ o [t | 1]

Fig. 1. Gene coding.

b) Fitness function

The fitness function estimates how well the occurrence
frequency of a rule fits a straight line. To do this calculation we
have that the Equation 1 return a binary serie of ncp values.
This binary serie is first summarized using a sliding-window
mechanism. Basically, it is counted the number of occurrence
of the rule in each window. Then, we apply linear regression
to infer a straight line that best fits the data. According to
the straight line slope and the regression coefficient we name
the pattern represented by the rule calcule the fitness of the
rule coded by the chromosome. The Algorithm 2 describes
the whole process.

Algorithm 2 Fitness function.

Require: Binvec (a binary vector that describes the rule
occurrence in each base cycle), W, (window size), o and
[ parameters
Ensure: Fitness value Fitness(C) and, the kind of the pattern
C represented by Pattern(C);
: for j = [W,/2] to ncp — Ln/%
ylj — [Wo/2)) = i | Binveclk]
alj - [We/2]] = [W, ]2

1

2

3 ]

4: Sy = Z;;B(f*WS (z; — f)Q ;
50 Syy = Z?:BOC_WS (yz‘ —?) ;
6 Say =215 (2 ) (43 — )
7. slope = Syy/Syz;

8 1. = \/Si‘%w,

9: if slope > «

10: Fitness(C) = |r.|;

11 Pattern(C) = “emerging”;
12: else if slope < 3

13: Fitness(C) = |r.|;

14: Pattern(C) = “decaying”;
15: else

16: Fitness(C) = |r.|;

17: Pattern(C) = “random”;

c) Genetic operators

Selection for reproduction is performed by roulette-whell
method. Pairs of individuals selected for roproduction are
combined by uniform crossover: a binary mask of the size
of the chromosome coding is shuffle to indicate which parent
chromosome provide each gene to first child; the second child
is generated by the mask complement. Each chromosome se-
lected to mutation have one of its mutated genes. The mutation
can occur in the weight w, in AC (when no restrictions are
applied on the variables that make up the antecedent and
consequent from the rules), or in the lower limits (vg and )
and upper limits (v; and ¢;) of the variable and time intervals.

d) Niching
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We use a method of niching called clearing, described
in [20]. This method needs a distance measure to estimate
the individual similarity. Following we describe the method of
clearing and proposed distance measure.

The method of clearing corresponds to the concept of
niching enunciated by J.H. Holland in 1975: the sharing of
resources by a population of individuals having some simi-
larity. However, instead of sharing the available resources, the
method of clearing provides all resources of a niche to the best
individual of the niche. This allows to perform a multimodal
genetic algorithm optimization that search for various local
and global optima at the same time. Furthermore, the method
of clearing allows the GA reduce the problem of genetic
drift when used in conjunction with an appropriate selection
operator.

The method of clearing is applied between the fitness
evaluation of chromosomes and selection for reproduction.
The method makes use of a distance (dissimilarity) mea-
sure between chromosomes (whose phenotype, in our case,
corresponds to association rules) to determine whether they
belong to the same niche (subpopulation or cluster). Each
subpopulation will have a dominant chromosome, the one with
the highest fitness value. If a chromosome belongs to a subpop-
ulation, then their dissimilarity to the dominant chromosome
is smaller than a given threshold o, called clearing radius.
The method of clearing preserves the fitness of the fittest
chromosome while decreases to zero the fitness of the other
chromosomes of the subpopulation. Thus, it assigns all the
resourses of a niche for a single chromosome: the winner.

Also, the method of clearing is generalizable to accept
multiple winners chosen from the best individuals of each
niche [20]. The capacity of a niche is defined as the maximum
number of chromosomes that a niche may support. If the
capacity is greater than 1, the population will probably have
more than one winner. If the niche capacity is equal to the
population size, the effect of clearing disappears and the search
behaves like a standard GA search. Niche capacity between
1 and the population size provides intermediate behaviour
between the maximum effect of clearing and standard GA
search.

The algorithm 3 illustrates the clearing method [20]. Con-
sider the population of chromosomes C and the number of
chromosomes n¢ as global variables. Let o be the clearing
radius and « the niche capacity. The variable nbWinner counts
the number of winners of the population associated with
the current niche. The population of chromosomes C can be
considered a vector n¢ chromosomes .

The clearing algorithm (Algorithm 3) uses three functions:

e  FitnessSort (C): sorts the population of chromosomes
in descending of fitness.

e  Fitness(C[i]): returns the fitness of the i-th chromo-
some of the population C.

e Dsitance(f(C[i]), f(C [j1)): returns the distance be-
tween phenotypes of two chromosomes;

e  f(CI[i]): returns the phenotype of chromosome C[i].
In our case, the phenotype is a quantitative temporal
association rule.
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Algorithm 3 Clearing niching.

Require: o (clearing radius), x (niche capacity).
Ensure: Clearing — allocation of resources to a niche to the
fittest individuals.
1: FitnessSort(C);
2. fori=0to ne—1
3: if Fitmess(C[i]) > 0
nbWinners = 1,
for j=i+1tonc-1
if Fimess(C[j])> 0 AND Distance(f(C[i]),
fCnm <o

AN

7: if nbWinners < k

8: nbWinners = nbWinners + 1;
9: else Fitness(C[j]) = 0

10: Fitness(C[j]) = 0

e) Distance between association rules

Let be two temForal quantitative association rules:

r = 1) AND ... AND C(v))) =
(C (0141 AND . AND C<r (v/,)) and

s = (cf?( ') AND ... AND O (v/)) =
c® (’U(J_H)) AND ... AND C S)( ")

where C( (.) and C’C () are episodic conditions from rule

T. Each episodic condition have the shape:
v; € [v0;,v];] in the time interval [t0;,¢1;]

where v; is some variable from the data set. For a given
rule r, the intersection of the variable composing the episodic

conditions of the rule antecedent (VA ) and the variables
composing the rule consequent(V( )) must be empty, i.e.,
v nv =g.

The distance between r and s, denoted by Distance(r, s), is
given in Algorithm 4. For each episodic condition in the rule r

antecedent, CX), it is veriﬁed if exists some episodic condition

in the rule s antecedent, C , which is comparable with C’ (r) .
Two episodic conditions are comparable only if they refer to
the same variable. For all two comparable episodic conditions,
we calculate the distance between them. Otherwise, we in-
crement the distance counter by 1 (one). Then the distance
counter is divided by the number of episodic conditions an:) .
The same calculation is done for the consequent episodic
conditions. Finally the distance between the two rules is given
by (dista + distc)/2.

The distance between two episodic conditions,

DistanceEp(Cy,Cs), is given by the algorithm 5.

IV. RESULTS

In this section were report four case studies, conducted to
validate the proposed theory and techniques. All case studies
were performed on a Mac Pro, Processor 3.0 GHz Intel, 8-
Core Intel Xeon, with 64GB DDR3 1867MHz, using OS X
10.8.3 operating system. The methods were implemented in
C language. In the studies of case, the number of mined
rules (numRules) and runtime (runtime) given in seconds, were
analyzed to each algorithm configuration. In the technique

Algorithm 4 Distance(r,s) — Distance between two quantita-
tive temporal association rules.

Require: r, s (two quantitative temporal association rules).
Ensure: Distance (dist) between r and s.
1: nCE{) = numCond(Cg));
: disty = 0;
: fori=0 to nC(r) -1
it 3C (vy,), such that v;, == v;,,v;, € V"
dist o = dist 5 +
DistanciaEp(C( )(vjl.), Cg)(vjk));
else
dist g4 = dist s + 1;
= distA/anL‘r);

N

8: dist

9: nC(Cr) = numCond(C(Cr));

10: distc = 0;

11: fori=0to nC(r)

12: if 3¢ (vjk) auch that Vjp == Vi, U, € v

13: dlst(jv distc +
DistanciaEp( C( (vj,) C(S (v]k))

14: else

15: distc = disto + 1;

16: disto = distc/nC’g)

17: dist = (dista + distc)/2;

Algorithm 5 DistanceEp(Cy,C3) — Distance between two
temporal episodes associated to the same variable.

Require: 4, Cs, v (two episodic conditions associated to the
same variable v).
Ensure: Distance between C; and Cs, stored in distEp.
1: Calculate:

min v /*minimum value that v takes in the data
set*®/
max v /*maximum value that v takes in the data
set*/
mint /*minimum value that ¢ takes in the data
set*®/
maxt /*maximum value that ¢ takes in the data
*
2: (Siit / = min{(@écl) — (Cl)) (C2) USCZ))}
(min{vgcl) 02)} max{v(cl) (02)}),
3: distV = dv/(maxv — minv);
4 dt = mm{(tgcl) - t(cl))7t(c2) @y —
(min{#{“, 19>} — rnax{t(cl tgcli})

5. distT = dt/(maxt — mint);
6: distEp = (distV + distT)/2;

setting we vary the size of population of chromosomes (n¢),
the number of generations (nGEN), the radius of clearing(o)
and the maximum allowable range of variable interval. The
maximum allowable range of variable interval is defined by
piv.(max v — minv), where piv is the interval [0 — 1]. In the
case studies we report only the value of piv used. The other
parameters of GA, fixed in all experiments are crossing rate of
80%, mutation rate of 3% per chromosome and window size
(Ws = 5). The results report an average of three runs for each
algorithm configuration.
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Case study 1: Stock Prices

In this case study we use the Srtock Prices data
set (http://www.stat.ucla.edu/cases/) that corresponds to the
daily stock prices from January 1988 to October 1991 of ten
airline companies of the United States (ten variables, because
the stock price of each company is a variable). Figure 2 is the
plot stock prices of each company in the time period.

= = - Company 1
- - - Company 2
Company 3
= = = Company 4
Company 5
- = - Company 6
- - Company 7
—— Company 8
—— Company 9
—— Company 10

Stock prices (dolars)

I I I
100 200 300 400 500 600 700 800 900
‘Time (weekdays)

Fig. 2. Stock prices of airline companies from 1988 to 1991.

In this study, we imposed the restriction that the com-
pany10 will be part of the consequent of the rule. Table IV
shows the the number of rules mined and runtime for each
technique configuration. The general conclusions of the exper-
iments are given in subsection named Results Analysis.

ne nGen o piv numRules exec. time (sec.)
100 350 0.3 0.1 24.8 2.08
100 350 0.3 0.2 29 2.63
100 350 0.5 0.1 20.5 1.73

Stock Prices 350 0.5 0.2 33 2.6

50 250 03 0.1 10.5 0.56
50 250 03 02 155 0.68
50 250 05 0.1 10.8 0.56
50 250 05 02 15.5 0.65

TABLE 1. GA CONFIGURATION versus NUMBER OF MINED RULES
(numRules) versus RUN TIME IN SECONDS FOR THE DATA SET

Case study 2: Piracicaba

In this case study we used the Piracicaba data set, collected
by Embrapa — a Brazilian agricultural research corporation.
The data set consists of three variables taken monthly: average
maximum temperature (7max), average minimum temperature
(Tmin), and accumulated rainfall (Acr). The data set corre-
sponds to a period of 47 years, from 1961 to 2008. Figure 3
is the plot of the variables collected in the time period. In this
study we imposed the restriction that accumulated precipitation
(Acp) will be part of the consequent of the rule. Table IV
summarizes the results obtained.

ne nGen o piv numRules exec. time (sec.)

100 | 350 03 | 0.1 20.8 1.01

100 | 350 03 | 02 | 206 1.04

100 | 350 05 | 0.1 52 0.41

Piracicaba | 100 | 350 05 | 02 | 56 0.46
50 | 250 03 | 0.1 10.2 0.23

50 | 250 03 | 02 12.6 0.28

50 | 250 05 | 0.1 54 0.16

50 | 250 05 | 02 | 44 0.15

TABLE II. GA CONFIGURATION versus NUMBER OF MINED RULES

(numRules) versus RUN TIME IN SECONDS FOR THE DATA SET

Int'l Conf. Artificial Intelligence | ICAI'15 |

—— Tmin
—— Tmax

il
M\ NMW

450~ —Prec

—

I f i 1
50 100 bn 200 zsn 300 350 400 450 500 550
‘Time (months)

Fig. 3. Monthly meteorological measurements from Piracicaba: jan/1961 to
Dec/2008.

Case study 3: Productivity of cane sugar in Piracicaba

In this study of case we use a data set regarding productiv-
ity of cane sugar in Piracicaba, provided by Cepagri (Centro
de Pesquisas Agrometeordlogicas e Climdticas Aplicadas a
Agricultura)-UNICAMP. The data set consists of four variable
taken monthly in Piracicaba: average of minimum temperature
(Tmin), average maximum temperature (7max) average precip-
itation (Prec) and average productivity of cane sugar (Prod)
in tonnes per hectare (ton/ha). The data set corresponds to
the period from 2003 to 2009. Figure 4 shows the ploting
of the data set. In this study we imposed the restriction that
productivity (Prod) will be part of the consequent of the rule.
Table IV summarises the results obtained.

AR RN R R R R R R AR R R e oo IR AR R R AR AR AR AR RN RN
e - - - Tmax (Celsius) A 7
- - - Prec. Media (mm)
- - - Prod. (ton/hec)

10— ' " IR 4

Fig. 4.

Agrometeorological measures related to productivity of cane sugar
in Piracicaba from 2003 to 2009.

ne nGen o piv numRules exec. time (sec.)
100 350 03 0.1 24.6 1.03
100 350 03 02 285 1.34
100 350 05 0.1 9.5 0.34
100 350 05 02 10.7 0.38
50 250 03 0.1 133 0.20
50 250 03 02 12.3 0.22
50 250 05 0.1 53 0.07
50 250 05 02 79 0.13

TABLE TII. GA CONFIGURATION versus NUMBER OF MINED RULES
(numRules) versus RUNTIME IN SECONDS, FOR THE DATA SET
PRODUCTIVITY OF SUGAR CANE IN PIRACICABA.

Results Analysis

We can see that the technique can mine various patterns
(emerging and decaying) of high quality (according to the
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fitness measure, in a single execution of the algorithm by
controlling the clearing radius parameter (o). The size of
population (n¢) and number of generations (nGen) behaved as
expected, ie., the higher these values, the larger is the number
of rules mined. The smaller the clearing radius theoretically
greater will be the capacity of the environmental to accom-
modate niches and, therefore, the greater the amount of mined
rules. The clearing radius parameter behaved as expected in all
studies of case. The parameter piv also behaves, in average, as
expected: on average, the greater the size of allowable interval,
the greater the number of possible rules.

V. CONCLUSION

Building on existing concepts in the literature of temporal
association rules mining, we propose an extension to deal
efectively with quantitative temporal data without loss of infor-
mation. To demonstrate the validity of the proposed concepts,
we developed a genetic algorithm that operates according to
these concepts in order to identify emerging and decaying
patterns. It is worth noting that the proposed genetic algorithm
does not require prior data discretization, as well as critical
parameters specific from data sets such as the support and
confidence thresholds, required by classical association rule
mining algorithms. As can be seen, the proposed genetic
algorithm has several adjustable parameters, however, the ad-
justment of these parameters is intuitive, as described in Result
Analysis subsection. The limitations of traditional classical
genetic algorithms to perform search multimodal is treated by
using the classic mechanism of clearing to preserve diversity.
Our results show that it is possible to mine several pattern of
high quality in a single execution of the method.

It is also worth noting that, as is knowledge of the authors,
the type of pattern mined by the proposed approach, and highly
informative, and is not identified by any method from the
literature. Thus, it is expected that the proposed concepts can
be use as core concepts for the development of new methods
for quantitative temporal association rule mining. Furthermore,
the proposed method can be applied to quantitative temporal
databases coming from different fields of knowledge aiming
at discover valuable and non-trivial knowledge.
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Two Repair Schemes Applied to a Multiply-
Constrained Harvest Scheduling Problem

P. C. Geiger, W. D. Potter

Abstract: Many real world problems are too complex to solve with traditional
programming methods in a reasonable amount of time. Stochastic optimization
techniques have been applied to this class of problems with success. These stochastic

methods present their own problems when applied to problems with infeasible regions.
Two methods for repairing invalid solutions are presented here, with a comparison to a
penalty-function method, which represents the standard approach.

Keywords: Genetic Algorithm, Harvest Scheduling, Stochastic Methods, Repair

Section 1.0 Introduction:

This paper compares two novel repair
methods for optimizing timber harvest
schedules. The first method

I 1 km
e Paved highway

817
-
roads

Figure 1: Map of the Lincoln Tract

presented is an implementation of a greedy local
search to repair invalid solutions with the aim of

improving them. The second method is a
stochastic repair method that does not take the
value of a solution into account during repair.
Both of these methods were used in conjunction
with the genetic algorithm, a population based
stochastic optimization method. Both methods
produced good results, with several important
differences in the quality of their solutions.

Section 1 of this paper introduces
harvest scheduling and the genetic algorithm.
Section 2 explains the repair methods that are
being compared, section 3 describes the
experimental method, and the results are
presented in section 4.

Section 1.1 Harvest Scheduling:

Scheduling the harvest of timber land
takes factors of ecology, revenue, and law into
account, creating a complex set of rules that
each harvest must follow. The problem in its
simplest form is to harvest timber at set intervals
while producing the same amount of timber
each time. This takes growth rates and timber
maturity into account.

For this comparison, a real tract of
timber land called the Lincoln Tract was chosen.
The Lincoln Tract consists of 87 stands. The
optimization objectives, and plot yields for the
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Lincoln Tract were first described in Forest
Management and Planning (Bettinger, 2008).

The problem is complicated by legal and
ecological constraints. Each stand must be
mature, and adjacent stands can only be cut if
their total is less than 120 acres. Additionally,
only 50% of the forest may be cut during the 30
year harvest schedule.

The fitness function used in all of these
experiments can be mathematically expressed
this way:

n
Minimize Z(Hi —T)?
i=1

e iisthe harvest period

e nisthe number of harvest periods
(6)

e H;isthe total harvest in period i

e T isthe target harvest (13,950)

Both undercutting and overcutting is penalized
by this function, reinforcing the goal of even-
flow harvesting.

Section 1.2 Optimizing using A Modified
Genetic Algorithm:

Finding an optimal solution to this
problem is NP-Hard. There are many general
optimization that can be applied to this class of
problem. Previously, both Genetic Algorithms
and Particle Swarm Optimization have shown
some promise (Potter, 2009).

Some variation on greedy repair has
been used for harvest scheduling as early as
1995 (Liu, 1995). Liu’s algorithm was applied to
a much simpler harvest scheduling problem with
a different set of objectives, but the greedy
repair combined with another greedy operator
yielded good results. Later, Back performed a
similar comparison of operators on the set
covering problem with constraints and again
found that repair operators yielded stronger

results than the penalty method for GAs (Back,
1996). Bettinger's work with  Raindrop
Optimization as applied to harvest scheduling
has shown promise for repair operators as well
(Potter, 2009).

The Genetic Algorithm (GA) is a
stochastic, population based meta-heuristic
used for optimization developed by Holland in
1975 (Holland, 1975). The GA loosely mimics the
process of natural selection. In this case, each
schedule is analogous to the genome of an
individual organism in a population. Mating is
selective, and each generation hopefully
produces better offspring. For our problem,
each harvest schedule is represented as an array
of length 87 with integers 1-6 representing
harvest times and zero representing a no-cut
scenario.

[1,4,0,2,3,6,0.....]

A problem arises when two
chromosomes are crossed: they may produce
unviable offspring. In nature, this individual
would die, but in a computer simulation, this
often represents a waste of good information.
Repair and penalty functions are the two most
popular methods for helping the genetic
algorithm produce valid solutions.

In the repair method, small changes are
made to solutions that are violating one or more
of the constraints, to eliminate their constraint
violation. Usually, some deeper knowledge of
the problem must be known to produce good
repair. The repair methods described later rely
very little on intimate knowledge of the problem,
and could therefore be used on any problem
where a) valid assignments can be identified
independently and b) the impact of those
changes can be measured.

Penalty functions put pressure on the
algorithm to produce individuals that obey
constraints. This is done by adding a penalty
value to the fitness of any individual that violates

89
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constraints. We have taken the penalty function
method as our baseline comparison because like
the repair methods presented here, it can be
implemented without much domain specific
knowledge and it is a popular solution.

Section 2.0 Algorithms

Section 2.1 Stochastic Repair:

The stochastic repair  algorithm
developed for these experiments is a fairly
simple algorithm with two goals: 1. Eliminate
bias during repair and 2. Bring the schedule back
within the bounds of the hard constraints
without creating any new violations. The first
goal is achieved by identifying all of the stands
currently in violation, then randomizing their fix
order. The second goal is achieved by fixing the
violation of each of these stands progressively
until the entire schedule is back in compliance
with the hard constraints. No consideration is
given to whether these fixes improve the fitness
of the solution beyond making them viable.

Stochastic Repair Algorithm:
While (Schedule Violates C1->Cx)

List<Stand> Violators = Stands in
violation of any constraint.

//Stand X is chosen randomly.

Stand X = Violators(Random Stand);

List<TimePeriod> Legal = All Periods
that Are Legal for X;

//No cut is added as a choice this also prevents a
situation where no assignment can be made, and
prevents bias against a no-cut assignment.

Legal. Add(No Cut Assignment);

//Period Y is chosen randomly from among all
legal choices for the stand.

TimePeriod Y = Legal.ChooseRandom;

//Stand X is assigned Time Period Y, bringing it,
and possibly other stands, out of violation.
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StandX.TimePeriod = Y;

The first step of the repair is to identify the
stands that are currently causing a violation.
Because the algorithm never allows a stand that
is too young to be cut, we only have to check for
violations caused by stand-groups that exceed
our limit for size. If stand A,B,C together violate
our aggregate rule, but we remove A from the
assignment, it is possible for B and C to then
come into compliance with our rule. Therefore,
we only fix a single stand at a time, we do not
want to disrupt the schedule any more than
necessary.

It is important to choose the stand to
repair at random, not by its placement in the list
of stands in violations. Choosing a stand at
random prevents us from biasing our schedules
arbitrarily by the order in which we have
assigned our stands in a list. The structure of our
list should not have arbitrary influence on our
outcome. For the same reason, we do not want
to bias the algorithm towards choosing a cut
period over the no-cut option. Therefore, the
no-cut option is always available as an
assignment.

Section 2.2 Greedy Stochastic Repair:

The first of these principals — avoiding
order bias is preserved in the greedy stochastic
repair, but by its nature the greedy algorithm is
biased inits selection of assignments. The greedy
repair algorithm used for these tests is a simple
way to attempt to strategically minimize the
outcome of a schedule while also satisfying the
hard constraints of the problem. Certainly, the
idea of greedy local search with stochastic
elements is not new. Algorithms such as GSAT
[Selman, 1992] have been studied since the 80s.
This algorithm combines greedy local search
with a stochastic ordering to help prevent order
bias.

Greedy Repair Algorithm:
While (Schedule Violates C1->Cx)
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List<Stand> Violators = Stands in
violation of any constraint.

//Stand X is chosen randomly.
Stand X = Violators(Random Stand);

List<TimePeriod> Legal = All Periods
that Are Legal for X;

//No cut is added as a choice this also prevents a
situation where no assignment can be made, and
prevents bias against a no-cut assignment.

Legal. Add(No Cut Assignment);

//Period Greedy is stand G where G minimizes
the fitness function the most.

TimePeriod G = From Legal Select Stand
G Where G Minimizes Objective
Function the Greatest;

StandX.TimePeriod = Greedy;

Section 2.3 Proportional Penalty

The proportional penalty algorithm
relies on the basic GA framework that all of the
solutions share, except instead of repairing
solutions that violate one of the constraints, it
adds a penalty to the objective function. A
penalty function that is too high can prevent a
GA from exploring through invalid territory, but
a penalty function that is too low will prevent a
GA from converging on a legal solution (Deb,
2000).

Section 3 Experimental Design:

After running some initial tests for
tuning the Genetic Algorithm’s parameters, the
following parameter settings were found to yield
good results for both the Greedy and Stochastic
repair operators. Crossover was set to .9,
mutation rate was set to .005, a maximum of
5000 generations was used, elitism, and
tournament selection for crossover, with a
tournament size of 3. Both algorithms
performed better with low mutation rates.

Although the algorithm often converged
well before generation 5000, some of the best
results in the test sets did not reach convergence
until beyond the 4000™" generation. The extra
generations added time to the experiment, but
did not affect the results of the runs where
convergence happened earlier. The algorithm
also performed poorly with mutation rates over
.01 and below .005. Although the algorithm
seems sensitive to disruption from mutation, it
could not explore enough after convergence to
find good answers when the mutation rate was
set too low.

The schedule representation was a list
representing the 87 stands. Each stand could be
assigned an integer 0-6. A O represents a no-cut
and 1-6 represent the periods in 5 vyear
increments. Each schedule was initialized with a
random, but valid assignment. Since each
schedule had valid age-requirements to begin
with and mutation was also restricted to valid
age requirements, the repair algorithms only had
to deal with the second hard constraint, which is
that no aggregation of cut stands can be over
120 acres.

A baseline performance measure was
established through running the algorithm with
the penalty scheme described earlier. Several
penalty functions were tested, but the
proportional scheme was chosen because it
faired the best in our test runs. It was run 10
times with population sizes of 1000, 2000, 3000
and 4000 respectively.

Both repair algorithms were then run 10
times each with increasingly large population
sizes. It was hypothesized that the greedy
algorithm would perform better than the
stochastic algorithm with smaller population
sizes because it would be more able to find good
answers with sub-par starting points. The
algorithms were exercised multiple times
because Genetic Algorithms and the repair
algorithm employed in this experiment are both
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non-deterministic and it is possible to get very
good and very bad answers with the same
technique. Running multiple times also yields
valuable information about the reliability of
results from the algorithms.

Section 4 Results:

The baseline results were generally
good, with a population size of 3000 yielding the
best overall results, with the exception of a
single outlier that can be seen in the figure
below.
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Figure 2: Baseline Results

The clusters of answers were fairly tight
with a population size of 3000 again showing the
tightest clustering along with the best results for
our baseline experiment.

The results of Greedy Repair were far
more consistent than the unbiased method. This
is likely due to similar optimizations being
achieved at early stages that push the algorithm
towards a local optima instead of the global best.
However, it also means that good, if not great,
results can be achieved in fewer executions of
the algorithm. The consistency, and good results
with smaller populations, could outweigh the
loss of best results under some circumstances.
The difference between best results and worst
results with a population of 4000 is just over
1000, if a single outlier is omitted. This
represents a very tight clustering.
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Figure 3: Greedy Repair Results

The results from stochastic repair are
promising. The algorithm was able to find very
good solutions to the scheduling problem, with
the best result being 66. With large population
sizes good results were common, but the
variation in the results tended to be large. Our
best achieved results were with population size
of 4000 and the fitness values between best and
worst varied by more than 5000, showing that
the consistency of the stochastic algorithm was
not close to the consistency of the greedy
algorithm. However, the algorithm produced
the best result recorded during these
experiments at a fitness of 66.02, which is very
good. The algorithm trades off the chance at
great results for consistency between runs.
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Figure 4: Stochastic Repair Results
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Section 5 Conclusion:

Both repair algorithms tested vyielded
good results on the problem set with sufficiently
large populations, but showed different
characteristics with respect to consistency and
best results observed. Their performance
strengths were different, with stochastic yielding
better “best” results while the greedy algorithm
was more consistent. This pattern holds when
compared to the baseline penalty scheme as

well.
Metric Baseline Greedy | Stochastic
Best 223.811 586.49 | 132.659
Worst 16354.658 | 6589.19 | 5341.923
Average | 2645 1910.3 | 2226.094
Standard | 4671.124 1612.06 | 1857.502
Deviation

Table 1: Results Table

The penalty method does not yield
results quite as good as the stochastic method,
nor is it as consistent as the greedy method. The
simple stochastic repair method is preferable on
many grounds because it doesn’t add much
computation time and vyields good results.
However, if one is constrained by time and
cannot run many trials, the greedy method may
be better because it consistently gives good
results.

In either scenario, a repair method
seems to be a better choice over the penalty
method for this problem.
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On the Evolutionary Model of Intelligence

I. Weisband
Weisband Informatik, Neuss, Germany

Abstract - Social evolution is the process that has created
and continues to develop not only the society, but human
being self. Evolution is almost alone known and
comprehensible natural mechanism of intelligence. It would
be false do not to check if the same mechanism is used in the
human brain. There are some phenomena known but
incomprehensible in psychology: Sigmund Freud’s concept of
unconscious mind (1895), Carl Gustav Jung’s concept of
transformation (1912) and his psychological functions (1921).
In this work we are trying to build the common theoretical
model of evolutionary process for both sociological and
psychological levels which could explain these phenomena.

Keywords: evolutionary computation, model, transformation,
clan, elite, intelligence

Some Al approaches are simultaneously hypotheses
about the mechanism of the natural intelligence. One of such
hypotheses is the concept of social evolution founded 1852
(few years before Darwin) by Herbert Spencer [1, 2, 3]. The
task of creation of people and human society is certainly an
intellectual and creative one. It seems likely that much of this
work was done not by the Darwinian mechanism of biological
evolution but rather by the Spencer’s mechanism of social
evolution.

The most important principle of Spencer’s sociology is the
likening society to an evolving organism. The further step is
to assume the identity of the principles of information
processing in society and in a single organism (brain, mind).
We will use the social evolution theoretical model described
in [4] in order to check if such mechanism can be modelled
and used in the human brain.

There are few terms from this work we must define and
explain in order to make this work independent from the
referred one.

1 Clans, Elite, Basis

One of the central terms in our conception is “clan”
which is defined as a set of people united by a particular
model of the real world they share and with which they
attribute their identity. We suppose only the casual groups of
people (i.e. — passengers of one bus) do not correspond to this
definition. Nation, party, corporation, team, even family have

a shared by all members model they bear. Bearing of such
model is often the aim and the sense of the clan’s existence
(confessions, scientific communities or schools). The
assumption that groups rather as individuals are units of
selection is popular [3].

Clans build a hierarchy — members of clans are most not
people, but other clans. We can define the term “rank” of a
clan. Let us assign to a clan which members are people
(family, team) the rank 1. The super-clan of this clan has the
rank 2 — i.e. company can consist of a set of teams — and so
on. A man can be considered as a clan of the rank 0.

The hypothesis we discuss in this work is, that the last
sentence presents not a degenerate case as it is often in
mathematics. Furthermore, we can speak about the negative
ranks of clans. The term “clan” corresponds in this case with
the popular in Al term “agent”.

Clan can take in its super-clan either the position of elite or
the position of simple member. Elite — is a clan, claiming one
type of command in its super-clan. The set of all clan
members, regardless of affiliation to the elites, called a basis.
The dichotomy basis/elite can be good illustrated by the
Serenity prayer: “God, grant me the serenity to accept the
things I cannot change, the courage to change the things I can,
and the wisdom to know the difference.” [5]

The work [4] presents the hypothesis that social evolution will
be provided not so much by the competition of clans for
survival, as by the competition of elite for command. Vilfredo
Pareto was talking about constant cycling and change of elite;
he called history the "graveyard of aristocracies" [6].

The informational sense of this phenomena is based on the
assumption, that no clan can adapt to the environment
(adaptation is the main term in any evolution theory) if it has
no adequate model of this environment. So the competition of
elite for command will contribute to creation the more
adequate model of the real world if namely the elite bearing
the more adequate model of real world will win.

But only the basis can play the role of arbiter between elite
because no elite can be objective. It makes democracy the
best form of power. Basis can’t evaluate the models of elite; it
evaluates rather the elite self. The survival and progress of
people is caused with following phenomena: basis selects
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most just the elite with more adequate model. Why? We shall
discuss it below.

2 Unconscious Mind

The most important discoveries in psychology have been
made at the turn of the 19th and 20th centuries by Sigmund
Freud (1856-1939) and Carl Gustav Jung (1875 — 1961).

In the center of these discoveries is situated the concept of
unconscious mind. At present, the idea of the mind, as an
iceberg in which consciousness is only a small top is almost
universally accepted. But no one understands why and what
for the mind is so constituted. From the point of view of
computer science, building of information system in which
most of information including vital is hidden from the user
and can be accessed only by using of special psychoanalytical
techniques seems absurd.

However, this phenomenon becomes absolutely clear, if we
assume that the structure of the psyche like the structure of
human society. The last has a highly hierarchized, multi-level
system of communities: countries, parties, nations etc. Above
we have defined the term "clan", as the total for all of them.
This justifies the use of the outdated term "subconscious" for
our purposes.

Definition: The subconscious mind of a clan is the conscious
mind of all its sub-clans.

Let us show it on the simplified, two-layer model of society:
the country and the people who inhabit it. Consciousness of a
country is the information that circulates in the media
officially approved by the government. Obviously, this
information may differ far and away from that which people
owned individually. The more totalitarian the ruling elite of
the state is the more intense is the level mismatch.

According to the ideas of psychoanalysts’ jokes hint of
repressed in unconscious contents without naming them
directly. A political joke evoked in the Soviet Union stronger
laughter than a sexual one.

Example: "On the agenda of the collective farm Communist
party meeting, there are two issues: the building of the shed
and the building of communism. Due to the lack of wooden
boards the meeting moved immediately to the second
question." Obviously, we are talking here about a prohibited,
taboo subject: the socialist economy is inefficient.

The collapse of the Soviet regime was caused mostly by
repression of this fact. It shows how ignoring some contents
of the subconscious can be fatal to the system. The example of
China shows that timely informed content of the subconscious
could not only save the system, but also to ensure a sharp
jump in its development.
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One can assume, that intelligence can be bound with the
possibility to make the unconscious conscious.

3 Process of Transformation - make
the Unconscious Conscious

Carl Gustav Jung highlighted the process of “transformation”
— transport of unconscious contents to the conscious mind. He
said: “Until you make the unconscious conscious, it will direct
your life and you will call it fate.” We suppose that process of
transformation and process of social evolution are two
manifestations of the same process.

One can suppose that this process must be cyclical, because
for adaptation to the environment one needs always new and
new ideas about the changing real world be launched and
implemented. Let us look for phases of this cyclical process.

Jung described [7] together with the well-known dichotomy of
extraversion (E) vs. introversion (I) two further dichotomies:
intuition (N) vs. sensation (S) and feeling (F) vs. thinking (T).
The last four phenomena he has called “psychological
functions” [8].

Aushra Augustinavichiute [9] was the first, who supposed,
that psychological functions of Jung are not pure
»psychological®“ phenomena, but belong to the fundamental
natural laws of information processing in systems of some
kind. She showed that the activity of psychological functions
is arranged in a cycle which she compared to the Carnot cycle
of energy transformations in the internal combustion engine.
The four “psychological” functions correspond to four
evolutionary phases described in [4, 10].

Hypothesis: We highlight in the life of elite four phases:
emergence of an idea (hypothesis, model) and the elite around
it (N); elite struggle for public acceptance (F); rise to power
and the implementation of the bearing model of the elite in the
life of society (S); institutionalization of this model and
embedding it into the existing system of public institutions
(read - discovered earlier models, T).

Why we have just four phases of our process? It can be the
result of two further dichotomies (dichotomy seems to be a
very important system-forming concept in our research
domain):

. Bottom-up vs. top-down processes. The structure of
clans is hierarchical and information flows in such structure
can be directed upwards or downwards.

. Idea-oriented vs. system-oriented processes. A process
of the first kind refers on the new born idea: the generation,
development, implementation of it. A system-oriented process
refers rather on the place of the new idea in the existing
system of old ones.
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4 Four phases
(evolutionary) process

Before we start discussing these four phases of information
processing we would like to make two important suggestions
and give one example.

1. After reading of sections 4.1-4.4 one can make the
conclusion our work is dedicated to philosophy, psychology,
sociology or history. This conclusion is absolutely false. This
work is dedicated exclusively to the computer science because
the natural mechanism of information processing is our only
research subject.

2. In the focus of our research is the term “model” [11]. All
information processes we discuss have some models of real
world as their processing objects. Normally will be used
several other words in order to express this concept. So a new
born model on the phase “N” is called “idea”. On the phase
“F” can be used the term “ideological position”. At phase “S”
it can be called “aim”. And on the phase ”T” the terms
“conception”, “tradition” or “institution” can be used.

And now we consider an example of elite developing. The
basic idea of Karl Marx: "The bourgeoisie exploits the
proletariat." When Georgy Plekhanov translated "Communist
Manifesto" in Russian language and established in 1883 the
group of "Emancipation of Labor" (the early years consisted
of four or five people), it was a typical N-elite, implementing
this idea. Social Democrats quarreled hoarse, then shook
hands and went home. Then came a time when the
Mensheviks and the Bolsheviks ceased bowing in the streets
of Geneva and met, crossed to the opposite sidewalk. They no
longer spent time trying to prove something to each other, but
actively promoted their ideas among the masses. This means
that these elite moved into "emotional” F-phase. By October
1917, the Bolsheviks were turned by Lenin into a cohesive
fighting S-elite. They seized power and not just avoided to say
hello with their opponents, but killed them. Stalin then turned
Communists in oiled machine - T-elite, and the elite of these
elite became nomenclature - the ruling elite of the Soviet
state. Behind the bipolar view of the world (the USSR and
Warsaw Pact countries against the U.S. and NATO) was
hidden possibly the confrontation between two T-elites:
nomenclature and "gentlemen". Gentlemen elite won.

41 N: Intuition - the Creation of Ideas and
Elite around Their

The N-process is idea-oriented bottom-up process. Its content
is the generating and developing of an idea, but not the
implementation of it. Jesus Christ and early Christianity is a
good sample of a young elite creating and developing around
a new model of the real world.
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of the transformationSince intuition is essentially unconscious process, the

essence of its very difficult to comprehend consciousness" -
writes Jung [7]. That is, intuition can be a very initial phase of
transformation, yet almost completely submerged in the
unconscious.

This process dominated i.e. in times of appearance of big
world religions: about 3000 BC — gods of ancient Egypt;
about 1500 BC — the pantheon of gods of ancient Greece (and
later - Rome), Judaism; about the time of Jesus Christ;
between 1400 and 1775: Renaissance, Reformation and
Enlightenment. The common feature of all those movements
is the intellectual and spiritual nature of those. The most of
ideas are related to the term “sense”, i.e. “sense of life”.
Therefore ideas have for a society not pure the utilitarian
meaning — to feature the possible changes and developments
of system. They provide the unity of the society too. There
are national ideas, idea of God and so on. But the information
processing is the main function of phase “N”. The big world
religions won, because they mirrored the reality more
adequate as early pagan beliefs. The N-time is a time of active
exploration. The period 1400-1775 was the “Age of
Discoveries” too. The ships of Columbus, Magellan and
Vasco da Gama were plugging the seas.

As an example of N-periods, we can consider also small (only
15 years) and significantly less well-known period. Plekhanov
creates the "Emancipation of Labor" group in 1883. Within
the 15-year period, close to the beginning of which is this date
arise social democratic and labor parties in Spain, France,
Switzerland, Austria, Sweden, Italy and Holland. Also other
ideas were activated. In 1881, Eugen Diihring, "genuine
founder of Nazi anti-Semitism™ [12], published a book
entitled "The Jewish Question as a Racial, Moral, and
Cultural Question." Wave of pogroms, that swept the south of
Russia in 1881, led to the emergence in 1881-82 years clubs,
societies and groups, aiming to revive of the Jewish people in
Eretz Israel. Ideas of the Enlightenment, already victorious in
many developed countries of the West, received support in
Turkey, where the doctor and poet Abdullah Cevdet founded
in 1889 the Young Turk movement. The relationship of these
four types of elite - Communist, Nazi, Zionist and democratic
- dictate a lot in the history of the next century.

42 F: Feeling - Battle of Ideas

The F-process is system-oriented bottom-up process. Its
content is the evaluation of the new idea and comparing it
with old models which must be replaced by the new one.

The Russian-speaking community in the world is going
through a period of sharp polarization around the issue of
Ukraine. The last such period began about 120 years ago and
led to a series of Russian Revolutions (1905, 1917) and Civil
War (1918). Another example would be the splitting France
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on Dreyfusards and Antidreyfusards around 1995. Thus, we
have now infrequent opportunity to watch the process F from
the inside.

The first thing that catches the eye: polarization does not
follow state or national borders. Public opinion is split in both
countries: Ukraine and Russia. Moreover, in the opposite
camps very often are members of the same family. This
suggests that neither national nor economic interests play a
decisive role; the process in question has some different
nature. (It is the information processing nature.)

The second observation: the inability to convince the
opponent by any logical arguments. It would lead to inanity of
any discussions. But these discussions are watching by those
persons who have not yet adjusted to the conflict. But for
these persons logical arguments play a rather minor role. First
of all, they're watching moral conduct of the parties to the
conflict. Thus, the number of early Christians grew
particularly cool in those periods when the Roman authorities
have made them especially severe persecution. Actually, the
death of the Savior is a striking confirmation of this rule.

Despite of attempts to falsify, considered information process,
which has almost purely emotional basis, provides a
surprisingly powerful tool for an adequate choice between two
or more competing elite, and therefore - between their models
of the real world. Simplifying - who cheats or uses harsh
terror is obviously less sure of the rightness of their ideas, and
is struggling only for obtaining or maintaining of certain
privileges and wealth. It provides the foundation for the
successful functioning of democracy.

The F-function provides also mechanisms for selection of the
“correct” ideas. In psychology it manifests itself in emotions -
inner struggle between the different ideas.

In the life of a society emotions find correspondents in all
kinds of migration. The social migration and its radical form —
revolution - represent the struggle of different points of view
and provide the switch of a society correspondent to the
dominating ideas. The period of 1775-1850 is a sample of a
world F-period. It lasted from 1776 (US Independence
Declaration), throw 1789 (Grate French Revolution),
Napoleon wars, the revolutionary phase of Risorgimento in
Italy (1815-1849), Revolutions of 1830 in Belgium, Poland,
France and to all-European Revolution of 1848. In cultural
history it is the period of romanticism. “Romanticism is a
complex artistic, literary, and intellectual movement that
originated in the second half of the 18th century... The
movement validated strong emotion as an authentic source of
aesthetic experience, placing new emphasis on such emotions
as trepidation, horror and terror and awe.” [13].

Not seeing the opportunity to fight for their ideas on the old
place, groups of people (Huguenots from France, Jews from
Egypt) resort to geographical migration. Often this leads to
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the birth of some new states and death of old other. Thus, the
Aegean migrations (approximately 1250 to 850 BC) founded
the Hellenistic civilization and ruined the Cretan-Mycenaean
culture. At the same time, Egypt has lost the role of a grate
empire. In the Germanic migrations of 250 to 650 came into
motion Huns, Goths, and Teutons. In their drive to the west
they have destroyed the Roman Empire. A rapid growth of
geographical migration began in 18 century: were colonized
South and North America, Australia, New Zealand, Siberia. In
the 19th century over 50 million people left Europe for the
Americas.

4.3 S: Sensing — Implementing Ideas in Reality

The S-process is idea-oriented top-down process. Its content
is the implementation of the new idea in the real life of a clan.

So, in the N-period will be generate ideas. In the F-period
they go in struggle for the minds of people. To begin of the S-
period the chaos will be continued, but the dominated idea or
the dominated complex of ideas will be formed. Clever and
strong guys - “sensing types” [8] - understand it. The strength
of those people is based not on pure tyranny, but on the good
understanding of the trends. Therefore they have the support
of the biggest part of society. Hear will be used the force and
violent. Such strong personalities as Charles Martel in Francia
or Napoleon in France come to the end of an F-period with
the inevitability of a hurricane.

Fisch [14] characterizes so the period 1850-1914 years: “The
second half of the 19th century is ... less phase of great
theoretical concepts and fundamental ideas than time the
introduction and implementation of such ideas. From theory
arises practice, from ideas - reality. Here are just a few
examples. Democracy, and also a modern parliamentary, was
not invented after 1848. But prior to that date, she played only
a minor role in the political practice of European states, and
after 1918, and even more - after 1945, at least formally, was
no longer even the subject of any debate. Still less nationalism
became invention in 1848. But it was after 1848, it became
one of the biggest political forces. The industrial revolution in
1848 has long begun. But only then it turned into a
phenomenon, which subdues all the character and style of life
in Europe. Socialism and liberalism in 1848 were fully
developed concepts. In politically effective movements they
become in many areas only then. ... This preponderance of
practice over theory, implementation and insistence over
creating concepts has the effect that the era in retrospect emits
less gloss than the time of spiritual flight. Practical issues are
becoming more important than originality of ideas. ... The
greatest merit of this behavior is that only through him great
masses of people can directly benefit from initial concepts.”

This is the best description of the (introverted) S-phase we
have ever seen, despite of Jorg Fisch is a Swiss historian and
have never worked on the concept discussed here.
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44 T: Thinking - Law and Order Instead of
Arbitrary Power

The T-process is system-oriented top-down process. Its
content is the balancing and optimizing of the models system
after implementation of a new model.

The napoleons provide implementation of new ideas with the
strength of their authority. But they can die or be won by their
enemies. They and their followers can make errors. Bismarck
won the concentration of power for emperor Wilhelm I, but it
results in the catastrophe of two world wars challenged by
politic of Wilhelm II. Therefore all what was formerly
supported with the authority of the ruler and with the fear to
contradict him will be in the T-phase “institutionalized"-
equipped with specific mechanisms of its realization.

The T-model can be represented by legal mechanisms, strong
political principles or the patterns of behavior in certain
situations. Thus, the codex Napoleons, the department
structure of France and more other things was not cancelled
by Bourbons (legal mechanisms). Britain was always against
the "strongest man" in Europe, to ensure the conservation of
European equilibrium (political principles).

The low-oriented T-countries was or are: the Mesopotamia in
times of Hammurabi (about XVIII century BC) - he created
the famous codex of laws and he made decisions for private
persons and against the state interests. The Roman Republic
was founded around 500 BC. It was designated by very strong
consistency of its domestic and foreign policy, and adherence
to lows and legislation. Around 450 BC in Rome was formed
the Twelve Tables statute book, which was issued in twelve
wooden tablets in the Roman Forum. It was obviously the T-
empire. [ron logic of the policy, strength of the established
rules, and presence of clear principles are its main features.
Also, the Western kings, emperors and popes from 1025 to
1400 were characterized by these properties. Precisely the
strength of principles and not the guns has allowed the papacy
to gain the upper hand over to Germanic emperors. The
modern west nations was created mostly between X and XIV
centuries: British (UK, later - US), Germans. There are ca. 20
times more juries in USA as i.e. in Japan.

5 Conclusions

The evolutionary model of intelligence allows better
understanding of several phenomena known but
incomprehensible in psychology: unconscious mind,
emotions, other psychological functions and psychological
types and functions discovered by C.G. Jung.  The
information processing sense of some sociological
phenomenon (self-identification, revolutions and wars) is with
this model better understandable too.
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All of these can be interpreted as assertions that this model is
adequate.

In order to further proof of this hypothesis we presume to
build a computer model of this information processing
mechanism.
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Abstract— Monte Carlo Tree Search approach with Pareto
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strategy and the experimental results show that the approach
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1. Introduction

Monte Carlo Tree Search (MCTS) is thriving on zero-
sum games like the Go board game and there are many
MCTS extensions that further optimize the selection strategy
and improve the performance of the algorithm, e.g. RAVE
[5]. In this paper, we are proposing to use MCTS to solve
cooperative games and utilize the Staff Scheduling problem
to show that the approach is able to produce solutions for
cooperative games. The objective of a cooperative game
is to maximize the team’s utility while at the same time
optimizing the individuals utilities.

1.1 State-Of-The-Art

Optimum or near optimum solutions to the staff schedul-
ing problem can be found by various approaches like Genetic
Algorithm, Constraint Programming, Integer Programming
and Single Player Monte Carlo Tree Search. As pointed out
in the Single Player MCTS approach [4], the MCTS is easy
to implement and the algorithm can be terminated if it runs
out of resources, e.g. the search will end if it runs out of
time.

2. Background Work
2.1 Tree

A tree structure is a data structure in computer science
that represents information in a hierarchical manner (non-
linear) resembling a tree as shown in Fig 1 [3]. Information
is stored in tree nodes. A tree node can be a root node, a
branch node or a leaf node. A root node is a node that does
not have a parent node. A branch node is a node that has a
parent node and has at least one child node. A leaf node is
a node with a parent node but without a child node. Root,
branch and leaf nodes are labeled as A, B and C respectively
in Fig 1.

2.2 MiniMax Tree

A minimax tree is a tree structure (in decision theory
and game theory fields) that represents a zero-sum game’s
utilities as shown in Fig. 2 [7]. A zero-sum game is a
competitive game where players are competing against each
other to win the game, i.e. the gain of one player is the
loss to other players. A minimax strategy is the strategy to
minimize possible loss to a player when the player is making
a decision.

2.3 Multi-armed Bandit

The objective of Multi-armed Bandit is to find the optimal
strategy for a gambler to pull the levers of a row of slot
machines in order to gain maximum reward. It is measured
by the regret p as shown in Eq. 1.

T
p=Tu = n (1)
t=1

where 7' is the number of rounds the gambler has pulled
the levers, p* is the maximal reward mean and 7; is the
reward at time ¢t. The regret, p is the difference between the
reward for optimal strategy and the total collected rewards
after T rounds [1]. The average regret is p/T and it can
be minimized if the gambler played enough rounds as
limT_mo% — 0.

2.4 Monte Carlo Tree Search

Monte Carlo Tree Search has been used with various
problems, including but not limited to, the Go board game,

Fig. 1: Tree Structure.
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Fig. 2: MiniMax Tree.

real time strategy games, platform video games and staff
scheduling optimization. Monte Carlo Tree Search consists
of four (4) phases [2], they are:

1) Selection

2) Expansion

3) Simulation

4) Back propagation

In the Selection phase (Fig. 3), the best UCT (as shown
in Eq. 3) of a tree node is selected by working recursively
from the root node of the tree until a leaf node is reached.
The leaf node (or terminal node) will be selected as the
candidate for next phase. In the Expansion phase, a legal
move will be randomly (uniform distribution) selected from
all the possible moves based on the selected node (from
selection phase). A new node (resulting from the move) will
be added to the selected node as a child node as shown
in Fig. 4. The simulation phase will begin with randomly
sampling the possible moves for the new node (as shown in
Fig. 5) until it reaches a terminal condition, e.g. until the
game is over or all players can no longer make a move.
The reward is then calculated and back propagated from
the simulation phase’s terminal node up to the root node of
the Monte Carlo tree as shown in Fig. 6. While traversing
through each node during the back propagation phase, the
visit counter in each node is incremented by one to indicate
how many times it has been visited.

2.5 Pareto Optimal

In game theory, Pareto Optimality is a situation where
one’s utility cannot be improved without degrading others’
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utility. A Pareto front consists of all the Pareto optimal
points, as shown in Fig. 7 [8].

3. The Problem

Creating a monthly schedule for staffing is a frequent
task for schedulers in any human resource centric enterprise.
Keeping the staff happy is extremely important in a human
resource centric enterprise as it boosts the morale of the
staff, improves productivity and the staff retention rate. Staff
schedule preferences are soft constraints for scheduling,
which the schedulers will try their best to accommodate.
Hard constraints are the rules that cannot be broken, for
instance, double booking a staff, back-to-back shifts and not
honoring staff’s off day request.

3.1 Hard Constraints

Hard constraints are the rules that the schedulers cannot
violate. If the scheduler breaks the hard constraints, the solu-
tion/schedule is considered not feasible. The hard constraints
are:

o Hard Constraint #1 - Each staff must work at least the
minimum contract hours. (HC#1)

o Hard Constraint #2 - It must be at least 12 hours apart
between any two shifts for a staff to work in. (HC#2)

o Hard Constraint #3 - Scheduler cannot assign a shift to
a staff on his/her requested off-day. (HC#3)

3.2

Soft constraints are the constraints that the schedulers will
try to accommodate as much as possible. The soft constraints
are:

Soft Constraints

o Soft Constraint #1 - Staff’s work day preference, i.e.
weekday or weekend. (SC#1)
o Soft Constraint #2 - Staff’s shift preference. (SC#2)

4. Proposed Approach

We propose to use Monte Carlo Tree Search with Pareto
optimality and pocket algorithm utilizing the multi agents
approach. Each agent in turn makes its move by either
exploring or exploiting its current situation. Each tree node

Fig. 3: Selection.
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Fig. 4: Expansion.

in the Monte Carlo Tree has a utility vector that consists of
the team’s utility and each agent’s utility as shown in Eq. 2.
Each phase of Monte Carlo Tree Search is described in the
following subsections.

4.1 Utility Vector

Utility vector, as shown in Eq. 2 contains the utility for
each agent and the team. The weqy, is the utility for the
whole team and contains the value in the range of 0 and
1. The Uteqn, indicates whether the solution is a feasible
solution or a non-feasible solution. The 4., Will be set to
1 if the solution is feasible otherwise it will be set to 0. A
feasible solution is a solution where all agents’ assignments
do not violate the hard constraints. u; is the utility for the
agent i and it is in the range of 0 and 1. The agent’s utility is

Fig. 5: Simulation.

Fig. 6: Backpropagation.

the measurement of how well the solution is accommodating
to the agent’s preferences, i.e. soft constraints.

—

U= [uteama Uy, U2, .-

2

where wueqnm, is the utility for the team, u; is the utility for
agent 1.

-5 Un]

4.2 Selection

During the selection phase, each agent in turn make its
move. When it is the agent’s turn to make a move, the agent
will select a tree node in 2 sub phases.

1) team utility selection

2) agent’s utility selection

Starting from the root of the tree, a tree node will
recursively be selected, until a tree leaf is reached. In the first
phase, the tree node with the highest mean team utility will
be selected if it is not fully explored. If there are multiple
tree nodes, the node with the highest mean utility for the
agent will be selected. The tree node is being selected for

Fig. 7: Pareto Front.

101



102

the next phase (simulation). If there is no possible moves
for the agent from the selected node, the next agent will be
chosen to make a move. A node will be labeled as a terminal
node if no agents can make a move from it. The UCT for a
team or an agent ¢ is shown in Eq. 3 [6].

UCT = & +2C M 3)
Ny nj

where ) X is the total utility for the team or agent for

the child node j, n; is the number of visits count in the

child node j, n is the number of visits count for the parent

node, and C' is a constant.

Each tree node has the following properties:

o Agent

¢ Move

e Number of visits
o Utility vector

The node’s “Agent” indicates which agent’s turn it is to
make a move, while “Move” is the move that the agent
has made. “Number of visits” is a counter indicating the
number of times the tree node has been visited during the
simulation phase. The “Utility vector” keeps track of the
team and individual agent utilities.

Algorithm 1 Selection

INPUT: TreeNode, AgentList, CurrentAgent
OUTPUT: SelectedNode

CurretNode = TreeNode
while CurrentNode is not leaf do
Candidates = tree nodes with highest UCT}.q,,, that are
not fully explored
if there are multiple candidates then
Candidates = Candidates with the highest UCT}
end if
if no Candidates then
Indicate the tree is fully explored and stop the search
return null
end if
CurrentNode = randomly (uniform) pick one of the
Candidates
end while
return CurrentNode

4.3 Simulation

In order to harness the advantage of the multi-armed
bandit model [1], the simulation phase will simulate all
possible moves available to the agent. An agent will be
skipped if the agent can no longer make a move from the
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node. The simulation phase will cease when no agents can
make any moves. At the end of each simulation phase, the
utilities for the team and the individual agents are computed.

Algorithm 2 Simulation

INPUT: TreeNode, AgentList
OUTPUT: SubTrees

InitialAgent = TreeNode.Agent

result = [] // empty

Get all possible moves for this tree node

for each move in possible moves do
NextAgent = next agent (round-robin based on current
agent and agent list)
NewTreeNode = new tree node with agent and move
SubTree = Sample(NewTreeNode, AgentList)
Append SubTree to result (as an array)

end for

return result

Algorithm 3 Sample

INPUT: TreeNode, AgentList
OUTPUT: SubTree

NextAgent = next agent of TreeNode.Agent (round-robin)
Get all possible moves for this tree node and current agent
CurrentAgent = NextAgent
NewMove = move
repeat
Create a tree node to represent the NewMove and
CurrentAgent
Add the NewNode as a child to CurrentNode
CurrentNode = NewNode
CurrentAgent = next agent of CurrentAgent (round-

robin)

Get all possible moves for CurrentNode and CurrentA-
gent

NewMove = randomly (uniform) pick one of the pos-
sible move

until no agents can make a move
Calculate utilities for current node
return TreeNode

4.4 Expansion

The results from the simulations (as sub-trees) will be
merged into the Monte Carlo Tree. Each simulation result
will be tested for Pareto optimality. The Pocket algorithm is
used to remember the Pareto optimal solutions.
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Algorithm 4 Pocket Algorithm

INPUT: Pocket, terminal nodes

for each node in terminal nodes do
Remove the solutions from the Pocket that are sub-
optimal to node’s utility vector
if node’s utility vector is not sub-optimal among the
solutions from the Pocket then
Add node to the Pocket
end if
end for

4.5 Pocket Algorithm

Pocket algorithm consists of two (2) phases, they are:

1) Removing suboptimal solutions
2) Adding solutions from the simulation phase to the
solution pool (also known as pocket)

In phase 1, each node from the simulations phase is
compared to all the nodes in the solution pool. The nodes in
the solution pool will be removed if they are suboptimal to
the nodes from the simulation phase. In phase 2, each node
from the simulation phase is compared to all the nodes in
the solution pool and the node from the simulation phase
will be added to the solution pool if they are not suboptimal
to any solutions in the pocket.

4.6 Back Propagation

The utility vector is propagated from the terminal node
back up to the root node of the Monte Carlo Tree. The tree
node will be marked as fully explored if all child nodes have
been explored. The leaf node (or terminal node) will always
be marked as fully explored.

Algorithm 5 Back Propagation

INPUT: node

U to node’s utility vector

Node = parent node

while node is not root do
Add U to node’s utility vector
Increment node’s visit counter
Node = parent node

end while

5. Experiments and Results

The proposed approach has been applied to the constraints
based staff scheduling problem, where each staff viewed as
an agent and the shifts being the moves that the agents can

make. Each agent has its own constraints including off days,
preferred working shifts and preferred working days. Table
1 shows the preferences and their respective off-day requests
for 3 staff members.

Table 1: Experiment Criteria.
Off Day

Staff Preference

Prefer to work
during week days

Prefer to work

during weekend

#1 Ist day of the month

#2 2nd day of the month

Several experiments were conducted with the criteria in
Table 1. The results are discussed in the following subsec-
tion. All experiments were run with Internet Explorer 11
on an Intel Xeon 3.4GHz, 8GB RAM. The programs were
written in typescript (a superset of javascript). The utility for
each agent is computed as per Eq. 4. Each experiment was
run with 100 simulations and C was set to 1.414.

Table 2: Experiments.

Days Item
Day Date
5 Thursday  Jan/1/2015
Friday Jan/2/2015
Thursday  Jan/1/2015
3 Friday Jan/2/2015
Saturday  Jan/3/2015
Thursday  Jan/1/2015
4 Friday Jan/2/2015
Saturday  Jan/3/2015
Sunday Jan/4/2015
u; =05 x N “4)

where N is the number of soft rules that comply with the
preferences of agent i.

5.1 Result Discussion

A feasible solution is the solution that does not violate
any hard rules. Fig. 9 and Fig. 11 show the feasible solutions
for the 3-day and 4-day schedules respectively. Fig. 10 and
Fig. 12 show the solutions that violated the hard rules and
so are considered not feasible. For instance, in the 4-day

Reward Vector = [1, ©.58, @.88, 8.58]
@.7871067811865475
Thu 1/1 7:8 - 1/1 19:@
Fri 172 19:@ - 1/3 7:8
Fri 172 7:8 - 1/2 1%9:8

Thu 171 19:8 - 1/2 7:@

Euclidean distance =
Player = 2
Player = 3

Player = 1

3

Player
Fig. 8: Solution to 2-day Schedule with Uycqp, = 1.
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schedule solution in Fig. 12, Staff #1 has an off day request

Reward Vector = [1, @.50, 8.25, 8.33] for Jan/1 but the schedule indicates that Staff #1 has to

Euclidean distance = 8.6588541396588878 work on Jan/1 from 7am-7pm, thus violating hard constraint
Player = 2 Thu 1/1 7:8 - 1/1 1%:@ HC#3. Take note, however, that the solution does align with
Player = cat 173 7:@8 - 173 19:8 the preferences of each staff, i.e. the proposed approach tried

2

Player = 1 Fri 1/2 7:@ - 1/2 19:0 to schedule individual staff such that the schedule tends to
accommodate with the preferences of individual staff. In

Player = 3 Thu 1/1 13:@ - 1/2 7:@ Fig. 8, Staff #2 has a zero utility as the solution does not

Player = 3 5at 1/3 19:@ - 1/4 7:@ accommodate any of his/her preferences.

Player = 3 Fri 172 19:@ - 1/3 7:8

6. Conclusion

MCTS has been thriving on competitive zero-sum games
like Go. In this paper, we have proposed an approach to

Fig. 9: Solution to 3-day Schedule with U;eqp, = 1.

Reward Vector = [, ©.58, ©.58, 8.58] solve and optimize cooperative games with MCTS using
Euclidean distance = @.3660254837344386 Pareto optimality and pocket algorithm. Unlike the approach
Player = 1 Thu 1/1 19:@ - 1/2 7:8 from [4] that used a scalar value (scoring function) for each
solution, the solutions from this new approach always align
Player = 2 Sat 1/3 19:8 - 1/4 7:@ : PP s alig
: to the soft constraints, regardless of the hard constraints.
Player = 1 Fri 172 7:8 - 1/2 19:8
Player = 3 Fri 1/2 19:@ - 1/3 7:0 References
Flayer = 2 gt 1/3 7:8 - 1/3 19:0 [1] Auer, P., Cesa-Bianchi, N., and Fischer, P. (2002). Finite-time analysis
. - B . of the multiarmed bandit problem. Machine learning, 47(2-3):235-256.
Player 1 Thu 171 7:8 171 13:@ [2] Browne, C., Powley, E., Whitehouse, D., Lucas, S., Cowling, P.,
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Fig. 11: Solution to 4-day Schedule with Uyeqp, = 1.

Reward Vector = [@, ©.58, 8.58, 8.38]
Euclidean distance = 8.88030985296791061
Player = 3 Fri 172 19:8 - 1/3 7:8

Player = 2 Sun 1/4 19:0 - 1/5 7:8
Player = 3 Sun 1/4 7:8 - 1/4 19:8
Player = 3 Fri 1/2 7:8 - 172 19:8
Player = 1 Thu 1/1 7:8 - 1/1 19:8
Player = 3 Thu 1/1 19:@ - 1/2 7:8
Player = 2 Sat 1/3 7:8 - 1/3 19:8
Player = 2 Sat 1/3 19:0 - 1/4 7:@

Fig. 12: Solution to 4-day Schedule with Uj.q,, = 0.
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Abstract— Unit commitment problem is one of the large
scale nonlinear hybrid integer programming problems
which is considered in this paper. Thus, a new stochastic
search algorithm has been implemented for solving the
mentioned problem. For this purpose, Modified Invasive
Weed Optimization (MIWO) has been proposed which is
a bio-inspired numerical technique and inspired from
weed colonization and motivated by a common

phenomenon in agriculture that is colonization of

invasive weeds. The proposed algorithm is tested on the
power systems in the range of 10-140 generating units
for a 24-hours scheduling period and compared to
Quantum inspired Evolutionary Algorithm (QEA),
Improved Binary Particle Swarm Optimization (IBPSO)
and Mixed Integer Programming (MIP).

Keywords: Unite Commitement, Invasiv. Weed

Optimization, Stochastic Search.

l. Introduction

Unit commitment (UC) aims to schedule the most
cost-effective combination of generating units to meet
forecasted load and reserve requirements, while adhering
to generator and transmission constraints. Generally, UC
is completed for a time horizon of one day to one week
and determines which generators will be operating during
which hours. This commitment schedule takes into
account the inter-temporal parameters of each generator
(minimum run time, minimum down time, notification
time, etc.) but does not specify production levels, which
are determined five minutes before delivery. The
determination of these levels is known as economic
dispatch and it is “the least-cost usage of the committed

* Corresponding Author. E-Mail Address: hashayanfar@yahoo.com
(H. A. Shayanfar)

assets during a single period to meet the demand” [1-5].

The main purpose of optimal Unit Commitment
Problem (UCP) for power system is to find the on/off
state of each generating unit and the generation of every
committed unit for a given horizon, under various
operating constraints, consists of fuel constraints,
multiple emission requirements, ramp rate limits,
minimum up and down time limits and proper spinning
reserves. Since the optimal commitment programming
can save huge amount of costs and improve reliability of
power system, many methods have been proposed to
solve the UCP, such as Lagrange Relax (LR) [6],
Dynamic Programming (DP) [7], and Genetic Algorithm
(GA) [8]. However, they all have some disadvantages
such as; the main problem of LR in the difficulty
encountered in obtaining feasible solutions. DP is flexible
but it may lead to “curse of dimensionality”. The
shortcoming of GA is massive calculations and it is
difficult in dealing with nonlinear constraints.

This paper proposes a new stochastic algorithm to
solve the UC problem. Moreover, we thought a new way
to update the on/off status of the units in the form of
probability. Meanwhile, the Lambda-iteration method is
adopted to solve the economic dispatch problem. The
Lambda-iteration method and the proposed modified
IWO algorithm are run at the same time for the purpose
of finding the solution that has the least total production
cost. Furthermore, the correction method and several
adjustment techniques are proposed to ensure that the
solutions are diverse in the iterative process and satisfy
all the constraints.
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I1. Problem Definition

The formulation for the unit commitment is described
in detail in this section. The objective of the UC problem
is to minimize the total production cost consisting of the
generation cost and the start-up cost of the generating
units under the circumstance where, the operational
constraints and the constraints of the generating units are
satisfied in the scheduling period [9-10]. Where, it can be
as;

T_NT
Fr =" 1C(R uf) +Suf 1 —u™)]
=1 i=l

Where, F is the total production cost; 7" the number of
hours in the scheduling period; NT the number of
generating units; and ', on/off status of the unit 7 at hour
t, 1 represents the on status of the unit i at hour ¢, 0
represents the off status of the unit i at hour . Ci(p') is
the generation cost function of unit 7. It is normally a
quadratic polynomial represented by;
C(p)=a(p))* +b,(P)) +¢; )

Where, p'; generation output of unit i at hour ¢, and a;,
bi, ciare parameters of unit i. Siis the start-up cost of unit
i which is related to the duration time of the off state of
unit i. It can be expressed by:

He
S,' _ { SCi
CSCi

Where, HSCi is hot start-up cost of unit i; CSCi the cold
startup cost of unit i; Xt OFFi the duration time during
which unit i keeps off status at hour t; CSHi cold start
time of unit i; and MDTi the minimum down time of unit
i.
Also, for the constrains;
1) System power balance constraint:

N

(M

M pr < Xopr <M pr + Cy; 3)

t
M pri + Cop < Xopr:

Zuf pi=D' “)
i=1

2) Thermal Generator Constraints:

a) Unit’smaximum up/down reserve contribution
constraints:

USl_max:d% XPl_,rmax (5)
DS=d%xP;,"* (6)
b) Unit’s up/down spinning reserve contribution
constraints:

USi(t)=min{ US"™, P;,"*"_P; (1)} (7
DSy()=min{ DS"™ , Pi(t)_P;,"} 8)

¢) Unit’s ramping up/down capacity constraints:
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UR,(t):mln{ UR[_max} Pl_yrmax_ P,(t)} (9)
DR,(0 :min{Dleax B leax_ P[’rmm} (10)
d) Unit generation limits:
PN )xU, (t) < P, (1) S P™ @)U, (t) (1)
if U, (t)=U,; (t-1)=1
Pmax e mlIl{P,r;ax,Pl (t—1)+UR;mX} lfUz (t) Uz (t-1)
(0= min{ P P, t-1)+SF, | (12)
' ifU; (0)=LU; (t-1)=0
pmin ) — min{UR ™, P, (t =)—~DR™> |
‘ AT U 0)=1U; ¢ -1)=0
f U, @O=U;¢-D=1
¢) Minimum up/down time constraints:
[toni(t-1)-Ton] *[Ui(t-1)U(1)] 20 (13)
[torrt-1)-Torr *[Ui(t-1)Ut)] 20 (14)

I11. Modified Invasive Weed
Optimization

Invasive Weed Optimization (IWO) is inspired from
weed colonization and motivated by a common
phenomenon in agriculture that is colonization of invasive
weeds. Actually, the weeds have shown with adaptive
nature and very robust which turns them to undesirable
plants in agriculture. Since its advent IWO has found
several successful engineering applications like tuning of
robot controller [11], optimal positioning of piezoelectric
actuators [12], development of recommender system [13],
antenna configuration optimization [15], computing Nash
equilibria in strategic games [16], DNA computing [17],
and etc.

IWO is a meta-heuristic algorithm which mimics the
colonizing behavior of weeds. In this algorithm, the
process starts with initializing a population. It means that
the population of initial solutions is randomly generated
over the problem space. Then the population members
produce seeds depending on their relative fitness in the
population. In other words, the numbers of seeds for each
member are beginning with the value of S,,;, for the worst
member and increases linearly to S,,,, for the best member
[15]. This technique can be summarized as:

A. Initialization

In this step, a finite number of weeds are initialized at
the same element position of the conventional array which
has a uniform spacing of = "p/2" between neighboring
elements.

B.  Reproduction

The individuals, after growing, are allowed to
reproduce new seeds linearly depending on their own, the
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highest, and the lowest fitness of the colony (all of plants).
The maximum (S,,,,) and minimum (S,,;,) number of seeds
are predefined parameters of the algorithm and adjusted
according to the structure of problem. The schematic seed
production in a colony of weeds is presented in Fig. 1. In
this figure, the best fitness function is the lower one [11].

C. Spatial distribution

The generated seeds are being randomly distributed
over the d-dimensional search space by normally
distributed random numbers with mean equal to zero; but
varying variance. This step certifies that the produced
seeds will be generated around the parent weed, and
leading to a local search around each plant. However, the
Standard Deviation (SD) of the random function is made
to decrease over the iterations, which is defined as:

iter,,, —iter

SD e = ( )" (SD . = SD i) + SD,,

(15)

SD,,.. and SD,,;,  are the maximum and minimum
standard deviation, respectively. This step ensures that the
probability of dropping a seed in a distant area decreases
nonlinearly with iterations, which result in grouping fitter
plants and elimination of inappropriate plants.

min

iter, ..
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Figure 1. Schematic seed production in a colony of weeds
IV. Numerical Results

In this section the proposed algorithm has been tested
over UC problem on the power system with 10, 20, 40,
60, 80, 100, 120 and 140 generating units in the 24-h
scheduling period. The 10-unit data is presented in Table
1 and the power demand in the scheduling period is
shown in Table 2. The 20, 40, 60, 80, 100, 120 and 140-
units data are obtained by duplicating the 10-unit data,
whereas, the power demand is proportional to the number
of units. Furthermore, the spinning reserve is set to be
10% of the power demand.

Table. 1. Ten Unit System Data

Unit | Ppu/MW | Pui/MW | a/($MW?h) | b/($/MW?h) | c¢/($/h) | Minup/h | Mindn/h | Hot start cost/$ Cold start cost/$

1 455 150 0.00048 16.19 1000 8 8 4500 9000

2 455 150 0.00031 17.26 970 8 8 5000 10000

3 130 20 0.002 16.6 700 5 5 550 1100

4 130 20 0.00211 16.5 680 5 5 560 11200

5 162 25 0.00398 19.7 450 6 5 900 1800

6 80 20 0.00712 22.26 370 3 3 170 340

7 85 25 0.00079 27.74 480 3 3 260 520

8 55 10 0.00413 25.92 660 1 1 30 60

9 55 10 0.00222 27.27 665 1 1 30 60

10 55 10 0.00173 27.79 670 1 1 30 60

Table. 2. Load Demand X

Hour Demand/MW | Hour Demand/MW Parameters are set as follows: the number of population
1 700 13 1400 size 5; the it,,,, is equal to 100, dim is considered 1, P,
2 750 14 1300 iS 5, Spax 18 25, Spin is 0. The program is written in
3 850 15 1200 MATLAB R2011a and executed on a 2.5 GHz CPU with
4 950 16 1050 4-GB RAM personal computer. In order to have a
3 1000 17 1000 comprehensive understanding of the proposed method, 50
6 1100 18 1100 trials are done on every test system.
7 1150 19 1200 . . .
3 1200 20 1400 Since the best solution of the 10-unit system of the
9 1300 X 1300 proposed method is the same as that of QEA, the units’
10 1400 22 1100 power output of the best solution can be seen in [18].The
11 1450 23 900 best solution of the 20-unit system is presented in Table 3
12 1500 24 800
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Table. 3. Unit Output of the 20 Unit System’s Best Solution

Hour Generating unit

1 2 3 4 5 6 7 8 9 10 11 12 13 14 |15 16 |17 | 18 19 |20
1 455 | 455 | 245 1245 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 455 | 455 1295 (295 |0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 455 | 455 | 383 [ 383 | 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0
4 455 | 455 | 455 1455 | 0 0 0 0 40 44 0 0 0 0 0 0 0 0 0 0
5 455 | 455 | 455 | 455 | 0 0 130 | 0 25 25 0 0 0 0 0 0 0 0 0 0
6 455 | 455 | 455 | 455 | 130 | O 130 | 130 | 25 24 0 0 0 0 0 0 0 0 0 0
7 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 45 45 0 0 0 0 0 0 0 0 0 0
8 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 30 39 0 0 0 0 0 0 0 0 0 0
9 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 97.5 | 98 | 98 |20 | 20 0 0 0 0 0 0 0
10 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 162 | 163 | 162 | 33 | 33 0 0 0 0 0 0 0
11 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 162 | 163 | 162 | 98 | 98 | 98 | 10 0 0 0 0 0
12 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 162 | 163 | 162 | 98 | 80 | 25 10 0 0 0 0 0
13 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 162 | 163 | 98 | 65 | 80 | 25 10 10 10 | 10 0 0
14 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 97.5 | 87 | 33 65 | 33 |25 10 10 | 10 | 10 | 10 | 10
15 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 30 38. 125 |20 [25 |25 |O 0 0 0 0 0
16 455 | 455 | 310 | 334 | 130 | 130 | 130 | 130 | 25 32 125 |20 0 0 |0 0 0 0 0 0
17 455 | 455 |1 260 | 260 | 130 | 130 | 130 | 130 | 25 25 30 | 25 0 0 0 0 0 0 0 0
18 455 | 455 | 360 | 360 | 130 | 130 | 130 | 130 | 25 25 | 33 33 0 0 0 0 0 0 0 0
19 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 30 30 105 | 30 0 0 0 0 0 0 0 0
20 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 162 | 167 | 105 | 25 0 0 0 0 0 0 0 0
21 455 | 455 | 455 | 455 | 130 | 130 | 130 | 130 | 105 | 105 | 105 | 25 | 30 | 25 0 0 10 | 10 | 10 0
22 455 | 455 | 455 | 455 | 0 0 130 | 0 105 | 105 | 0 25 |33 |25 0 10 0 0 0 0
23 455 | 455 | 433 [ 433 | 0 0 0 0 25 24 10 0 0 0 0 0 0 0 0 0
24 455 | 455 1345 (345 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

and 4, which have never been illustrated in detail before.
We can see that the generation cost in the scheduling
period is 1114874 and the start-up cost is 8400 MW/$, so
the total production cost is 1123292. Also, the
convergence trend of proposed method over different
case studies has been presented in Fig. 2.

The best, worst and mean values of the total production
cost, together with the mean computation time by MIP
[18], QEA [19], IBPSO [20] and proposed method for
various test systems are shown in Table 5.

Table. 5. Comparison of Simulation Results for Different Systems

Unit | Algorithm Cost Mean

Table. 4. Cost of the 20-Unit System’s Best Solution Best Worst Mean time

Hour | Generation | Start- | Spinning On/off status 10 MIP 564647 2
cost up reserve QEA 563938 564672 563969 19

cost IBPSO 563977 | 565312 | 564155 27

1 27363.24 0 420 11110000000000000000 Proposed | 563933 | 564222 | 563945 2

2 29109.00 0 320 11110000000000000000 20 MIP 1123908 5
3 33111.24 | 900 280 11110000100000000000 QFA 23607 | 112575 T 1ioaces | 33
4 37194.44 | 900 240 11110000110000000000 Bpso 1 1125216 T 1155730 T 1125248 |55

5 3945623 | 560 274 11110001001110000000
6 | 4427722 | 2220 332 11110000000000000000 Proposed | 1123287 | 1124078 | 1123768 | 9
7 46000.23 0 233 11110000000000000000 40 MIP 2243020 11
8 48302.45 1100 363 11111111111111000000 QEA 2245557 | 2248296 | 2246728 43
9 53768.98 | 1200 309 TI111111111111100000 IBPSO | 2248581 | 2249302 | 2248875 | 110
10 | 60087.54 | 640 302 TI111111111111110000 Proposed | 2242880 | 2244572 | 2243581 | 30
11 6378245 | 120 312 TII11I11111111111000 50 MIP 3361614 39
12 | 67687.34 | 120 322 TITTTIITTIITTI1T1111 QFA 3366676 | 3372007 | 3368220 | 54
13 | 61112.34 0 301 TIT11111111111110000 B5S0 | 3367365 | 3365779 | 3368273 | 172
14 | 53834.98 0 302 T1111111111111000000 Proposed | 3361681 | 3364101 | 3363112 | 30
15 | 48287.87 0 260 T1111111111100000000

16 | 4303448 | 00 564 | 11111111111000000000 80 MIP | 4483194 38
17 | 41284.98 0 665 T1111111111000000000 QEA 4488470 | 4492839 | 4490126 | 66
18 44635.66 0 464 11111111111000000000 IBPSO | 4491083 | 4492686 | 4491681 | 235
19 | 47827.45 0 254 11111111111000000000 Proposed | 4482013 | 4486732 | 4484502 | 70
20 | 6100442 | 640 289 T1111111111000111000 100 MIP 5601857 47
21 53456.98 0 279 11111111111000110000 QEA 5609550 | 5613220 | 5611797 30
22 | 44438.87 0 232 T1111111111000000100 BPSO 1 5610293 | 5612265 | 5611181 | 295
2 s [0 |0 | himoons oot Fopoel | 127 | So0sz1 | sooiz2 |
- 120 | Proposed | 6722630 | 6732536 | 6726624 | 115
140 | Proposed | 7891535 | 7905537 | 7898747 | 132
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Figure 3. Comparison of different algorithms computation time,

Solid; IBPSO, Dashed; QEA, Dotted; MIP, Dashed-Dotted;
Proposed

We can see that the best solution of the proposed
algorithm is better in most of the test systems and the best
solution of proposed algorithm is very close to that of the
MIP method in the 60-unit test system. From Fig. 3, it
can seen that the proposed method is faster than the
proposed method in all the test systems and QEA
algorithm in 10, 20, 40 and 60-unit test systems.
Although the calculation time of the proposed method is
longer than that of the MIP method, the calculation time
of the proposed method increases almost linear with the
number of the units, which means that it has the capacity
of solving large-scale UC problems.

V. Conclusions

In this paper, a new stochastic search algorithm has been
implemented for solving the unit commitment problem.

Thus, Modified Invasive Weed Optimization (MIWO)
has been implemented over this problem which is a bio-
inspired numerical technique and inspired from weed
colonization and motivated by a common phenomenon in
agriculture that is colonization of invasive weeds. The
simulation results show that the total production cost of
proposed method is less expensive than those of the other
methods in the range of 10-100 generating units. In
addition, the CPU time of this method increases almost
linear with the size of the units, which is favorable for the
large-scale power systems.
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Abstract — Recently, iris recognition had been gained
growing interest from researchers because of its high
accuracy against other person identification techniques. This
work presents an iris recognition system based on particle
swarm optimization (PSO) and Independent Component
Analysis (ICA) as feature extraction algorithm.

Many experiments were conducted using different: swarm size
(20, 40 and 80), PSO iterations (100 and 200) and ICA
feature vector length (64, 128, 256 and 512). The results
showed that: the best performance of the iris recognition
system (high PSNR, high recognition rate and lower MSE)
will be increased when increasing the ICA feature vector
length to 512, increasing the swarm size to 80 and decreasing
the number of iterations to 100. Best obtained value of
recognition rate is 98%, best PSNR value is 38 and lower
MSE value is 0.0011. The suggested iris recognition system
has the ability to recognize un trained iris images but with
lower performance.

Keywords: — Iris Recognition, Practical Swarm
Optimization (PSO), Independent Component Analysis (ICA)

1 Introduction

Recently, biometric systems for person identification are
becoming more important because of increasing the security
requirements of organizations in private and public sectors in
societies [1][2][3]. These systems provide persons'
identification based on their physical features such as iris,
face, voice and fingerprints [4].

Traditional methods for personal identification include the
token-based methods that use ID cards/keys for authentication
and knowledge-based methods that use password for
identification. These methods are not reliable. As a promising
way of authentication, biometrics aims to recognize a person
using physiological and/or behavioral characteristics such as
fingerprints, face, voice, and so on [1][2]. Iris recognition can
be regarded as the most reliable biometric identification
system available that recognizes a person by iris pattern [5][6].
It can obtain high accuracy due to the rich texture of iris
patterns. Therefore, biometric systems based on iris patterns
play important role in network security and high level security
systems [7] because iris has unique patterns and no two iris

patterns are the same [8]. A biometric system consists of:
sensor module to take biometric data; feature extraction;
matching part to compare the feature vectors are with those in
template; and decision making to establish the user's identity
[9].

Many studies in the literature focused on the development of
iris recognition systems based on different approaches, models
and algorithms. Kevin, et al (2008) [10] addressed algorithms,
experimental evaluations, databases and applications used for
iris recognition systems. And Richard (1997) [11] described in
details the design and operation of iris recognition systems.
And Kresimir and Mislav (2004) [9] presented an overview of
biometric methods and discussed their advantages and
limitations. Whereas Mayank, et. al (2004) [12] studied and
compared algorithms for iris recognition. And Sheela and
Vijaya (2008) [13] discussed techniques and databases related
to iris recognition. While Bhalchandra, et. al (2008) [8]
presented feature extraction methods for iris recognition. And
Lenina and Manesh (2009) [14] presented literature related to
iris recognition systems and their architectures. Finally, Sajida
and Sheikh (2012) [15] highlighted the current state and issues
of iris based biometric authentication systems.

Particle swarm optimization (PSO) is a heuristic, population-
based, self-adaptive search optimization technique that is
based on swarm intelligence to solve optimization problems in
many applications. It comes from the research on the bird and
fish flock movement behavior. The algorithm is widely used
and rapidly developed for its easy implementation and few
particles required to be tuned [16]. PSO was first introduced
in 1995 by Kennedy and Eberhart [17] and has been growing
rapidly. Many literature researches were focused on
developing and enhancing the PSO [18..26]. Many literature
researches were used PSO for solving recognizing problems
such as: Object recognition [27]; Fingureprint [28];
Handwritten Characters Recognition [29]; Face recognition
[30][31]; Palmprint recognition [32..35]; and Gait recognition
[36..38]. Iris recognition analyses the iris pattern and these
patterns are unique, stable and reliable with age in comparison
with other biometric features such as face and fingerprint [8].
Many literature researches related to iris recognition systems
were based on different algorithms and approaches. Few
literature researches were based on PSO for iris recognition
[39][40].
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Independent component analysis (ICA) is a method for finding
underlying components from multi-dimensional statistical
data. ICA differs from other methods is that it looks for
components that are statistically independent, and non
Gaussian. ICA was used for different applications such as:
Medical and Finance data, Audio Processing, Array
processing and Coding [41..44]. Many literature studies were
used ICA for image recognition problems [45..49].

According to optimization features of PSO algorithm, this
research is focused on building an iris recognition system
based on PSO algorithm. To increase the performance of this
suggested iris recognition system ICA will be used as a feature
reduction and extraction algorithm. This paper is organized as
follows: section 2 includes description of PSO. Section 3
includes description of ICA and section 4 includes research
methodology and section 5 includes results. Finally section 6
concludes this work.

2 Practical Swarm Optimization

PSO algorithm can be implemented easily, converge
rapidly, and can be applied on large number of samples. PSO
is one of the swarm intelligence methods that explore global
optimal solution and based on social behavior of birds
flocking. It uses swarm of particles as the individuals in
population for searching through solution space. Each solution
in PSO is implemented as a particle that represents one
individual of a population. A particle can be regarded as a
point of N-dimension solution space and has a speed which is
N-dimension vector. The swarm is population and it is a set of
vectors. Each particle has a fitness function (value) associated
with it. Each particle adjusts its position and evaluate their
position and move closer to optimal point. Particles also
compare themselves to their neighbors and imitate the best of
that neighbor. Swarm of particles is flying through the
parameter space and searching for optimum. The best value
that particle in a local swarm reach it is called Lbest. Fig.1
shows the main steps of PSO [16-26]. The following equation
is used to compute new velocity of each particle [16-26]:

Vi(t+1)=WxVi(t) + C1 x rand x (Pbest(t)-Xi(t)) +
C2 x rand x (Gbest(t)-Xi(t)) (1)

Where,
V[]: particle velocity,
Xi: ith particle of swarm
W: weight (random number between 0 and 1).
C1, C2 : the speeding factors (with value 2).
Pbest: represents the best value of the particle i.
Gbest: the best value that one of the swarm particle reach
1it.

From Eq.1, the new velocity vi(t+1) is affected by: Pbest,
Gbest and Vi(t): earlier velocity of ith particle X in time t.
The following equation is used to compute new fitness value
of each particle in swarm:

Xi(t+1)=Xi(t) + Vi(t+1) (2)
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Particle will change its value according to its new velocity

(Vi(t+1)).

3 Independent Component Analysis

Many feature extraction algorithms used to extract the
main feature of image for recognition process. [41][42][43].
Basic ICA assumed that the numeric multidimensional data
series are available. Every individual data series is a mixture
of a number of statistically independent source signals. ICA is
used to solve the inverse problem of finding unknown sources
without knowing the mixing conditions.

Let us assume that we observe the n-dimensional vector signal
x(#), which is the result of an unknown mixing of m
statistically independent source signals s(¢) [50][51]:

x(1) = As(t) +n(t) = D s;(t)a] +n(r) 3)

i—=1

where a’; denotes the i-th row vector of an unknown mixing
matrix 4. ICA can estimate m unknown sources and mxn-
dimensional separation matrix W(¢). The m-dimensional vector
should become (up to the scale and signal permutation) an
estimate of original sources.

y(t) =W (r)x(r) )

The source signals play the role of base vectors of expected
image representation subspace, whereas the rows of matrix A
represent the feature vectors. The ICA can estimate the
sources based solely on the measurement data. The ICA-based
texture description scheme is applied over conventional space
to adjust the base functions to given images. The base
functions are of general nature set in a heuristic way in
conventional approaches. In ICA, the search in samples space
for a non-orthogonal basis of a subspace that: retains structure
of learning data, the base vectors correspond to interesting
directions of sample structure; and also after individual
rotations of sub-space vectors both an orthogonal basis and
statistical independence of border distributions are achieved
[50[51].

4 Research Methodology

An iris recognition system based on PSO and ICA for
feature extraction is suggested in this work. The main steps of
PSO for training/testing iris recognition system were
implemented using MatLab2013.This section describes in
details the database, training and testing steps of iris
recognition system. Fig.2 shows 10 samples of two persons
each with 5 images.
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produce a classified PSO vector with length equal to
swarm size plus one (for person ID) as follows:
Stepl: initialize parameters of PSO algorithm as follows:

Initialize parameters: number of generations, population
size, weights, cl, and c2

Tnitialize population (velodity and position of each set swarm size (N) equal 80, 40, 20 separately for
particle) andinit'fliztl’bﬂst and Gbest. each experiments, cl equal 2, c¢2 equal 2, weight
* equal 0.7, number of Iterations equal to 100 and

"{ New generafion ‘ 200 for different experiments. Finally set ICA

. _ feature vector length equal to 64, 128, 256, 512
- > Take one partCy(P) from population ‘ separately for each experiments.
| Compute new velocity (Pvelocity) of particle using Eql ‘

Step 2: initialize position and velocity (speed) of each
sample. Initialize lbest and gbest
Compute new position (Phosition) of particle using Eq 2 Step3: Calculate fitness function of each sample
1 Step4: Calculate optimal value of particle swarm (pbest)
and optimum value of group (gbest) according to
comparison between the current value of particle

cost(Pposition) <=cost(Pbest)

yes and the pbest and gbest
Pbest = Pposition Step5: Calculate the new speed of practical according to
cost(Pbest) <=cost(Gbest) =3 Eq'l' . . .
- Step6: Compute the new position of particle according to

Step7: repeat steps 3 to 6 while there are more iterations
to be executed.
Step8: store the features sub set which are represented
by vector with 40 values (according to population
size) in sub features database: gaitdbf

ves
More particles in populaion

no

Maximmm number
of generations

yes

The testing part of the suggested system is described by

Fig.1 : PSO Algorithm the following steps:

4.2 Iris Recognition Testing Process

1. Read one image with 64x64 pixels for any person.
2. Convert this image from two-dimension array

4.1 Iris Recognition Training Process (64x64) to one vector dimension 4096.

The training part of the suggested iris recognition system 3. Apply ICA for this image vector (4096) for feature

includes the following steps: extraction to produce feature vector with size either

1. Read 100 images (each with 64x64pixels) for 10 64., 128,256 or 512.
persons. 4. Apply PSO algorithm to this feature vector to

2. Each image is converted from two-dimension array produce a PSO vector with length equal to swarm
(64x64) to one vector dimension 4096. size (20, 40, 80).

3. Add one byte to each image array (4096) of each person 5. Compare this classified PSO vector with database
to be with size (4097). This byte is used to identify the containing 100 classified PSO feature vectors to
person with ID and contains the same value for the 10 determine which vector is most similar to the input
images of each person. As an example this byte includes vector.
the value 1 for the 10 images for person 1. The total size 6. Return the ID of the matched PSO vector.
of the array containing the overall 100 images is
4097x100.

4. The person properties will be extracted by applying ICA
algorithm for feature extraction. The ICA is computed
for each image (with dimension 4097) to produce feature
vector with size 64. Many experiments were conducted
with different ICA feature vector length (128, 256, 512).
At the same time one byte (ID) is added to each feature
vector (65, 129, 257, 513) for person identification

5. The classification PSO algorithm is used for each one of
the 100 feature vectors (generated using ICA) to
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B

Fig.2: 10 different iris image sarﬁples of two persons each with 5 samples

— ‘.

A

5 Experimental Results

The implementation of PSO and ICA algorithms of the

suggested iris recognition system was implemented using
MATHLAB 2013. Mean Square Error (MSE), peak signal to
noise ratio (PSNR) and recognition rate (RR) were used to
evaluate the performance of PSO based ICA model for iris
recognition system. Many experiments were conducted for the
suggested iris recognition based on the selected 100 images of
10 persons (each with 10 images).
In the first four experiments, the feature extraction process is
achieved using ICA with feature vector length equal to 64,
128, 256 and 512 respectively. And PSO is executed with
swarm size equal 80 and number of iterations equal 100. Table
(1) shows the recognition rate, MSE and PSNR of these four
experiments.

Table (1): PSO/ICA results
(swarm size=80 and no. of iteration=100)

ICA Reco.rate | MSE | PSNR
feature size
64 90% 0.0122 30
128 94% 0.0098 32
256 96% 0.0055 34
512 98% 0.0011 38

We can note from Table (1) that best results including high
recognition rate, high PSNR and low MSE were obtained
when selecting ICA feature vector length equal 512.

Another 4 experiments were conducted for PSO with ICA.
The ICA feature extraction process is achieved using different
feature vector lengths equal to 64, 128, 256 and 512
respectively. Then PSO is executed with swarm size equal 80
and number of iterations equal 200. Table (2) shows the
recognition rate, MSE and PSNR of these four experiments.
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Table (2): PSO/ICA results
(Swarm size=80 no. of iterations=200)

ICA Reco.rate MSE | PSNR
feature size
64 89% 0.0132 29
128 93% 0.0105 31
256 95% 0.0064 33
512 97% 0.0025 37

We can note from Table (2) that best results were obtained
when selecting ICA feature vector length equal 512. We can
note from Table (1) and Table (2) that increasing number of
PSO iterations from 100 to 200 will reduce the performance of
iris recognition system (lower recognition rate and lower
PSNR).

Another 4 experiments were conducted for PSO with different
ICA feature vectors length equal to 64, 128, 256 and 512
respectively. Then PSO is executed with swarm size equal 40
and 100 iterations. Table (3) shows the recognition rate, MSE
and PSNR of these four experiments with swarm size equal 40
and 100 iterations.

Table (3): PSO/ICA results
(Swarm size=40 no. of iterations=100)

ICA Reco.rate MSE |PSNR
feature size
64 88% 0.0154 29
128 92% 0.0123 30
256 93% 0.0087 32
512 95% 0.0034 36

Also, we can note from Table (3) that best results were
obtained when selecting ICA feature vector length equal 512.
Another 4 experiments were conducted for PSO with different
ICA feature vectors length equal to 64, 128, 256 and 512
respectively. Then PSO is executed with swarm size equal 40
and 200 iterations. Table (4) shows the recognition rate, MSE
and PSNR of these four experiments with swarm size equal 40
and 200 iterations.
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Table (4): PSO/ICA results
(Swarm size=40 no. of iterations=200)

ICA Reco.rate MSE | PSNR
feature size
64 87% 0.0165 28
128 91% 0.0123 30
256 92% 0.0089 31
512 94% 0.0064 34

From Table (4), best results were obtained when selecting ICA
feature vector length equal 512. Another 4 experiments were
conducted for PSO with different ICA feature vectors length
equal to 64, 128, 256 and 512 respectively. Then PSO is
executed with swarm size equal 20 and 100 iterations. Table
(5) shows recognition rate, MSE and PSNR of these four
experiments.

Table (5): PSO/ICA results
(Swarm size=20 no. of iterations=100

ICA Reco.rate MSE | PSNR
feature size
64 88% 0.0177 28
128 91% 0.0131 30
256 91% 0.0096 31
512 92% 0.0051 35

From Table (5), best results were obtained when selecting ICA
feature vector length equal 512. Another 4 experiments were
conducted for PSO with different ICA feature vectors length
equal to 64, 128, 256 and 512 respectively. Then PSO is
executed with swarm size equal 20 and 200 iterations. Table
(6) shows the recognition rate, MSE and PSNR of these four
experiments.

Table (6): PSO/ICA results
(Swarm size=20 no. of iterations=200

ICA Reco.rate MSE | PSNR
feature size
64 87% 0.0171 27
128 90% 0.0132 30
256 91% 0.0093 30
512 92% 0.0078 32

From Table (6), best results were obtained when selecting ICA
feature vector length equal 512.

5.1 Effect of Swarm Size on PSNR

We can note from Table (1), Table (3) and Table (5) that,
the effect of swarm size (80, 40 and 20) on PSNR can be
determined by using constant value of number of iterations
(100) and also constant value of ICA feature vector length
(512) in the three experiments. Fig.3 shows that increasing
swarm size will increase the PSNR of the reconstructed image.
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Fig.3: Swarm Size with PSNR

5.2 Effect of Swarm Size on Recognition Rate

We can note from Table (1), Table (3) and Table (5) that,
the effect of swarm size (80, 40 and 20) on recognition rate
can be determined by using constant value of number of
iterations (100) and constant value of ICA feature vector
length (512) in the three experiments. Fig.4 shows that
increasing swarm size will increase the recognition rate.

Reco.rate
98%
96%
94%
92%
90%
BY%
. £ A
= Reco.rate

Fig.4: Swarm Size with Recognition rate

5.3 Effect of Swarm Size on MSE

We can note from Table (1), Table (3) and Table (5) that,
the effect of swarm size (80, 40 and 20) on MSE can be
determined by using constant number of iterations (100) and
constant ICA feature vector length (512) in the three
experiments. Fig.5 shows that increasing swarm size will
decrease the MSE of the reconstructed image.

MSE

0.006
0.005
0.004
0.003
0.002

0.001

- ’

m MSE

Fig.5: Swarm Size with MSE
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5.3 Recognizing un Trained Images

In additional experiments, the performance of the
suggested iris recognition system is evaluated also using un
trained iris images (i.e. images were not used in training
process). The feature extraction process is achieved using ICA
with feature vector length equal to 64, 128, 256 and 512
respectively. And PSO is executed with swarm size equal 80
and number of iterations equal 100. Table (7) shows the
recognition rate, MSE and PSNR of these experiments.

Table (7): PSO/ICA results /untrained
(swarm size=80 and no. of iteration=100)

ICA Reco.rate | MSE | PSNR
feature size
64 47% 0.6725 13
128 48% 0.6235 15
256 51% 0.5874 17
512 53% 0.5673 19

We can note from Table (7) that the best results of recognizing
untrained images (highest recognition rate, highest PSNR and
lowest MSE) are achieved when using ICA feature size = 512.

6 Conclusions

Iris recognition system is suggested in this work depend on
PSO algorithm. ICA algorithm is used as a feature reduction
and extraction algorithm. To improve the performance of
PSO. This system training and testing programs of the PSO
and ICA algorithms were implemented using MATHLAB
2013. The training and testing samples of the suggested iris
recognition system was taken from web site. Many
experiments were conducted using different: swarm size (20,
40 and 80), number of iterations (100 and 200) and ICA
feature vector length (64, 128, 256 and 512).
The results shows that the iris recognition performance (high
PSNR, high recognition rate and lower MSE) will be
increased when increasing the ICA feature vector length to
512 and also increasing the swarm size to 80 with decreasing
the number of iterations to 100. Best obtained recognition rate
is 98%, best PSNR is 38 and lower MSE is 0.0011, this is
taken when selection 100 PSO iterations, ICA feature size to
512 and swarm size equal 80. The suggested iris recognition
system has the ability to recognize un trained iris images but
with performance lower than the performance of it when using
trained iris images.
As a future work, other feature reduction and extraction
algorithms may be used such as Discrete Cosine Transform
(DCT), Discrete Fourier Transform (DFT) and Linear
Discriminative Analysis (LDA). These algorithms will be used
separately with the PSO algorithm. Comparisons between the
results of each algorithm.
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Abstract— In this paper, the optimal location and tuning
parameters of Static Var Compensator (SVC),
Proportional-Integral-Derivative (PID) stabilizer with
low pass filter and Thyristor Controlled Series
Compensator (TCSC) controllers using multi objective
Honey Bee Mating Optimization (HBMO) to damp small
signal oscillations in a multi machine power system has
been implemented. Whereas, the performance of Flexible
AC Transmission (FACT) devices highly depends upon its
parameters and suitable position in the power network
which is based on proposed algorithm. To demonstrate
the validity of the proposed method, 10-machine 39-bus
power system has been considered. Obtained results
demonstrate the validity of proposed method.

Keywords: FACTs
stability, HBMO.

devices, PID, Small signal

l. Introduction

Recently, power demand increases substantially and,
on the other hand, the expansion of power generation and
transmission is limited due to limited resources and
environmental restrictions. So, the existing transmission
systems should be utilized effectively by operating them
closer to their thermal limits. This aim can be provided
by reliable and high-speed Flexible AC Transmission
System (FACTS) devices [1-3] such as static VAR
compensator (SVC), Thyristor-Controlled Phase Shifter
(TCPS), and Thyristor Controlled Series Capacitor
(TCSC). FACTS are designed to enhance power system
stability by increasing the system damping in addition to
their primary functions such as voltage and power flow
control.

* Corresponding Author. E-Mail Address: hashayanfar@yahoo.com
(H. A. Shayanfar)

The stability of power system is the core of power
system security protection which is one of the most
important problems researched by electrical engineers
[1]. The fast-acting static excitation systems, used to
improve transient stability limits, contribute strongly to
the diminution of low frequency oscillation damping. The
conventional lead-lag compensators have been widely
used as the Power System Stabilizers (PSSs) [1-5].
However, the problem of PSS parameter tuning is a
complex exercise. Beside of new control techniques with
different structure, Proportional Integral Derivative (PID)
type controller is still widely used for industrial
applications [6-7]. Accordingly, it performs well for a
wide class of process. Furthermore, they give robust
performance for a wide range of operating conditions and
easy to implement. Also, FACTs devices are too
employed to enhance small signal stability which are
based on high-voltage and high-speed power electronics
devices [8-10]. This ability increase the controllability of
power flows and voltages enhancing the utilization and
stability of existing systems.

The optimal placement of FACTS controller in power
system networks has been reported in scientific literatures
based on different aspects. A method to obtain optimal
location of TCSC has been suggested in [11] based on
real power performance index and reduction of system
VAR loss. In [10] optimal allocation of SVC using
Genetic Algorithm (GA) has been investigated to achieve
the optimal power flow (OPF) with lowest cost
generation in power system. But the optimal allocations
of SVC, PID and TCSC controllers using multi objective
Honey Bee Mating Optimization (HBMO) have been
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considered in this paper. Simulations are carried out on a
typical multi-machine electric power systems; 10-
machine 39-bus. Obtained simulation results confirm the
enhances of small signal stability of proposed method in
power system.

I1. Problem Definition

The system dynamics of the synchronous machine can
be expressed as a set of five first order linear differential
equations given in Egs. (1)—(5) [12].

51’ =, (@; —1) ()
@, =(P,; =P, =D, (&, —1))/M, )
Ey =(Ep —g =X 5 igi —Egi) [T joi 3)
Efdi =(K i Oy —v; +u; ) —Egy )T 4 )
T, :Eéiiqi—(xqi =X )iy iy 5)

Where, i; and i, are d-q components of armature
current. Eg, E; and E are voltage proportional to field
voltage, damper wmdmg flux and field flux, respectively.
Also, Ty and T, q0 are d-axis and g-axis transient time
constant, respectively. In this paper, the results obtained
with a relatively large power system which is the New
England 10 machine 39 bus power system.

A. PID Stabilizer

The operating function of a PID is to produce a proper
torque on the rotor of the machine involved in such a way
that the phase lag between the exciter input and the
machine electrical torque is compensated. The
supplementary stabilizing signal considered is one
proportional to speed. A widely speed based used PID is
cons1dered throughout the study [6]. The transfer function
of the i" PID is:

ST K K
= v (K, +—+ 2_)Aw (s 6
"1+ST, (K. S 1+TDS) /() ©)

Where Aw, is the deviation in speed from the
synchronous speed. The value of the time constant, 7, is
usually not critical and it can range from 0.5 to 20 s. The
stabilizer itself mainly consists of two lead-lag filters as
shown in Fig. 1. The parameters of the damping
controllers for the purpose of simultaneous coordinated
design are obtained using the multi objective HBMO
algorithm. Many input signals have been proposed for the
FACTS to damp the inter-area mode for this system.
Signals which carry invaluable information about the
inter-area mode can be considered as the input signals.
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1+S8T, S 1+TpS
Low Pass filter VsMin

Figure 1. Structure of PID stabilizer

B. TCSC Modeling

The series connection scheme allows the power flow
to be influenced through changing the effective
admittance linking two buses, and is a method of
improving transient stability limits and increasing transfer
capabilities [13]. The transfer function pattern of a TCSC
controller [14] has been given in Fig. 2.

[ X

X0

input ST, (1+ST))(1+ST) x.—
» Krese min
1+8T, (1+ST,)1+ST,)

Figure 2. structure of TCSC based controller

This block may be considered as a lead-lag
compensator. It comprises gain block, signal-washout
block and two stages of lead-lag compensator. Where, X,
is the impedence reference of TCSC. The X is the output
reactance of TCSC. Time 7; is a measurement time
constant and T, is the washout time constant.

C. SVC Modeling

Figure 3 shows the structure of an SVC model with a
lead—lag compensator. The susceptance of the SVC, B,
can be defined by:

pB :TL(KS (B —Usyc)—B) ™)

s

Where, B, K, and T, are the reference susceptance,
gain and time constant for SVC device. As given in Fig. 3,
a lead—lag controller is considered in the feedback loop to
create the SVC stabilizing signal ugyc.

A_vﬁK ST, (1+ST, \(1+ST,
SYC14sT, \148T, ) 148T, J
min
BSVC

Figure 3. structure of SVC based controller



120

1. Multi Objective Honey Bee

Mating Optimization

The honey bee is a social insect that can survive only
as a member of a community, or colony. This means that
they tend to live in colonies while all the individuals are
the same family. In the more highly organized societies
there is a division of labor in which individuals carry out
particular duties. In fact, a colony consists of a queen and
several hundred drones, 30,000 to 80,000 workers and
broods in the active season. Each bee undertakes
sequences of actions which unfold according to genetic,
ecological and social condition of the colony [15]. The
queen is the most important member of the hive because
she is the one that keeps the hive going by producing new
queen and worker bees and any colony maybe contain
one or much queen in it life’s. Drones' role is to mate
with the queen. In the marriage process, the queen(s)
mate during their mating flights far from the nest [16]. In
each mating, sperm reaches the spermatheca and
accumulates there to form the genetic pool of the colony.
The queen’s size of spermatheca number equals to the
maximum number of mating of the queen in a single
mating flight is determined. When the mate be
successful, the genotype of the drone is stored. In start
the flight, the queen is initialized with some energy
content and returns to her nest when her energy is within
some threshold from zero or when her spermatheca is
full. A drone's mate probabilistically is [17]:
Prp(Q.D) = &6 ®)
Where,

Prob (O, D) = The probability of adding the sperm of
drone D to the spermatheca of queen QO

A(f) = The absolute difference between the fitness of D
and the fitness of Q (i.e., 1 (Q))

S(t) = The speed of the queen at time ¢

After each transition in space, the queen’s speed, and
energy, decay using the following equations:

S(t+1) = a xSt)(2),
E(t+1) =E(t) -y

a€/0,1] )

vy = The amount of energy reduction after each
transition. The flowchart of Classic HBMO is presented
in “Fig. 47, [14].
Thus, HBMO algorithm may be constructed with the
following five main stages [13]:
= The algorithm starts with the mating—flight, where a
queen (best solution) selects drones probabilistically
to form the spermatheca (list of drones). A drone is
then selected from the list at random for the creation
of broods.
= Creation of new broods by crossoverring the drones’
genotypes with the queen’s.
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= Use of workers (heuristics) to conduct local search on
broods (trial solutions).

= Adaptation of workers’ fitness based on the amount
of improvement achieved on broods.

= Replacement of weaker queens by fitter broods.

Initial Pop Queen
Drones Selected Drone . e
“ ‘ ‘ Random — , /3
Selection v ki {
‘" x ‘ Replace the queen
if the best brood
Brood T is better than
roods sorto Children the queen
L children .
FAK A 2
& 2 Sig Mo workers Selected
/ 7.\ B brood
‘T8 E

Best brood s

Figure 4. The Classic HBMO technique

A.  Fuzzy Decision in Multi Objective HBMO

Usually, a membership function for each of the
objective functions is defined by the experiences and
intuitive knowledge of the decision maker. In this work, a
simple linear membership function was considered for
each of the objective functions. The membership function
is defined as:

0
4, <0
FDM , = %,O<M <1=u =Q (10)
fi _fi > fi _fi
1 Sﬂi -

Where £ and f"* are the maximum and minimum
values of the i” objective function, respectively. For each
non-dominated solution k, the normalized membership

function FDM" is calculated as:

Nobj Nob
FDM * :(ZFDMf j/{fZFDM/]
i=l

j=1 i=l

(11)

Where M is the number of non-dominated solutions,
and N, is the number of objective functions.

IVV. Numerical Results

A multi objective problem is formulated to optimize a
composite set of objective functions comprising the
damping factor, and the damping ratio of the lightly
damped electromechanical modes, and the effectiveness
of the suggested technique is confirmed through
eigenvalue analysis and nonlinear simulation results. The
simulation operated with multi objective HBMO
algorithm and the objective functions for optimization as
follow:
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Lsim

J=2 3 [ ae, par

0

(12)

N » N g

J, ;;r?gx[Re(zi,j) min{=¢ [1n(4, ) Leii] (13)

Where, Np, Ng, tyn, 4 and ¢ are number of operating
condition, number of generators, the time of simulation,
the /" eigenvalue of the system at an operating point and
the desired minimum damping, respectively. The optimal
location and tuning parameters problem can be formulated
as the following constrained optimization problem, where
the constraints are the PID, TCSC and SVC parameters
bounds. The optimization Problem can be stated as:

0.014 T 7 . . . i

0.013 Q&A

0012 | AEAK

I 0.011T % /Best solution |
001 f AMA ]
M

0.009 | AAA ]
MAAMMA

0.008 L L . \ MAA.AMMMAAAA

S0 094 095 096 097 098 099 1 1.0l
I

Figure 5. Fitness convergence with proposed algorithm.
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Minimize J Subject to : TABLE II. OPTIMAL VALUE FOR SVC, TCSC AND PID.
K “fm < Kpprescisye < Kmax (14) Type | Loc | K T, T, | Ts T
T < T i resc isvey ST 0 =1,...,4 svC | 25 | 1912 ] 079 | 0.09 | 0.78 | 0.08
26#
. .. TCSC 17.43 0.54 0.26 | 0.48 0.21
Typical ranges of the optimized parameters are [0.01- 27
20] for KPID/TCSC/SVC and [001-1] for T1 to T4. Different Loc Kp Ky Ko Loc Ke Ki Ko
operating conditions are analyzed for the New England 1 | 1323 | 1143 [543 | 9 | 1343 | 1243 | 654
system, as given in Table 1. 3 13.54 | 14.31 | 3.22 10 18.34 8.98 3.22
PID 5 1832 | 12.74 | 3.90 12 13.52 9.54 1.22
TABLE L OPERATING CONDITIONS. 6 18.45 8.33 3.21 13 11.24 | 11.23 | 3.23
7 | 1232|1354 [ 202 | 15 | 1787 | 1243 | 1.43
Conditions Characteristics 8 17.33 | 13.12 | 3.11 16 19.23 | 1032 | 3.44
1 Base case (normal operation)
Lines out: 1-2 The results of the proposed multi objective based

Line out: 8-9
Increase 20% load to bus 17
Lines out: 46-49, Load increase 25% : 20, 21
generation increase 20%: Go

(V2 BN OV] § 9]

It should be noted that proposed algorithm is run
several times. The initial colony is produced randomly for
each drone and is kept within a typical range. Figure 5
shows the trend evaluating process. The optimum
parameters are given in Table 2. To demonstrate
performance robustness of the proposed method, two
performance indices: the Integral of the Time multiplied
Absolute value of the Error (ITAE) and Figure of Demerit
(FD) based on the system performance characteristics are
defined as

N Lsim
ITAE =100% ) j 1. Aw, |)dt
i=l o

(15)

Ng
FD = NLZ((ﬁooxosi )* +(8000xUS, )* +0.01xT% ) (16)
G =l
Where, Overshoot (OS), Undershoot (US) and settling
time of rotor angle deviation of machine is considered for
evaluation of the FD. It is worth mentioning that the lower
value of these indices is, the better the system response in
terms of time domain characteristics.

designed PID, SVC and TCSC under transient conditions
is verified by applying disturbance and fault clearing
sequence under different operating conditions based tuned
them with mentioned objective functions. The following
types of disturbances have been considered.

= Scenario 1: the three lines (16#17, 1#2 and 25#26)
are out of service, assuming also that the nonlinear
time domain simulations were carried out for a three
phase-fault, with duration of 100 ms on the line
25#60. The speed deviations of generators under the
proposed fault are shown in Fig. 6.

By considering to fig. 6, it can be said that the proposed
method could provide low overshoot, undershoot as well
as settling time in comparison with other techniques.

S SR -
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Figure 6. Speed variations of G8 and G12 under scenario I; solid
(PID/SVC/TCSC), dashed (only with PID), dotted (with TCSC and
SVC)

= Scenario 2: the two lines (16#17 and 25#26) are out
of service and three-phase fault is applied at the same
above mentioned location in scenario 1, assuming
also that the variations of +30% in all load levels
were used. The speed deviations of generators under
the proposed fault are shown in Fig. 7.

Figure 7. Speed variations of G5 under scenario II; solid
(PID/SVC/TCSC), dashed (only with PID), dotted (with TCSC and
SVCQ).

Numerical results of the system performance for
different loading conditions are shown in Fig 8. It is worth
mentioning that the lower the value of these indexes is,
the better the system answer in terms of time domain
characteristics. It is clear that the values of the power
system performances with the proposed strategy are
smaller compared when only PID or TCSC/SVC is
installed. This shows that the OS, US, settling time and
speed deviations of all generators are greatly reduced by
applying the proposed multi objective HBMO algorithm
based tuned PID, SVC and TCSC. Moreover, the nature
of critical (Table 3) eigenvalue and time response analysis
reveal that the proposed controller is more superior than
the uncoordinated TCSC or SVC damping controller and
PID stabilizers to improve the small signal oscillation
problem even during critical loading. Also, the
convergence of proposed method has been presented in
Fig. 9.
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TABLE III. CRITICALSWING MODES

SVC and TCSC
Damping
ratio

Line outage (#13-14)

-0.645+6.5341 0.982 -0.956+4.7361  0.1978
Load increase (20% more than nominal value)

-0.756+6.032i 0.124 -0.847+4.0211 0.206

PID, TCSC and SVC
Damping

Swing modes ratio

Swing modes

54 -7 MProposed Method EIWith PID @@ with TCSC and SVC
491
441
391
344 L
294 #
241
191
144
9
P
Sgenario I Scenario I Scenario I Scenarig Il
~ ~~
ITAE FD
Figure 8. Values of performance indexes.
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Figure 9. Convergence of objective functions
V. Conclusions
In this paper, the multi objective HBMO is

implemented over an optimization problem for finding the
best location and the parameters of coordinated PID
stabilizers, SVC and TCSC controller simultaneously.
Also, fuzzy decision making approach is proposed to
obtain the best Pareto optimal location and settings of the
FACTS controller among the Pareto optimal solutions.
The proposed method has been applied over 10-machine
39 bus power system in different load conditions. Also, to
demonstrate the validity of proposed method simulation
results compared with only PID and only TCSC/SVC
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controller. Obtained results proofs the superiority of
proposed method.
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Analysis of the Performance Improvement Obtained by a Genetic
Algorithm-based Approach on a Hand Geometry Dataset

A. G. A. Silval, I. A. M. Barbosa!, M. V. P. Nascimento', T. G. Rego', L. V. Batista'
nformatics Center, Federal University of Paraiba, Jodo Pessoa, Paraiba, Brazil

Abstract— Biometric recognition by hand geometry has
a large number of measurements that may be used for
authentication. The higher number of attributes, the harder
is to define the importance of each one. In this paper, we
analyze the use of a Genetic Algorithm-based approach
in improving Equal Error Rate (EER) performance for
biometric authentication by hand geometry. We used an own
data set of dorsal and palm images of hand in a controlled
environment to validate our approach. As the best results, the
genetic algorithm decreased the equal error rate up to 0%
in the training set and 0.01% for the test set. Additionally, a
relative improvement of 90.91% was achieved by GA in the
best case for the test set.

Keywords: genetic algorithms, hand geometry, palm, optimiza-
tion, EER

1. Introduction

Reliable identification systems have become a key issue
for applications that authenticate users. Traditional methods
to establish user’s identity include mechanisms based upon
knowledge (e.g., passwords) or tokens (e.g., identification
cards). However, such mechanisms may be lost, stolen or
even manipulated to spoof the system. In such a context,
biometrics rises as an alternative. [15].

The biometry allows the identification of individual based
on anatomical and behavioral features. There are many
examples of biometric traits used to recognize a person,
e.g., fingerprint, handprint, hand geometry, hand veins, face,
voice, and iris. Those features can be used alone or combined
(multi-biometric). Because biometric identifiers cannot be
easily misplaced, forged, or shared, they are considered more
reliable for person recognition than a traditional token or
knowledge-based methods. Thus, biometric recognition sys-
tems are increasingly being deployed in many government
and civilian application [14].

For human hands, a large number of features may be
extracted, such hand print, the pattern of hand veins and hand
geometry. Hand geometry refers to features like the shape
of the hand, size palm, length and width of the fingers [11].
Such process has some advantages when compared with
other methods [16], including easy to use; low cost, requires
only an average resolution camera (no special sensors are
necessary); and low computational cost, allowing faster
results.

In biometric systems, a matching algorithm is used to
compare two templates and generates a score value to
indicate the degree of similarity between the templates. Such
score depends on factors and constant weights are generally
assigned to each factor. In the most of cases, these weights
are computed empirically or statically. The optimization of
these weights can be a hard task for a large N-dimensional
features space.

Genetic Algorithms (GA) are an approach to optimization
based on the principle of natural selection of Charles Darwin.
These algorithms input is an N-dimensional vector that will
be optimized according to a fitness function. GAs proved to
be quite successful in finding good solutions to such complex
problems as the traveling salesman, the knapsack problem,
large scheduling problems and others [5].

The most used method to compare biometric systems is
Equal Error Rate (EER) [19] [20] [12] [10]. To compute
EER, two values are necessary: the False Acceptance Rate
(FAR) and the False Rejection Rate (FRR). The FAR is the
probability that an impostor is falsely accepted as a genuine
use, while the FRR is the probability that a genuine user is
falsely rejected by the system. Thus, the EER is the point
where FAR and FRR are equal. The lower EER, the better
the system.

This work analyzes a Genetic Algorithm [8] approach in
order to improve EER performance in a hand geometry data
set. To validate our study, an own data set of hand images
were used.

2. Related Works

In this section, we list some related works that may
be useful to the reader. First, the work of John Holland
[9] was the first to describe evolutionary algorithms. Such
work provides a good background about Holland’s goal
of understanding the life adaptation as like it occurs in
nature and the ways of developing systems based on these
principles.

For a good theoretical foundation for evolutionary algo-
rithms Back et al. [1] provides an overview of the three main
branches of evolutionary algorithms (EA): evolution strate-
gies, evolutionary programming, and genetic algorithms. In
their work, certain characteristic components of EAs are
considered: the representation scheme of object variables,
mutation, recombination, and selection operators.
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The paper [2] describes a method to optimal feature
selection for a speech signal of people with unilateral vocal
fold paralysis. The GA is used in order to find an optimal
set of features that maximize the recognition rate of support
vector machine classifier. The results show that entropy
feature, in comparison with energy, demonstrates a more
efficient description of such pathological voices and provides
a valuable tool for clinical diagnosis of unilateral laryngeal
paralysis.

Considering the importance of parameter optimization on
biometric systems, the work by Goranin et al. [7] analyzes a
GA application in such context. According to it, the use of
evolutionary algorithms may ensure a qualitative increase of
biometric system parameters, such as speed, error rate, and
flexibility.

The work [17] presents an optimization approach for
authentication of fingerprint biometric system. The GA
described in the paper is used in order to find the set of
parameters that optimize the equal error rate. In the best
case,their work reached a relative improvement of 40% in
the equal error rate.

In a biometric system based on hand geometry, the work
of [13] present a fusion approach of palmprint and hand
geometry features in a verification system. The data set of
hand images is built without pegs and controlled illumina-
tion, only using a digital camera. The results show that when
the fusion of features is used, the error rates achieve lower
values than when the features works alone (each palmprint
or hand geometry).

Finally, the closest work in comparison with ours is the
work of [6]. Such work describes an approach for biometric
recognition based on hand geometry. Different classification
and training methods are applied to measure results. The
database used in this work is the same of ours. Additionally,
their results are competitive when compared to other state-
of-the-art methods.

3. Genetic Algorithms

Genetic algorithms were proposed by [8] as a tool to
find solutions to optimization problems in poorly understood
large spaces. They are based on the genetic processes of
biological organisms, especially on the principle of natural
selection by Charles Darwin [4]. Although, this slogan seems
to be slightly tautological in the natural environment, where
fitness is defined as the ability to survive, it makes good
sense in the world of optimization problems where fitness of
a string is given as the value of the function to be optimized
at the argument encoded by the string.

Typically, a genetic algorithm works on a population of in-
dividuals. Each individual is represented by one chromosome
formed by a set of genes representing the parameters to be
optimized. Some operations are realized in order to produce
new generations of individuals based on their capability to
generate good results: crossover, selection and mutation.
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Fig. 1: Example of Crossover and Mutation operators

The crossover is the key operator to generate new in-
dividuals in the population. Inspired by the example of
nature, crossover is intended to join the genetic material of
chromosomes with a high fitness in order to produce even
better individuals.

The selection operator is intended to implement the idea of
"survival of the fittest". It basically determines which of the
chromosomes in the current population is allowed to inherit
their genetic material to the next generation.

The mutation operator should allow the GA to find solu-
tions which contain genes values that are non-existent in the
initial population. The parameter governing this operator is
called mutation probability. Whereas the selection operator
reduces the diversity in the population, the mutation operator
increases it again. The higher the mutation probability, the
smaller is the danger of premature convergence. A high
mutation probability, however, transforms a GA into a pure
random search algorithm, which is of course not the intention
of this.

Let P be a random population of N chromossomes (1,
Za, ..., Tn) and f{x) a fitness function. The following pseudo-
code describes the steps of genetic algorithms.

1) Create a random population P of N chromosomes
(candidate solutions for the problem).

2) Evaluate f{x) of each chromossome x in the population.

3) Generate a new population by repeating the following
steps until the new population reaches population N:

a) Select two parent chromosomes from the popula-
tion, giving preference to highly fit chromosomes
(high f{x) values). Automatically copy the fittest
chromosome to the next generation.

b) With a given crossover probability, crossover the
parent chromosomes to form two new offspring.
If no crossover was performed, offspring is an
exact copy of parents.

c) With a given mutation probability, randomly
swap two genes in the offspring.

d) Copy the new offspring into a new population.

4) Copy the newly generated population over the previous
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(a)

(b)

Fig. 2: Image samples of the data set used. (a) dorso (palm
down). (b) palm (palm up).

(existing) population.

5) If the loop termination condition is satisfied, then stop
and return the best solution in current population.
Otherwise, go to Step 2.

4. Proposed Technique

In this paper, we use a GA-based approach to optimizing
the EER performance of a hand geometry authentication
algorithm. Detailed description of the database used and the
methods developed are described in subsections below.

4.1 Database

The database for our work was the same described in
[6]. The images were acquired using a device built with
a negatoscope, a wooden box, and a DSLR camera. This
device has lighting conditions controlled. Each individual
places his hand inside the box through a hole in the bottom.
The camera capture images 5184x3456 pixels in raw format.
The Fig. 2 shows an two images from this data set.

This database is composed of 1200 images divided into
100 different class, where each class represents a person.
Each person has 12 hand images, 7 dorsal images, and 5
palm images. Thus, the database has 700 dorsal images and
500 images with palm up.

For each hand image, we use eight measurements from
each finger: area, perimeter, length, bottom width, convex
area (the area of the smallest convex polygon that contains
the finger), eccentricity and the axes of the ellipse that has
the same normalized second central moments as the finger
image. Of all the fingers, except the thumb, are extracted two
angles between three segments that are used to determine the
natural inclination of the fingers.

Six measurements are also extracted from hand images:
area, perimeter, convex area, eccentricity and the axes of the
ellipse (calculated similarly to the fingers). To sum up, there
is a total of 54 features which are used as an attributes vector
for classification.

For this work, we also extracted 31 more measurements
for each palm up image: 6 width information for each finger
and hand width. Thus, we use 85 measurements in total for
each palm image. Tests were performed to compare the GA
performance using 54 and 85 measurements.

4.2 GALib

The GALib library [18] was chosen as a framework to
apply the genetic algorithm in this work. It is an open source
library written in Java and very easy to use.

In our method, the genetic algorithm was used to compute
the weights to optimize our matching algorithm (see section
4.3) concerning to decrease the EER. For this, the initial pop-
ulation of the genetic algorithm is a set of coefficients that
represent the importance of each attribute to classification.
These coefficients multiply the values of attributes giving
importance to each one in the classification. The Equal Error
Rate (EER) is used as a fitness function. The Coefficients
that generate lower values of EER on classification are more
indicated to next generations.

In our work, we have chosen the initial chromosome pop-
ulation of GA equals to 1,000 in order to do an exhaustive
search on the search space. Moreover, we also defined 1,000
as the number of generations to be generated by GA and
the crossover type was set to uniform because preliminary
tests have shown this crossover type converges faster than
the other two. All the other GALib parameters were left as
default.

4.3 The Matching Algorithm

The matching algorithm of this work computes the score
between two templates using the score function defined by
Eq.(1). A template is defined as the set of measurements of
a hand or palm image.

N

1 2

dio = E w;. ‘ai — ai|
i=0

Where a! and a? represent the i-th measurement from
template 1 and 2, respectively; w; represents the i-th mul-
tiplier coefficient; N is the number of measurements; and
d1,2 is the distance between templates 1 and 2. The lower
the distance, the more similar templates 1 and 2.

The main goal of genetic algorithm in this work is to find
all the weights {w1, ws, ws, ..., wx } that minimize the EER
performance for training set.

4.4 Validation

To validate our method, a cross-validation was performed
in the database used. For hand templates, 4 templates of
each class were used for training and 3 templates were used
for test. For palm templates, 3 templates of each class were
used for training and the 2 remaining templates were used
for test. The relative performance improved by GA is also
analyzed. Table 1 summarize the tests applied.

Each combination was performed three times in training
and the best result was stored. The use of GA for test
cases of both hand and palm templates means the matching
algorithm was applied using the weights computed by GA
in corresponding training set.

(D
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Table 1: Combination parameters for hand templates

Lo Templates Templates
Combination | yob (Test)
1 ]sl,2nd’3rd’4lh Sth’6lh’7lh
2 181,2"d,3rd,5th 4th’6th’7th
3 lsl,znd’3rd’6th 4th’51h’7lh
4 ISI,an,Srd,Th 4th’51h’61h
5 lst’znd,4lh’51h 3rd’6th’7lh
6 1st’2nd’4th’6th 3rd’5th’7lh
7 1st,2nd,4th’7lh 3rd’5th’6lh
8 ISt,an,Slh,@h 3rd’4th’7th
9 1st,2nd,5th’7lh 3rd,4th’6lh
10 lst’znd’6th,7lh 3rd’4th’51h
11 lst’3rd74th,51h znd,6th’7th
12 15!’3rd’4lh,6!h an,s!hjlh
13 151’3rd74th’7lh Z"d,Slh,E)lh
14 1sl’3rd’51h’6lh 2nd,4lh’7lh
15 1sl’3rd’6th’7lh znd’4th’51h
16 1sl’3rd’51h,7lh 2nd,4lh’6lh
17 1st’4th’5th’6lh 2nd’3rd’7th
18 lsl’4lh’5th’7lh znd’3rd,6[h
19 1st’4th,6th’7lh 2nd’3rd’51h
20 lsl’slh’6th’7lh an’3rd’4lh
21 2nd’3rd’4th’51h lst’6th’7th
22 2nd’3rd’4th,6lh lst’sth’7lh
23 2nd’3rd’4th’7th 1st,5th’6lh
24 2nd’3rd’5th76lh lst’4th’7lh
25 2nd’3rd’5th’7th lst’4th’6lh
26 znd’3rd,6th’7lh lst’4th’51h
27 2nd ’4th’51h’6[h lsl’3rd57th
28 znd,4th’slh’7lh lsl’3rd’6th
29 2nd’4th,6lh ’7th lsl’3rd’5th
30 znd,sth’éthjlh lsl’3rd’4th
31 31‘d’4th’sth’6lh ISI,an,Th
32 3rd74th’51h’7lh lst’zndﬁth
33 3rd’4lh,6lh’7lh ISl,an,Slh
34 3rd75th’6lh’7lh lst’znd’4th
35 4lh’5lh’6lh’7lh lsl’znd’3rd

5. Results and Discussions

To evaluate our method, 45 combinations of tests were
performed on 1200 images (700 hands and 500 palms) di-
vided into 100 classes. Furthermore, for each hand and palm
template, 54 and 85 measures were extracted respectively.
Subsets of each class are used for training and the remaining
are used for test. Genetic algorithms are applied to analyze
the EER improvement.

Figure 3 shows the results of the application of GA
to all combinations performed in the training set of hand
templates. As it can be clearly seen, the genetic algorithm
improved the EER for all combinations. As depicted in Table
3, such improvement is at least 86.2694% (combination 32).
In some cases (combinations 6, 16, 18, 19, 28, and 31), the
improvement obtained by GA acquires 100.0%.

For test set of hand templates, the relative improvement of
EER ranged from 25.2396% (combination 11) to 84.4985%
(combination 2). Such results can be noticed in Table 3
and observed graphically in Fig. 4. Overall, the use of GA
improved EER performance for all combinations of tests
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Table 2: Combination parameters for palm templates

o . Templates | Templates
Combination | (1, pining) | (Test)
1 15t ond 3rd 4th Slh
2 1st 2nd 4Ih 3rd 5th
3 15t pnd 5111 3rd 4th
4 1st 3rd 41}1 2nd Slh
5 15t 3rd 5111 ond 4th
6 15t 4th 5[h 2nd 3rd
7 znd,3rd’4lh 15‘,5111
8 2nd’3rd’51h lsl,4th
9 2nd’4th,5th lst’3rd
10 3rd 4th 51h 15t 2nd

where GA is not applied.

Similar to hand templates, the application of GA achieved
a significant improvement in EER performance on training
sets of palm templates (see Fig. 5 and Table 4). In this
respect, the performance improvement ranged from 33.99%
(combination 5) to 98.51% (combination 8).

In Figure 6 and in Table 4 is possible to see the results
accomplished by genetic algorithms in all test sets of palm
templates. The best performance improvement were around
90.91% (combination 2). However, only in these tests there
was a worsening of the EER performance in some cases
(combinations, 1, 7, and 9). Figure 6 shows this worsening
is lower than 1%, in practice, though.

6. Conclusion

This paper analyzes the EER performance improvement
obtained by a GA-based approach. A cross-validation was
performed on a database with high-quality images of palm
down and palm up hands to evaluate your method. The ge-
netic algorithm was used to optimize weights present in the
matching algorithm in order to improve EER performance,
thus, improving the authentication of system.

-+-No GA
Using GA

0.0%
1 & 1" 18 Fil E ] ]

Combination

Fig. 3: Results of application of GA for all combinations
performed on training set of hand templates.
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-+No GA
Using GA

1 L3 1" 16 bl 26 "
Combination

Fig. 4: Results of application of GA for all combinations
performed on test set of hand templates.

-+No GA
Using GA

Combination

Fig. 5: Results of application of GA for all combinations
performed on training set of palm templates.

/” -»-No GA

/ Using GA
1.0%

Combination

Fig. 6: Results of application of GA for all combinations
performed on test set of palm templates.

Table 3: Relative improvement for training and test sets of
hand templates.

L Rel. Improv. Rel. Improv.
Combination (Training) (Test)

1 91.176471%  42.483660%
2 92.950108% 84.498480%
3 88.855117%  71.065990%
4 93.355120% 32.994924%
5 94.251627% 67.005076%
6 100.000000%  50.000000%
7 92.500000%  47.606383%
8 94.329184% 57.516340%
9 91.477273%  41.414141%
10 88.992731% 26.136364%
11 86.767896% 25.239617%
12 95.829095%  48.963731%
13 93.844697% 67.005076%
14 94.201606% 32.307692%
15 95.359848% 52.800000%
16 100.000000%  41.212121%
17 94.100719% 66.209262%
18 100.000000%  58.544304%
19 100.000000%  44.367418%
20 92.234170% 60.244648%
21 93.161094% 37.460317%
22 92.669433%  71.241830%
23 87.514723% 62.857143%
24 87.635575% 58.032787%
25 93.308081% 60.486322%
26 90.719697% 50.378788%
27 92.540323% 33.220911%
28 100.000000%  47.892074%
29 87.055838% 62.115385%
30 94.126984% 37.115385%
31 100.000000%  41.856061%
32 86.269430%  48.437500%
33 95.215869%  40.121581%
34 93.775934% 38.020833%
35 94.224924% 58.914729%

The results show that our approach produces a significant
improvement when GA 1is used. For the training set, all the
45 combinations had an improvement in EER performance.
In the most of cases, the relative improvement was above
80%. For the test set, i.e. samples not used for GA training,
the relative improvement has occurred in 42 of 45 cases.

For future works, we intend to test our approach with
other databases to verify whether GA also improve their
results. Furthermore, we also expect to test other evolu-
tionary algorithms and optimization metaheuristics, as ant
colony, particle swarm, and greedy randomized adaptive
search procedure, comparing their results with the results
presented in this paper.

Although hand geometry recognition is not usual yet, the
experiments performed in this work can indicate evolution-
ary algorithms as a tool to improve the equal error rate and
the quality of biometric systems.
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Reconfiguration of Radial Distribution Networks by
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Abstract -In this paper, the reconfiguration of distribution
networks in order to optimize several aspects of its operation
is presented. The proposed methodology based on genetic
algorithms finds the optimal reconfiguration for networks
which have a radial topology, taking in consideration the
expected occurrence of voltage sags reduction and also the
real power losses. The developed functions of the genetic
algorithm are described, and case studies are presented for
the IEEE 33-bus test network and the IEEE 118-bus test
system demonstrating the effectiveness of the implemented
methodology.

Keywords: distribution ~ networks, multi-objective
reconfiguration; genetic algorithms; voltage sags.

1 Introduction

The distribution systems require to supply electricity
every day with more reliability, and with the quality
parameters that require consumers. Furthermore, in the
context of smart grids, the distribution network plays an
important role together with the information systems,
communications and control, in order to optimize the
operation of the entire electrical system [1]-[4].

The reconfiguration of electrical systems is a technique that
has been proposed for several authors in order to improve
different aspects of the planning and operation of the
electrical systems, and also, different methods have been
applied to solve this optimization problem [5]-[8].

In this paper a methodology is presented for the
reconfiguration of the distribution network for the purpose of
improving an important aspect of power quality, the voltage
sags, and simultaneously reduce losses, in order to make more
efficient the operation of the distribution network. The
proposed multi-objective methodology, previously reported in
[9] is based on the application of genetic algorithms which
include novel genetic operators developed to reduce the
search space. In order to test the proposal, studies in the IEEE
33-bus and the IEEE 118-bus test systems are presented.

2 Formulation of the multi-objective
problem

Next, the methodology proposed in [9] is presented in order to
explain its application to the case studies in this paper.

The multi-objective optimization consists of optimizing a
problem with two or more simultaneous objectives and
finding the set of compromised solutions (trade-offs) which
best solves the problem, considering specified
constraints [10]-[12]. In  this paper, the network
reconfiguration problem consist on determining the state
(on/off) of the switches of the electrical system which leads to
a radial topology, with two objectives: to minimize the
expected number of voltage sags with respect to specified
values of voltage sags at system buses, and to minimize real
power losses.

In order to formulate the reconfiguration problem, the
following vectors are defined:

Vig = [qufl Virz Vi3 Ve ]
V:'econf = I:Vreconfl Vrecoan vreconfS vrecorgf' .n :|
Vy = [Vm Vpr  Vps VB..n ]

where V., is the vector of reference values of voltage sags at
buses, Vieconf is the vector of voltage sags at buses after
reconfiguration, Vz is a binary vector where vg is 1 if
Vreconfi™> Vref iy Otherwise, vp; is 0, and n is the number of system
buses.

According to this, the multi-objective optimization problem is
formulated as follows:

min F(x) = (f,(x), /3(x)) M
Subject to:
M=n—- n;
Vmink < Vk < Vmaxk
For =B —B(1V,0)=0 )

QGk _Qlk _Pk(VaH)ZO
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where:
ny number of feeders or sources
M number of radial net branches.
Si(x)= z P Vi

fo(0) =D W2+ =217, cos(6, —6,)]

Vi voltage magnitude at bus £

O voltage phase angle at bus k&

Vmink  minimum voltage at bus k&

Vmax © maximum voltage at bus &

Pg  active power injected by generator at bus k
Qg reactive power injected by generator at bus k&
P active load power at bus &

O reactive load power at bus k

P (Vi 6 active power injected at bus £

O« (Vi,0) reactive power injected at bus k

In this work, the number of voltage sags is determined using
the fault position method [13][14]. It can be observed that the
radiality constraint is partially considered by (2); however,
there are situations where even when (2) is satisfied, the
system is not radial, so this constraint is further verified with a
review of the system graph.

Ordinarily, the connection/disconnection of a transmission
line is represented by using a single switch operation.
According to this, the number of elements that can change
their state is equal to the considered number of switches SN.
For a generic system of N buses, with SN switches that can
operate (open/close) without leaving any system areas de-
energized, a vector S that contains only the number of
disconnected lines is defined. For example, for network in
Fig. 2 the correspondent vector is S=[15 21 26].

3 Implementation of the methodology
by using genetic algorithms

In this paper, the solutions for optimizing the problem are
restricted to solutions with radial topologies, and since (2) is a
necessary constraint but not sufficient, this restriction is
implicitly included in the genetic algorithm. The proposed GA
uses crossover and mutation operators, designed to generate
radial individuals. When an individual violates the radiality
constraint, this potential solution is dismissed or applied to
another round of genetic operations until the radiality
restriction is met. This has the advantage of retaining the
genetic material and using it again to create a new individual.
Furthermore, this ensures that only feasible individuals will be
evaluated on the fitness function.

In order to explain the proposed methodology, the basic
distribution system shown in Fig. 1 is used. Data of this
system is provided by [15].
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Fig 1. Distribution system.

3.1 Basic loops

In Fig. 2 the feeders are represented into a single bus with
the purpose of avoiding a cycle to be formed between them.
After a successful reconfiguration, feeders will return to their
original position. It can be seen how each feeder supplied
energy to each corresponding load.

For a generic system, the number PL of basic loops is
defined b

PL=n-n-1 3)

where 7, is the total number of system lines.

Note that (3) also indicates the number of lines that must
be out of operation in order to assure that the system has a
radial configuration. In Fig. 2 the basic loops are shown and
also the tie-lines which are normally open (looping branches).

Note that in a distribution system, in order to change the
operating state of a tie-line from normally open to closed, the
state of one line belonging to the corresponding basic loops
must be changed to normally open, in order to maintain the
radiality of the system.

For the system in Fig. 2, the basic loops are
Loop1=[1112161819 15]
Loop2=[1617 2224 21]

Loop 3 =[11 1314222325 26]

Fig 2. Basic distribution system.
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Note that line 20 is not part of any basic loop, and its
status change causes bus 12 to be left without energy or
disconnected. Because of this, in Fig. 2 is not taken into
account, but when the reconfiguration is performed, line 20 is
incorporated into the generated topology.

3.2 Chromosome encoding

The reconfiguration encoding has been extensively studied
in [16] where the most common encodings are mentioned. The
encoding proposal in this paper is a combination of the
proposals in [16] and [17].

For the example, the vector S =[15 21 26] is encoded as
S=[11110 10101 01011]

It can be observed that the least significant bit is the first
line for each line.

3.3

There exist several algorithms to generate radial networks.
In [18] the authors generated radial topologies implementing
Prim's algorithm and Kruskal. In this paper the implemented
method consists of the following steps: 1) Generate a random
vector for loop selection. 2) For each basic loop one line is
chosen randomly. 3) The line is deleted from the following
sets of basic loops with the main purpose of avoiding its
selection. 4) Repeat steps 2 and 3 for all remaining loops. 5)
When the solution vector S is full, its radiality is checked.

Initial population

The process is repeated if the vector does not fulfill the
radiality condition. This will generate radial topologies, which
always respect the positions of the loop in vector S.

3.4 Crossover operation

The crossover operation used is a uniform crossover
implemented by using a binary mask. That is, if the i-th
element of the mask is 1, the gene located in that position of
parent 1 passes to the descendant, similarly, if the element is 0
the gene is copied from parent 2 to the descendant in its
corresponding position. This is shown in Fig. 3.

Random Binary

Mask I _ I _ I L |
Parent1 11110 | 10101 Joio1l1l |
Parent 2 11010 J 00001 J10011 |
Child 11110 J 10101 [10011 |

Fig. 3. Crosses of individuals.

After performing the crossover, the new individual is
checked to see if it maintains the radiality of the system. In the
case this new individual does not represent a radial system, the
individual is discarded and generates a new binary mask, in
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order to obtain an individual who meets the restriction of
radiality.

3.5 Mutation operator

To perform this operation, a normally open line is
randomly selected to change its status. This is described in the
following steps: 1) Select one line of the chromosome
randomly. 2) Identify the basic loop to which it belongs and
remove the assembly line. 3) Select a random line of the loop
assembly and replace the main line into the chromosome. 4)
Check the system radiality.

If the system does not meet the radiality condition, the
process is repeated. In this way, the mutation operator ensures
that the algorithm does not stagnate in a local minimum and
performs a search in a larger space of solutions.

To illustrate this process, line 3 was the randomly selected
chromosome at line 26, which is removed from the main loop
three. To replace this line, one line of the set of the main loop
3 is randomly selected, line 23. Fig. 4 shows the individual
obtained by the mutation operation.

Child [110 _J 10107 _J1o0011 ]
Mutation
Child [[i10 10101 1101 |

Fig. 4. Mutation of individuals.

In a multi-objective optimization problem, two different
stages must be taken into account. The first one is related to
the optimization concept, which seeks to find the Pareto
optimal set. Since the optimal solutions are considered as
equals, a decision must be made. In the next stage, this
decision is made according to the particular problem to be
solved.

3.6 Fitness function evaluation

In order to evaluate the fitness function, the system voltage
sags and power losses must be evaluated; the estimation of
voltage sags is performed by using the fault positions method
[1][14], and the power loses are obtained by using the power
flow program MATPOWER [19].

The procedure for application of the
reconfiguration method is described next:

proposed

1) Read the electrical system’s parameter data and data of
reference values of voltage sags V... for a considered
voltage threshold (#.c) at system buses,

2) Identify the base system and provide it as an individual
in the initial population.

3) Generate the population as described in subsection 3.3.

4) Carry out the genetic operations, described above, to

generate new individuals.

5) Identify the lines for each solution vector that are out of

operation and change the status of system parameters.
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6) Evaluate pre-fault voltages, V)., by performing a power
flow study and obtain the total active power losses.

7) Evaluate the voltage sags in order to obtain the vector
Vs. considering the current operating status of the
system.

8) If results do not meet the criteria of stop, return to step 4
and re-evaluate possible solutions.

9) Select a solution of the Pareto optimal set, prioritizing
systems having the lowest number of nodes with
voltage depression problems, provided that the losses
are less than the base system.

In this work, the proposed reconfiguration method has
been implemented in Matlab® by using the functions
described in this section. In addition, functions @gamultiobj,
@fitscalingprop and @selectournament from the toolbox
Global Optimization Toolbox [20] are employed.

4 Case studies

In order to show the performance of the proposed
methodology, two case studies are presented for IEEE 33-bus
and IEEE-118 bus distribution test systems. In both, it is
assumed that the voltage sags are caused by three-phase
balanced faults.

4.1 Studies for the IEEE-33 bus distribution
system.

The data of the IEEE 33-bus test system can be found in [21],
which is a 12.66 KV radial distribution system. This system
consists of one substation and 33 buses interconnected by 32
lines, where 5 of them are tie lines. The total active and
reactive load is 3715 KW and 2300 KVA, respectively.
Active power losses of the initial system are 202.67 kW and
the minimum voltage is 0.913 p.u. at node 18.

The fault position method was used in order to carry out the
stochastic estimation of voltage sags, considering 10 fault
positions for each line, a uniform distribution of fault
probability at lines, the original configuration of the
distribution system, and a voltage sags threshold of 0.8 p.u.

Fig. 5 shows the IEEE 33-bus distribution system. As shown,
five switches through normally open conditions meet the
radiality of the system. In Table 1 system buses having
problems of voltage sags are indicated, and also the lines that
are usually open are shown.
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Fig. 5. IEEE 33-bus distribution system.

Table 1. Actual status of the IEEE 33-bus test sytem.

Voltage sags threshold 0.8 p.u.

Buses with voltage-sags values
above the reference values

4,5,6,,10,12,13,15,16,17,18,21,
26,27,29,30,31,32,33

Active power losses

202.67 kW

Minimum voltage

0.9131 p.u. at bus 18

Open lines

33, 34, 35, 36, 37

For this specific case there is only one non-dominated
solution, in other words this solution is the best for both
objective functions. After the reconfiguration was applied, the
new configuration has only four buses with values above
reference voltage sags values and active power losses were
reduced on 29.56%. Table 2 shows the results with the new
reconfiguration and, also the disconnect lines are presented.
This configuration satisfies the radiality criteria.

Table 2. Results for the IEEE 33-bus radial sytem after
reconfiguracion

Voltage sags threshold 0.8 p.u.
Buses with voltage-sags values 4202122
above the reference values
Active power losses 142.75 kW
Minimum voltage 0.9378 p.u. at bus 32
Open lines 37,7,32,11, 34

4.2 Studies for the IEEE 118-bus distribution
system

The multi-objective reconfiguration has been tested with
the IEEE 118-bus distribution system [22], in order to show
the capacity of the proposed methodology to handle large-
scale problems. This test system have 132 lines and 122 of
them can change its status. This system has moderate size,
however because the large number of lines that can be
switched, result in a complicated combinatorial problem.
Figure 6 shows the IEEE118-bus system base case.



Int'l Conf. Artificial Intelligence | ICAI'15 |

*, 59 60 61 62

128

— 1 .. 1
65 66 67 68 69 70 71 72 73 74175 76 77
78 791 80 81 821 83 84 H

V127

88

30 .
100101, 102, 103, 184, 105, 106 | 107 108,109 ;111 112 |

— 1 1 T 1 -
101 102 103 104 105 106 107 108 1091199N\]12 113
L3N 14 115 116 4 117 H

131 m
114 115 116 117 118

Fig. 6. 118-bus distribution test system.

Table 3 shows data for the base case of the IEEE 118-bus test
system, it can be observed that the system has 77 buses with
voltage-sags values above the reference values, and active
power losses are 1298.09 kW.

The parameters used in the genetic algorithm to solve the
multi-objective problem of reconfiguration are shown in

Table 4.

Table 4. Simulation parameters

Number of | Population Crossover Mutation Simulation
generations size Rate Rate time
36 15 1 0.3 38,935 s

Table 4. Actual status of the IEEE 118-bus distribution test

sytem (before reconfiguracion)
Voltage sags threshold 0.8 p.u.

57811 12 14 16 17 18 20 21 24 25
26 28 29 30 33 34 35 36 37 38 39 43
44 45 47 48 4950 51 52 53 54 55 56
57 60 62 64 65 66 67 68 69 70 71 72
73 74 75 76 77 79 80 82 84 85 89 90
91 92 93 94 95 96 97 98 99 101 104

105 107 109 112 116

1298.09 kW

0.8687 p.u. at bus 77
118 119 120 121 122 123 124 125 126 127

128 129 130 131 132

Buses with voltage-
sags values above
the reference values

Active power losses
Minimum voltage
Open lines

Solving the optimization problem yields a set of Pareto
Optimal (non-dominated) solutions and the Pareto Front
which are shown in Fig. 7 and Table 5. There are 7 solutions
that meet not only radiality but also active power loss and
voltage sags reduction.
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All the found solutions are equally optimal, but only one of
them must be selected. In this paper, the selected solution
corresponds to the system that has fewer nodes with voltage
depression problems.

Fareto Front
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Active Power Losses
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Mumber of Buses with values above reference Voltage Sags value

Fig. 7. Pareto Front for the 118-Bus distribution test
System.

Table 5. Pareto optimal set

Pareto optimal set Pareto front
Number of buses Active power
Disconnected lines with values above p
losses
reference value

43 14 2153 46 60 38 95
126 73 128 82 130 109 34 >0 942.66 kW
422621 53 46 603795
70 73 128 82 130 109 34 60 904.38 kW
431421 53 46 603795
126 73 98 82 130 109 34 o8 945.60 kW
4314215346 603795
126 73 128 82 130 109 34 37 945.62 kW
4226453 46 60 12495
70 73 128 82 130 109 33 >4 980.51 kW
4226453 46 60 12495
70 73 98 82 130 109 33 32 980.54 kW
4226215346 6038095
70 73 128 82 130 109 34 03 902.28 kW

The reconfigured system is shown in Fig. 8, and the results of
this reconfiguration are summarized in Table 6. As shown,
initially the system had 77 buses that did not meet the
specified value, and at 25 of them, the voltage sags have been
reduced to appropriate values, leaving 52 nodes that do not
fulfill the specifications.

The new configuration reduces both objective functions, and
also improves the voltage profile. The minimum voltage is
presented at bus 111, with a value of 0.9321 p.u. The first
objective function, which corresponds to the nodes with
voltage depression problems, has a reduction of 32.46%,
while active power losses are reduced by 24.46% respect to
the base case.
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Fig. 8. IEEE 118-bus distribution test system after
reconfiguration, considering the 0.8 p.u. voltage threshold.

Table 6. Results for 118-bus distribution test sytem after
reconfiguracion
Voltage sags threshold 0.8 p.u.

Buses  with  voltage-sags | 5 6 7 8 9 11 12 14

values above the reference | 16 17 18 20 21 23 24

values 25 26 34 35 37 43 44
45 49 50 55 60 61 62
64 65 66 73 79 80 82
85 87 88 92 93 94 95
96 101 104 105 107 109
112 116 117

Active power losses 980.54 kW

Minimum voltage 0.9321 p.u. at bus 111

Open lines 422645346 60124957073
98 82 130 109 33

In Fig. 9 the values of reference voltage sags, the initial sags
(SagsBase) and those obtained after the system
reconfiguration for the 118-bus distribution system are
graphed, considering a voltage threshold of 0.8 p.u. Clearly,
after performing the reconfiguration, voltage sags decrease in
several nodes, but in other buses the values of voltage sags
increase. This is due to the modification of network topology;
however, the system operates correctly, and with a reduction
in voltage sags with respect to the initial topology of the
system.

Based on the conducted studies considering the same
objective function with a limited number of switches in the
same case studies, it was found that the search space and
consequently the computational cost, have been reduced,
reflecting the proper functioning of the proposed
methodology.
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values, considering a 0.8 p.u. voltage threshold.

5 Conclusions

In this paper a methodology for the reconfiguration of radial
distribution electrical systems in order to reduce voltage sags
and active power losses, using a multi-objective optimization
technique was described. The methodology based on genetic
algorithms, generates and reproduces individuals representing
radial topologies, given that the genetic operators were
designed for that purpose, in order to reduce of the solutions
search space, improving the computational cost and the
solution time.

Two case studies were presented, and results show the
efficiency of the proposed method to solve the multi-objective
problem leading to solutions that improve the operation of the
distribution network.
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Abstract - In this paper an Intelligent Energy /
Management System based on fuzzy logic is proposed. The

objective of the proposed strategy is to optimize the cost
saving for the end consumer by determining the share of the
power drawn from the grid or the Energy Storage Unit for
each hour of the day, because the price of the energy varies
each hour depending on the demand and is determined a day
before. The strategy is based on Mamdani's Fuzzy Inference — | —

System. The proposed design will also avoid overloading the Fig. 1. Infrastructure of Large Enterprise for Intelligent EMS
grid during the periods of high demand by shifting the load to

the ESU.

Fig. 2 illustrates the hourly power price curve of a typical

Keywords— Intelligent Energy Management System; day. The lowest hourly price was at 15:00 and the highest

optimization; fuzzy logic hourly price was at 18:00 PM. Fig. 3 illustrates the hourly

- grid load curve of a typical day. Hourly prices were

1. Introduction significantly affected by the hourly grid load. Therefore, the
Energy consumption is increasing worldwide [1]; therefore it~ highest grid load also occurred at 18:00 PM [8].

makes good sense to lower the consumption from the grid

generated using traditional methodology to reduce mankind’s

footprint. The electricity bill of a large enterprise can be

minimized by managing dynamic energy pricing [2] [3]. The

Hourly Power Price Curve
5000

wholesale electrical companies determine the cost of energy 4500
for each hour of the day at midnight before the day begins g oo W
[4]. Consumers can use this information to optimize their 3 2500

‘w2000

energy consumption. The idea is to shift the load from a high £ 10 —Price
price to a low price. In order to achieve this some basic 500

infrastructure is assumed, such as a smart meter connected to ggggsgggggeegegeegsgegssg

the grid for two way communication of price [5] and load T metom o omEE

demand. Also an Electric Storage Unit to store the energy;
when the price is relatively cheaper and release it when it is
high and two switches one for drawing energy from the grid
and the other for using the ESU for meeting the demand [6]
[7]. Thus, one of the main ideas of smart grids is encouraging
the consumer to participate in making decisions about energy

consumption in an efficient way. In this paper we have come 16000
up with an Energy Management Strategy based on simple gi‘:?ﬁ \_/,/——/\
=

Fig. 2. Power price curve on Jan/1/2011[8]

Hourly Grid Load Curve

rules which mimic human thinking. This strategy provides £ oo

us the ratio of the power drawn from the grid and the ESU at £ om0 Load

any particular hour of the day, to minimize the cost to the end 2000

consumer and also reduce the load on the grid during peak ’ gg8883858¢89888¢88z88ez8z888s
NeYRErRGSEHIREIASEEEEEATR

hours by not drawing from the grid [9] [10].
Fig. 1 illustrates the infrastructure of Large Enterprise using
intelligent EMS. Fig. 3. Grid load curve on Jan/1/2011[8]
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Fig. 4 illustrates the hourly cost of power consumption curve
of a typical day computed by Equation.

Cost = Price * Load (1

In Fig. 4, the lowest hourly cost was at 15:00, when people
are usually at work. The highest hourly cost was at 18:00,
when people came home and used the energy for domestic
needs [8].

Hourly Cost of Power Consumption Curve

BO0O0O

F00000

400000

Cost ()

300000

Cost
200000

100000

Fig. 4. Cost of power consumption curve on Jan/1/2011

The paper is organized as follows: Section II describes the
basic concepts of Fuzzy Logic; In Section III, an Intelligent
Energy Management System based on Mamdani's Fuzzy
Inference System is proposed; In Section IV implementation
of Mamdani's Fuzzy Inference System is discussed; Section
V discusses the results and the cost savings obtained by using
this Fuzzy Logic based approach.

2. Fuzzy Logic

The purpose of Fuzzy Logic is to map an input space to an
output space with simple if-then-else rules which mimic
human-thinking. All rules are equally evaluated, and the
order of the rules does not affect the results. In general, fuzzy
inference is a method that interprets the values in the input
space and, based on some set of rules, assigns values to the
output space [11][15]. Fuzzy Logic starts with the concept of
a fuzzy set. Compared with a classical set, a fuzzy set is a set
without crisp and clearly defined boundaries [12] [15].

In a classical set theory, the universe is black and white.
Either an element belongs to the set with 100% membership,
or it does not belong to the set at all. In fuzzy set theory an
element can belong to more than one fuzzy set with a
membership degree ranging anywhere from 0 to 100%. For
example, Fig 5 illustrates classical sets. Fig 6 illustrates fuzzy
sets. An element, say a price of 23, belongs to both the fuzzy
sets Cheap and Medium. However, in classical sets price 23
will either belong to one set which is Cheap, and it can never
belong to more than one set at the same time [13].
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Fig. 6. Fuzzy Sets

If X is the universe of discourse, and its elements are denoted
by x, then a fuzzy set A in X is defined as a set of ordered
pairs. It is shown in Equation 2 [11] [12].

A={x px)|x €EX} @
pa(x) is the membership degree of x in A [14]. The
membership degree maps each element of X to a value
between 0 and 1[11].
There are two most widely used fuzzy inference systems:
Mamdani's Fuzzy Inference System and TSK Fuzzy Inference
System. Fuzzy inference systems have been successfully
applied to the domains of automatic control, data
classification, decision analysis, expert systems, and
computer vision [14]. In TSK model the output is expressed
as a mathematical equation.
Mamdani's Fuzzy Inference System is preferred when no
relation between the input and output parameters is known
and the relationship can express in the form of if-then-else
rules. It was proposed in 1975 by Ebrahim Mamdani [12].

3. Mamdani’s FIS Strategy

Fig. 7 illustrates the framework for Intelligent Energy
Management System [13]. The integrated Mamdani's Fuzzy
Inference System will process the input of price and load, and
generate output which will be sent as a control signal to
operate Grid Switch and Storage Switch. The control signal
sent to Grid Switch will determine how Smart Meter directs
electricity from the Distribution Grid to the Energy Storage
Unit and other appliances [14]. The control signal sent to
Storage Switch will operate the Energy Storage Unit and it
will decide whether the Energy Storage Unit is charging or
releasing [13].
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Fig. 7. Framework of Mamdani’ FIS Strategy [8]

Fig. 8 illustrates Mamdani’s FIS for Energy Management.
The crisp inputs of price and load are presented to fuzzy
inference system, which goes through the process of
fuzzification, rule evaluation, and defuzzification to generate
a crisp output to control the state of ESU which is either
charging or discharging. All the six rules are listed below:

1. If price is cheap and load is low, then ESU is
charging at 100% of the Load at that hour.

2. If price is cheap and load is high, then ESU is
charging at 60% of the Load at that hour.

3. If price is medium and load is low, then ESU is
charging at 20% of the Load at that hour.

4. If price is medium and load is high, then ESU is
releasing at 20% of the Load at that hour.

5. [If price is expensive and load is low, then ESU is
releasing at 60% of the Load at that hour.

6. If price is expensive and load is high, then ESU is
releasing at 100% of the Load at that hour.

The first rule is “if price is cheap and load is low, then
ESU is charging at 100%.” 100% charging means that ESU is
charging to the capacity of the load at that hour, e.g. if the
load at a particular hour is 2 KW, then ESU is charging to
2KW.
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Similarly, if ESU is releasing at 20%, this means 20% of
the total demand at that particular hour is being met by the
storage unit, e.g. if the load at that hour is 10KW, then 2KW
is being met by the storage unit and rest of the 80% which is
8KW is being drawn from the grid.

The following four trends emerge from the rules.

Trend 1: When power price is cheaper, ESU is charging
more.

Trend 2: When power price is more expensive, ESU is
releasing more

Trend 3: When grid load is lower, ESU is charging more

Trend 4: When grid load is higher, ESU is releasing more

(8]

These four trends precisely simulate the process of
decision making in a human mind. Trend 1 and Trend 2 are
focused on cost reduction; while Trend 3 and Trend 4 are
focused on avoiding overloading of the grid.

Mamdani FIS for Energy Management Unit is
implemented with the following steps:

Step 1: Fuzzification of Inputs

In this step, input of power price and input of grid load are
being fuzzified through membership function. Before the
fuzzification, inputs of power price ranged from 19.94 to
558.55 ($/MWh), while inputs of grid load were from 8294 to
27707 (MWh) [4]. After the fuzzification, input parameter
price was represented with three fuzzy sets: "expensive",
"medium" and "cheap." Input parameter load was represented
with two fuzzy sets: "high" and "low [8]."

Step 2: Evaluation of Rule Strength

Three fuzzified values for power price and two fuzzified
values for grid load were generated from Step 1 and ranged
from 0 to 1. In Step 2, fuzzy operators apply to these values
through six rules. For example, Rule 1 is "if price is cheap
and load is low, the ESU is charging at 100%." When 0.6 is
the fuzzified value of cheap and 0.4 is the fuzzified value of
low, then the rule strength is the fuzzy AND operation of two
sets Cheap and Low which is 0.4.

Step 3: Truncation of Output Fuzzy Set Associated with
the Rule

The consequence is truncated with the rule strength
obtained in step 2. In this instance, the output ESU charging
at 100% will be truncated at 0.4. This will be done for all six
rules [8].
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Fig. 8. Mandani’s FIS for Energy Management [8]

Step 4: Aggregation of Output of Rules

The rules must be combined in some manner in order to
make the decision. Aggregation is the process by which the
fuzzy sets that represent the outputs of each rule are combined
into a single fuzzy set [15].

Step 5: Defuzzification

In this step, all the aggregate outputs from step 4 are
combined together to give one crisp output which shows the
state of ESU charging or releasing. The most popular
defuzzification method is the centroid calculation, which
returns the center of the area under the curve. Centroid
calculation has been applied in the proposed design.

4. Methodology and Implementation

The Energy Management Unit is implemented in
MATLAB using Fuzzy Logic Toolbox. Fuzzy Logic Toolbox
is an integrated development tool of Matlab that provides
Matlab functions, graphical tools, and a Simulink block for
analyzing, designing, and simulating systems based on fuzzy
logic. Fuzzy Logic Toolbox consists of the following five
GUI tools to build, edit and view fuzzy inference systems
[15]:

1. Fuzzy Inference System (FIS) Editor
2. Membership Function Editor

3. Rule Editor

4. Rule Viewer

5. Surface Viewer

These five GUI tools are dynamically linked. Any changes
made to the fuzzy inference system through one GUI tool will

affect other GUI tools.

Fig. 9 shows the FIS editor displaying Mamdani's model
for Energy Management Unit. Inputs are price of the power
and load on the grid. Output is the state of Charge of ESU.
"And method" computes the minimum of fuzzy sets. "Or
method" computes the max of fuzzy sets. "Implication" is set
to be min. "Aggregation" is set to be max. "Defuzzification
function" is set to centroid.
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Fig. 9. Mamdani's model in FIS Editor [§]

Fig. 10 shows three membership functions for price: cheap,
medium, and expensive. All three membership functions are
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set to be Gaussian type. Fig.11 shows two membership
functions of Load: low and high. Both membership functions
are set to be trapezoid type [8].

Medum

, Cheap Expensive

)

20 25 & 35 40 4
input variable "Price”

Fig. 10. Membership Functions of Price
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1 11 12 13 14 15 16

input variable "Load"

Fig. 11. Membership Functions of Load

Fig.12 shows six membership functions for ESU: releasing
high, releasing medium, releasing low, charging low, charging
medium, and charging high. All membership functions are set
to be triangle type.

Releasing,,
1

Releasing,, Releasing Charging, Charging,, Charging,|

0 10 20 30 40 50 60 70 80 20 100
output variable "output1”

Fig. 12. Fuzzy Membership functions for output variables

Fig 13 shows a snapshot of the rules which fire for a given
input of price and grid load. The output computed after
defuzzification is 42.9 for proposed FIS [8].
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Fig. 13. Rule Viewer for proposed Mamdani's FIS based model

5. Performance Evaluation

Fig. 14 illustrates the hourly load curve of Mamdani’s FIS
strategy in a typical day and shows that the load is shifted
from high price to the low price. By using Mamdani’s FIS
strategy it is clear that when the grid load is high, the Energy
Management unit releases power and does not draw power
from the grid, thus not contributing to increase the load on the
grid and making the grid more stable.

Hourly Load Curve of Mamdani's FIS Strategy

25000
20000

=

= 15000

£

E 10000 ——Original_Load
5000 —Fuzzy_Load

Fig. 14. Load curve of Mamdani’s FIS on Jan/1/2011[8].

Fig 15 shows hourly cost of power consumption of
Mamdani’s FIS strategy in a typical day. When the cost of the
power is high then the Energy Management unit releases the
stored energy for the need of the enterprise thus saving cost
for the consumer.
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Hourly Cost Curve of Mamdani's FIS Strategy
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Fig. 15. Hourly cost of Mamdani’s FIS on Jan/1/2011[8]

Table I shows the quarterly saving rates of Mamdani's FIS
strategy [8]. The saving rates are from 11.4% to 30.1

TABLE I

QUARTERLY SAVING RATES OF MAMDANT'S FIS STRATEGY
Months Original Mamdani’s | Mamdani’s

Cost ($) FIS Cost ($) | FIS Saving
Jan-Mar 571.1 483.85 15.3
Apr-Jun 467.18 396 15.2
Jul-Sep 662.91 463.3 30.1
Oct-Dec 409.68 363.03 11.4

6. Conclusion

In this paper an Energy Management Unit (EMU) has been
proposed for a large enterprise with consumption ranging in
several MW. Mamdani's FIS approach is designed to reduce
cost for the end consumers and avoid grid overload for the
power supplier. The saving rates vary from 11.4% to 30.1%.
Therefore, it has been demonstrated that Mamdani's FIS based
approach resulted in cost saving as compared to the original
cost without using any technique. This same approach can be
applied to smaller dwelling units if the price of the energy
varies every hour.
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Applications to Precision PNT
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Abstract— Providing processing for intelligence operations
requires collecting, sorting, and fusing data from a variety of
sources to produce coherent and correlated intelligence
“information” (Multi-Sensor Data Fusion). Multi-sensor data
fusion is an evolving technology, concerning the problem of
how to fuse data from multiple sensors in order to make a more
accurate assessment of a given situation or environment.
Applications of data fusion cross a wide spectrum, including
automatic target detection and tracking, battlefield surveillance,
remote sensing, etc. They are usually time-critical, cover a
large geographical area, and require reliable delivery of
accurate information for their completion. One of the big
problems with multi-sensor fusion is the Level O processing: A
new approach to fusion is the joint Mutual Information
between the features and the class labels. It can be shown that
Mutual Information minimizes the lower bound of the
classification error. However, according to Shannon’s
definition this is computationally expensive.

Evaluation of the joint Mutual Information of a number of
variables is plausible through histograms, but only for a few
variables. If we look toward a different definition of Mutual
Information we find a different result. Using Renyi’s entropy
instead of Shannon’s, combined with Parzen density
estimation, leads to expression of Mutual Information with
significant computational savings. Here, we will extended
Renyi’s method for Mutual Information to multiple continuous
variables and discrete class labels to learn linear dimension-
reducing linear feature transforms for data fusion and
parameter estimation utilizing competing parameter measures.

Keywords—Fuzzy Logic, Mutual Information, Information Fusion

1. INTRODUCTION: MULTI-SENSOR FUSION

Multi-sensor data fusion/integration is an evolving technology,
concerning the problem of how to fuse data from multiple
sensors in order to make a more accurate measurement of the
environment.  Applications of data fusion cross a wide
spectrum, including automatic target detection and tracking,
battlefield surveillance, remote sensing, etc. They are usually
time-critical, cover a large geographical area, and require
reliable delivery of accurate information for their completion
[9]. According to the Office of Naval Research:

"Sensor integration is concerned with the synergistic use of
multiple sources of information. In warfare, no one piece of
information can be accepted as complete truth. The
combination of information from every possible source is of
primary importance."”

Sensor fusion/integration is divided into three classes:
complimentary sensors, competitive sensors, and cooperative
sensors [8]:

Complimentary sensors do not depend on each other directly
but can be merged to form a more complete picture of the
environment, for example, a set of radar stations covering non-
overlapping geographic regions. Complementary fusion is
easily implemented since no conflicting information is present.

Competitive sensors each provide equivalent information
about the environment. A typical competitive sensing
configuration is a form of N-modular redundancy. For
example, a configuration with three identical radar units can
tolerate the failure of one unit. This is a general problem that is
challenging, since it involves interpreting conflicting readings.

Cooperative sensors work together to drive information that
neither sensor alone could provide. An example of cooperative
sensing would be using two video cameras in stereo for 3D
vision. This type of fusion is dependent on details of the
physical devices involved and cannot be approached as a
general problem.

Here we attack the problem of real-time, distributed,
competitive sensor fusion for time-critical sensor readings.
Figures 1 and 2 depict sensor fusion scenarios for this study. It
is assumed that each sensor platform has some local
intelligence and memory [3]. We also assume that every sensor
has limited accuracy and that a limited number of readings may
be arbitrarily faulty, each m; uses possibly different logic to
deduce the position, velocity, and parametric measurements of
the object under surveillance." Once the information is
transmitted to the central processing system, fusion and
situational awareness software are used to provide an overall
picture of the battlefield to the war fighter. Figure 3 below
illustrates a block diagram of an overall fusion and situational
awareness processing system. One of the big problems with
multi-sensor fusion is the Level 0 processing shown below.
This involves putting the various sensors into a classification
system where the sensors can be evaluated against each other.
i.e., how to eliminate the differences between the sensors so the
information content of each can be fused into intelligent
information with error bounds consistent with the various
information sources [13].
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The process of data fusion requires a large number of disciplines
including signal and image processing, control theory, database
design, networks, data standards, as well as human computer
interface. Military research applicable to data fusion is in the areas
of Intelligence Surveillance and Reconnaissance (IRS) sensors,
Command and Control (C2), Communications (C), and
Computers, which collectively make up C4ISR. This paper is
concerned with Level 0 (Data Refinement) for Competitive
Sensors; how to provide a normalization environment to fuse
various sensor information so that the overall intelligence and
situational awareness processing system can ingest, process, and
report on large volumes of disparate intelligence information.
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2. JOINT ENTROPY

Since the information coming into a given processing system
may have from 1-to-n inputs at any given time, and each sensor
that provides input will have random errors associated with any
given measurement. The data streams coming into the
processing systems may be seen as systems of random data, or
each data stream represents a random variable to the system.
We will start with a random pair of variables, (X,Y). Another
way of thinking of this is as a vector of random variables.

Definition 1: If X and Y are jointly distributed according to
p(X, Y), then the Joint Entropy H(X, Y) is (EQ 1):

H(x.v)==->> plx.y)log p(x,y)

xe X yeY

or
H(X,Y)=—Elog p(x,y)

Definition 2: if (X, Y) ~ p(x, y), then the conditional entropy
H(YIX) is (EQ 2):

H(YI1X)= Zprylogpny)

xeX yeY
This can also be written in the following equivalent ways:

E ., logp(ylx)

HYIX)= Zp Zpylxlogp(ylx)
-2 P(HY1X =x)

Theorem 1: (Chain Rule)

H(X1Y)=H(X)+HY |X)
The uncertainty (entropy) about both X and Y is equal to the
uncertainty (entropy) we have about X, plus whatever we have

about Y, given that we know X. This can also be done in the
following streamlined manner: Write (EQ 3 Joint Entropy)

log p(X,Y):log p(X)+10g p(Y [ X)

and take the expectation of both sides. We can also have a
joint entropy with a conditioning on it, as how below:
Corollary 1:

H(X,Y|Z)=H(X1Z)+H(Y |X,Z7)

2.1 Relative Entorpy and Mutual Informaiton

Suppose there is a random variable with true distribution p.
Then (as we will see) we could represent that random variable
with a code that has average length H(p). However, due to
incomplete information we do not know p; instead we assume
that the distribution of the random variable is g. Then (as we
will see) the code would need more bits to represent the
random variable. The difference in the number of bits is
denoted as D(plq). The quantity D(plq) comes up often enough
that it has a name: it is known as the relative entropy.

Definition 3:The relative entropy or Kullback-Leibler
distance between two probability mass functions p(x) and g(x)
is defined as (EQ 4):
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D(plig)= Zp log )) Eplog&

xe X Q(X)

It should be noted that this is not symmetric, and that ¢ (second
argument) appears only in the denominator.

Another important concept is Mutual Information [2]. This
describes how much information on random variable tells
about another one. This is, perhaps, the central idea in
information theory. When we look at the output of a sensor,
we see the information as a random variable. What we want to
know is what was sent, and the only information we have is
what cam out of the sensor. Or, we have two sensors that are
each random variables, both providing information about the
same thing. We know that the information should be the same,
but it is not because of a host of errors that the sensors and the
transport medium introduced into the measurements. What we
want is to extract the exact information from the sensor
readings. Or, in other words, we want to find the mutual
information between the sensor two different sensor readings.

Definition 4: Let X and Y be random variables with joint
distribution p(X,Y) and marginal distributions p(x) and p(y).
The Mutual Information I(X;Y) is the relative entropy
between the joint distribution and the product distribution (EQ
5):

1(X;Y)=D(p(x, y)Il p(x)p(»))

x’
-y ol y)log 2L
=4 p(x)p(y)

Note that if X and Y are truly independent then p(x,y) =
p(x)p(y) so I(X;Y) = 0. However, if they are sensing the same
thing, then they should not truly be independent. An important
interpretation from Mutual Information comes from the
following theorem:

Theorem 2:
I(X;Y)=H(X)-H(X 1Y)

The interpretation of this is that the information that Y tells us
about X is the reduction in uncertainty about X due to the
knowledge of Y. The information X tells about Y is the
uncertainty in X plus the uncertainty about Y minus the
uncertainty in both X and ¥. We can summarize a bunch of
statements about entropy as follows [10]:

I1(X;Y)=H(X)-H(X 1Y)
1(X;Y)=H(Y)-H(Y 1 X)
1(X;Y)=H(X)+H(Y)-H(X,Y)
1(X;7)=1(Y;X)
I(X;X)=H(X)
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3. FuzzY DATA NORMALIZATION AND FUSION

Figure 4 represents a processing flow for intelligence
information. The process involves two main layers, the
deductive process and the investigative process. The deductive
process goes after assembling information that has been
previously known while the inductive process (data mining)
looks for patterns and associations that have not been seen
before. The model illustrated in Figure 3-1 is the deductive
process used to detect previously known patterns in many
sources of data by searching for specific information signatures
and templates in data streams to understand the state of the
intelligence knowledge [16]. As the systems continues to
evolve in complexity, the number of objects, situations, threats,
sensors and data streams dramatically increase, presenting a
very complex challenge for advanced fusion system designers.
In order to keep the system “on-top” of its data environment is
to have data mining operations going on in the background at
all times, finding new associations and evolving the templates
and information correlations [6].

Data Mining is an off-line knowledge creating process where
large sets of previously collected data is filtered, transformed,
and organized into information sets. This information is used to
discover hidden but previously undetected intrusion patterns.
Data mining is called knowledge/pattern discovery and is
distinguished from the data fusion process by two important
characteristics, inference method and temporal perspective [7].
Data fusion uses known templates and pattern recognition.
Data mining processes search for hidden patterns based on
previously undetected intrusions to help develop new detection
templates. In addition, data fusion focuses on the current state
of information and knowledge; data mining focuses on new or
hidden patterns in old data to create previously unknown
knowledge, illustrated in Figure 4 [11].

In both data mining and data fusion, feature selection or feature
transforms are important aspects of any system. Optimal
feature selection coupled with pattern recognition leads to a
combinatorial problem since all combinations of available
features must be evaluated before deciding how to fuse the
information available.
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Another such criterion is the joint Mutual Information
between the features and the class labels. It can be shown that
Mutual Information minimizes the lower bound of the
classification error. ~ However, according to Shannon’s
definition this is computationally expensive. Evaluation of the
joint Mutual Information of a number of variables is plausible
through histograms, but only for a few variables. If we look
toward a different definition of Mutual Information we find a
different result. Using Renyi’s entropy instead of Shannon’s,
combined with Parzen density estimation, leads to expression
of Mutual Information with significant computational savings.
As a part of this study, we extended Renyi’s method for
Mutual Information to multiple continuous variables and
discrete class labels to learn linear dimension-reducing linear
feature transforms for data fusion and parameter estimation
utilizing competing parameter measures [5].

We applied Renyi’s entropy-based Mutual Information
measure to create fuzzy membership functions that can be used
to rapidly asses the Mutual Information content between
multiple measurements of a given parameter from different
sensors [1]. We introduce the Mutual Information measure
based on Renyi’s entropy, and describe its application to Fuzzy
Membership Functions that were used transform multiple
parameter measures and error estimates into a single parameter
and error bound estimate for the parameter.

3.1 Shannon’s Definition of Mutual Informaiton

We denote labeled samples of continuous-valued random variable
Y as pairs {y; ¢;}, where y, € R* , and class labels are samples of
a discrete-valued random variable C,
C, € {1,2,...,Nc},i€ [1,N]. If we draw one sample of Y at

random, the entropy or uncertainty of the class label, making use

of Shannon’s definition, is defined in terms of class prior

probabilities (EQ 6 — Shannon’s Entropy Theory) [4]:
H(C)=-3 P()og (P ()

After having observed the feature vector y, our uncertainty of the
class identity is the conditional entropy is (EQ 7):

# ()= [ 2 2 GO ()

The amount by whiéh the class uncertainty is reduced after having
observed the feature vector y is called the Mutual Information,
I(C,Y):H(C)— H(C/Y), which can be written as (EQ
8):

y
P(c)p(c)
Mutual information also measures independence between two or
more variables, in this case between C and Y. It equals zero when

p(c, y) = P(C)p(y), i.e., when the joint density of C and Y

factors (the condition for independence). Mutual Information can
thus be also viewed as the divergence between the joint densities
of the variables, and the product of the marginal densities.
Connection between Mutual Information and Data Fusion is given
by Fanno’s inequality.

1€ ry)=3 [ ple. y)og rley)
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This result, originally from digital communications, determines a
lower bound to the probability of error when estimating a discrete
random variable C from another variable Y (EQ 9):
~ H(C/Y)-1 H(C)-1(C/Y)-1
Pr(c Z c) > =
log(N, ) log(N.)

where ¢ is the estimate of C after observing a sample of Y, which
can be a scalar or multivariate. Thus the lower bound on error
probability is minimized when Mutual Information between C and
Y is maximized, or, finding such features achieves the lowers
possible bound to the error of the classifier. Whether this bound
can be reached or not, depends of the goodness of the classifier.

3.2 A Definition Based on Renyi’s Entropy

Instead of Shannon’s entropy, we apply Renyi’s quadratic entropy
because of its computational advantages. For a continuous
variable ¥, Renyi’s quadratic entropy is defined as (EQ 10):
2
H(v)=-log [ p(y)'dy
v
It turns out that Renyi’s measure, combined with the Parzen
density estimation method using Gaussian kernels, provides

significant computational savings, because a convolution of two
Gaussians is still a Gaussian.

If the density p(y) is estimated as a sum of symmetric
Gaussians, each centered at a sample y; as:

P0)= 2 Gl =y, 0)

then it follows that the integral above equals (EQ 11):
[p(y)ay =

y

_ ! j}(ZN“ZN“G(y— Ve 01)G(y - y,-,G)de

1 N N
= zzzc(yk_yj'720-1)

Thus, Renyi’s quadratic entropy can be computed as a sum of
local interactions as defined by the kernel, over all pairs of
samples. In order to make use of this convenient property, we
make use of fuzzy membership functions and the natural way they
demonstrate local interactions to find a function which maximized
Mutual Information among sensor measurements.

3.3 A Maximizing Mutual Information

In any real-time system, data arrives at the input as a random
variable, since it cannot be known a’ priori what data may or may
not be received at any given time. This is particularly true of the
type of system radar environment represent. In fact, each
measurement is a random variable X, with a ¢ bound determined
by the system dynamics. Since each of the sensors acts as a
random variable we are looking to maximize Mutual Information
in order to find the normalization that produces the best overall
result.
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If we assume each sensor measurement to be a random variable x,
with its associated s bound, we can form a fuzzy membership
distribution function around each measurement using the
measurement as the mean (best guess with the information given)
and the given error bound as the membership function bounds.In
order to maximize Mutual Information across the measurements,
we need to find the random variable x;, which minimizes the
distance between random variables. We accomplish this by
mapping the each measurement value onto each of the fuzzy
membership functions [12]. We compute fuzzy membership
curves for each sensor, based on measurement and [17] populate
each with measurements from all sensors. Figure 5 illustrates 12
sensor measurements on the same system, each reporting a slightly
different RF. Each system would have its own measurement
error, as shown in Figure 6.

Pilot of Measurement Values
7398 T T

- SERCNEE. RN
7 394 i
Faeo - - .
oo | S S S D.H.npéll.od!-.lmum e s i e ]
| - H
I —

(=4

7304 |- : ; : = i

. SR S  — RERR B — .

738 - i
o 2 a4 () a 10 12
Measurements Number

Figure 5 - Example of Multiple Sensor Measures of the Same

Frequency
o = 107 Sigmas for the Measured Values
9 + -
B e i e R e e R e e e S el
.§ | -4
B
6
I T W e |
=
| AR e S, RS SRa -4
e R e e e e il .
i i
2( 10 12

3
Measurements Number

Figure 6 - Examples of Multiple Sensors, each with their own Error
Bounds

as F S § 1 mat f

| I P BAERR by S 28

B e B I e e = -

Figure 6 - Examples of Fuzzy Mémbership Functions for Sensor
Measurements, Populated with all the Sensor Measurements

151

For each sensor, a fuzzy membership normalization function is
formed and then each sensor measurement is mapped onto each
membership normalization function (EQ 12):

(MM, P

_n 2"‘0’;2
Y=E_|¢

j=1

Figure 7 a-c illustrates this process

Once all of the curves have been populated, we compute the mean
fuzzy membership value for each curve (EQ 14):
S(M,-M

Y,=E" | e 2%g?

Ymax = l'n:'f}X (Yx)
The normalization function with the highest mean membership
represents the normalization mapping with the highest Mutual
Information and is therefore given the highest weighting in
determining the measurement value to report. The weighting
factors are then determined for rolling up the measurements and
error bounds into a single parametric estimation (EQ 15):

w="1,/_.

l ijl Y;’

where the W;s are the weighting factors. Figure 7 illustrates the
process.
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Figure 7 - Weighted Fuzzy Parameter Estimation Process

4. CONCLUSIONS AND DISCUSSION

Renyi's theory of information is extremely important in
intelligence work, much more so than its use in cryptography
would indicate. The theory can be applied by intelligence
agencies to keep classified information secret, and to discover
as much information as possible about an adversary. His
fundamental theorems lead us to believe it is much more
difficult to keep secrets than it might first appear. In general it
is not possible to stop the leakage of classified information,
only to slow it.
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Furthermore, the more people that have access to the
information, and the more those people have to work with and
belabor that information, the greater the redundancy of that
information becomes. It is extremely hard to contain the flow
of information that has such a high redundancy. This
inevitable leakage of classified information is due to the
psychological fact that what people know does influence their
behavior somewhat, however subtle that influence might be.

The premier example of the application of information theory to
covert signaling is the design of the Global Positioning System
signal encoding. The system uses a pseudorandom encoding that
places the radio signal below the noise floor. Thus, an
unsuspecting radio listener would not even be aware that there
was a signal present, as it would be drowned out by atmospheric
and antenna noise [15]. However, if one integrates the signal over
long periods of time, using the "secret" (but known to the listener)
pseudorandom sequence; one can eventually detect a signal, and
then discern modulations of that signal. In GPS, the C/A signal has
been publicly disclosed to be a 1023-bit sequence, but the
pseudorandom sequence used in the P(Y) signal remains a secret.
The same technique can be used to transmit and receive covert
intelligence from short-range, extremely low power systems,
without the enemy even being aware of the existence of a radio
signal. We believe the use of Renyi’s information theory might
enhance these capabilities over the original work by Shannon [14].

The discussion below illustrates one possible use of Renyi’s
Information theory and the use of Fuzzy Filters to implement
this theory for asynchronous data fusion for PNT estimations
for Unmanned Air and Underwater vehicles (UAVs and
AUVs). The fuzzy estimator performs asynchronous data
fusion of all sensor measurements based on their relative
confidence levels, and then nonlinearly combines the fused
information with the INS estimates via fuzzy implementation
of Renyi’s mutual information theory. The basis and
implementation of the estimator is described, and navigation
results are presented based on the fuzzy estimator. We believe
a fuzzy normalization procedure similar to the one outlined
here provides the best automated, and dynamic way to roll-up
sensor measurements into a single reported measurement and
error bound for intelligence reporting and analysis. Section B
presents the results of a number of tests for this process.

4.1 Fuzzy Data Fusion for UAV/AUV PNT Estimates

Figure 15 illustrates the results of utilizing the Stochastic
Derivative algorithms on the pulse environments described
above. The Higher-Order moments of the 1* 8 Stochastic
Derivatives were generated and plotted for each of the signal
environments. As can be seen from 15, even 15 pulses from a
pseudorandom-driven, multiply-agile radar signal caused a
jump in the Stochastic Derivative moments. And 300 pulses
out of 10,000 cased a major jump in the Higher Order
Stochastic Derivative moments. Clearly the algorithms can
detect the presence on non-stochastic signals in the
environment.
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With rapid progress in COTS sensors and electronics
technology, miniaturized Autonomous Underwater Vehicles
(AUV) and Unmanned Air Vehicles (UAV) have reached an
acceptable level of maturity and reliability that can be
capitalized on their use for commercial and military
applications. Examples include spatio-temporal surveys during
clandestine oceanographic and air-surveillance environments.
Without requiring any tethering support, the dynamic stability
and data sampling quality can be much improved. In addition,
multiple small AUVs or UAVs can be deployed
simultaneously to traverse in different regions without
necessitating one-to-one support contact and allows higher
data sampling efficiency. To truly characterize four-
dimensional ocean or air dynamics autonomously, high
precision underwater and air navigation is a technically
challenging issue because vehicle localization must be done
onboard. While differential GPS sensor technology provides a
good solution for surface navigation, underwater and complex
air navigation still remains a challenging problem especially
for autonomous vehicles. The main goal here is to present a
novel fuzzy data fusion that collates different and independent
asynchronous position sensors together, and nonlinearly gain
schedules them with the onboard INS system. One important
objective here is to evaluate the possible use of the fuzzy
implementation of mutual information theory for autonomous
navigation and look at the effectiveness of the fuzzy sensor-
based fusion approach with respect to steady-state and
convergence performance of bias estimation.

4.2 Fuzzy PNT Fusion Architecture

Figure 8 shows a general architecture for setting up a
navigational. In this architecture, there are arbiters created for
position sensors, attitude sensors and motion sensors. This set
up is desirable because many existing AUVs and UAVs
incorporate multiple sensors performing same functions, and it
is thus beneficial to fuse all information to obtain the best
navigation estimates. In cases of sensor failure, these arbiters
will reconfigure in order to complete time-critical missions.
Inputs to the position sensor arbiter are absolute position
measurements, which can be based on (D)GPS and various
forms of baseline sensors. These measurements are
particularly valuable because of their drift-free properties over
a longer time scale, as compared to the dead-reckoning
position estimate. However, over a shorter time scale, the
DGPS measurements introduce undesirable position error for
compensation. It is thus important to carefully sample these so
that the signal-to-noise ratio is maximized. In addition,
measurements from all sensors are generally unavailable at
every time sampling instant, and a strategy is thus needed to
combine these asynchronous measurements before routing the
result to the position estimator. Since the number of sensors
may not be constant one data point to the next, the real-time
fuzzy fusion techniques discussed here are applicable to this
problem.

To combine the position measurements, each sensor is
assigned a confidence value that characterizes its expected
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variance in error about the true value. For an example, typical
DGPS can have 1-5m range error () together with horizontal
dilution of precision (HDOP) uncertainty due to satellite
geometry. The total position error introduced in terms of root-
mean-square value is HDOP *c. It should be noted that while
the range error is generally hard to quantify, the HDOP profile
can be readily obtained from any receiver, and thus it should
be accounted for in the position estimator otherwise position
error might be compromised. Once a suitable time sampling
interval is chosen, the output of the position sensor arbiter is
given as

X = ZZiC . where X is the arbiter output, Z; is the ith

sensor output, and C; is its confidence value which has
accounted for both the range error and baseline geometry of
satellites or sonar beacons.
N
Note that a constraint of ZCi =1 is imposed on the
i=1
confidence values and C; is then loosely interpreted as the
probability that the ith sensor is correct.

Precisice Others V"ol el
GFS LEL Nav Sessor 1 Seasor’N
Position Artitude Velocity

Sensor Fusion Sensor Fusion Sensor Fusion

Fuzzy

- Position -

Estimator
|

Pozitics

Estemates

Figure 8 - High-Level Fusion Architecture for PNT Estimation

The use of the fuzzy fusion algorithm discussed here provides
a practical estimation algorithm that is not computational
intensive but yet provides theoretically sound approach in
performing data fusion. Figure 9 below illustrates the GPS X-

Y error evaluation for the test.
@

i i i ® T I & =

Figure 9 — GPS Error Evaluation
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Figure 10 compares the INS way-point navigation
performance based on 1) doppler returns (dash line) and 2)
GPS + doppler (solid line). In these figures, X' and O’
represent a differential and regular GPS fix respectively, and
in both missions the AUV was started at the origin. During
these missions, the AUV was underwater most of the time,
and commanded to surface during some specified cornerings
in order to obtain fixes, and thus position drift due to Doppler
and attitude sensors can be easily observed, as compared to
the DGPS fixes as the only source of reference. At the end of
the last eastward leg in Figure B3, there was a significant
discrepancy between the position estimator and DGPS
measurement (approximately 1.5% error based on 50 meters
after 3300 meters transect). Figure B3 presents results of a 3-
hr mission covering 15km transect. Sporadic fixes can be seen
in the figure which corresponds to the AUV surfacing
maneuvers. Among these fixes, maximum discrepancy
between the position estimator and GPS fixes was found at
location [-50 east, 150 north], and also it can be seen that the
position estimator responds less to these GPS fixes, but much
more to the DGPS fixes obtained immediately afterwards. By
observation, the discrepancy was approximately 100m since
the last update (6 legs of transect away _ 3300m), and thus the
error was approximately 3%. It should be noted that 100m is
within the limit of the GPS error deviation, and the result
suggests that accurate navigation does not necessarily require
frequent surfacing. = The results here demonstrate the
usefulness of the fuzzy — mutual information algorithms for
use in real-time sensor fusion. We believe further
investigation is required to determine the complete usefulness
of this approach. In Figure 10, the solid line represents the
fuzzy position estimator output and the dashed line represents
the dead-reckoned output. ‘X’ and ‘O’ represent differential
and regular GPS fix, respectively.

Figure 10 — Fuzzy PNT Estimation and GPS Outputs
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Abstract— A new control scheme, based on Artificial Neuro-
Fuzzy Inference System (ANFIS) is used to design a robust
Proportional Integral Derivative (PID) controller for Load
Frequency Control (LFC). The controller algorithm is trained by
the results of off-line studies obtained by using particle swarm
optimization. The controller gains are optimized and updated in
real-time according to load and parameters variations.
Simulation results of this method on a multi-machine system in
comparison with conventional fuzzy controller show the
satisfactory results, especially where the parameters of the
system change.

Index Terms— Load Frequency Control, Fuzzy Control, PID
Controller, Particle Swarm Optimization

[. INTRODUCTION

ECENTLY due to dependence of load efficiency to

network frequency and being as one of the power quality
indices, frequency control is one of the main issues in power
systems. However, areca load changes and abnormal
conditions, such as outages of generation lead to have changes
in frequency and scheduled power interchanges between arecas
[1]. Automatic Generation Control (AGC) (also named, load
frequency control) is then widely used to balance between
generated power and load demands in each control area in
order to maintain the system frequency at nominal value and
the power exchange between areas at its scheduled value. The
concept of AGC in vertically integrated power systems is well
discussed in reference [2]. In this paper different control
techniques are presented. Among them PI (Proportional
Integra) and PID controllers are widely used. Different
techniques such as pole placement and bode diagrams are
utilized to set their parameters [3].

Because of the inherent characteristics of the changing
loads, the operating point of a power system changes
continuously during a daily cycle. Thus, a fixed controller may
no longer be suitable in all operating conditions. Therefore, a
lot of approaches have been reported to solve this problem
such as adaptive control [4], robust control [5], evolutionary
algorithms based control [6], fuzzy logic control [7], neural
network based control [8].

* Corresponding Author. E-Mail: hashayanfar@gmail.com (H. A. Shayanfar)

Mohammadreza Alimohammadi, Amin Khodabakhshian
Electrical Engineering, University of Isfahan, Iran,
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Intelligent algorithms have, in general, advantageous and
disadvantageous when applied to power systems [7, 9, and
10]. Therefore, it is common to combine these techniques to
overcome the main problems. In reference [7] membership
function of a fuzzy PID controller is optimized by Particle
Swarm Optimization (PSO) algorithm. However, this
controller is designed at nominal operating condition and fails
to provide best control performance over a wide range of
operating conditions. In reference [9] genetic algorithm is used
to optimize the PI gains for a number of operation conditions
of power system. The obtained gains are used to train the
ANFIS to provide optimal control gains. In reference [9] the
frequency bias factor and synchronizing torque coefficients
are used to train the ANFIS algorithm but load variation which
is a main parameter has not been considered. In reference [10]
PSO algorithm is used to generate the training sets by
considering only load variation but ignoring others to train the
ANFIS network.

In this paper PSO algorithm is used to optimize the gains of
a PID controller for a number of operation conditions of
power system. These optimal gains which are obtained offline
will train the ANFIS by using Hybrid Learning Algorithm.
Then, ANFIS provides a general mapping between the
operation conditions and the optimal gains. In fact, ANFIS
will tune the PID controller parameters online to cope with the
changing power system conditions. The comparative results of
the proposed PID-ANFIS with PI-ANFIS and conventional
fuzzy controllers show that a much better dynamic
performance is achieved.

II. SYSTEM MODEL

Frequency changes occur because system load varies
randomly throughout the day so that an exact forecast of real
power demand cannot be assured. The imbalance between real
power generation and load demand (plus losses) throughout
the daily load cycle causes kinetic energy of rotation to be
either added to or taken from the on-line generating units, and
frequency throughout the interconnected system varies as a
result. Each control area has a central facility called the energy
control center, which monitors the system frequency and the
actual power flows on its tie lines to neighboring areas.
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Fig. 1. Model of two area system.

The deviation between desired and actual system frequency
is then combined with the deviation from the scheduled
net interchange to form a composite measure called the
area control error, or simply.

AGC, = BN, + AR, )
In general, for satisfactory operation of power units running in
parallel it is most desirable to have the frequency and tie-line
power fixed on their nominal and scheduled values even when
the load alters and, therefore, to remove area control error
(AGC;=0).To help understand the control actions at the power
plants for LFC, let us consider the boiler—turbine—generator
combination of a thermal generating unit.

Since all the movements are small the frequency—power
relation for turbine—governor control can be studied by a
linearized block diagram [1]. However, the computer
simulation will be carried out using the actual nonlinear
system. The linear model is shown in Fig. 1 for a two-machine
power system where the blocks are [1]:

Governer =
Tgs +1
Turbine = 2
T,s+1
Generator =

Ms + D

The uncontrolled system is shown with the continuous lines
and the control loops are indicated by the bold lines. The
parameters of the test system are given in Appendix A.

III. Fuzzy BASED CONTROLLER DESIGN

Fuzzy set theory and fuzzy logic establish the rules of a
nonlinear mapping. Fuzzy control is based on a logical system
called fuzzy logic which is much closer in spirit to human
thinking and natural language than classical controllers.
Because of the complexity and multi-variable conditions of
the power system, conventional control methods may not give

satisfactory solutions. The application of fuzzy logic to PID
control design can be a simple solution and is classified in two
major categories according to the way of their construction
[71]:

1. A typical LFC is constructed as a set of heuristic control
rules, and the control signal is directly deduced from the
knowledge base.

2. The gains of the conventional PID controller are tuned
on-line in terms of the knowledge based and fuzzy inference,
and then, the conventional PID controller generates the control
signal.

Fig. 2 shows the block diagram of fuzzy type controller to
solve the LFC problem for each control area. The membership
function sets for ACE;,, AACE;, K, Kg K,, and The
appropriate rules for the proposed control strategy are given in
Appendix B.

[ o s B 1
|
| Fuzzy PID | I
| Contriller I
Yref I ; | Nominal Model ACE;
- > I
T A —— J

Fig. 2. The FPID controller design problem

IV. SUGENO Fuzzy MODEL

Unlike Mamdani model, Sugeno output membership
functions are either linear or constant [11]. If a fuzzy system
has two inputs x and y and one output f, then for a first order
Sugeno fuzzy model, a common rule set with two fuzzy if then
rules is as follows:

Rule 1: Ifxis Al and y is Bl, then fl1 = plx qly+rl
Rule 1: If xis A2 and y is B2, then f2 = p2x q2y+r2

For a zero-order Sugeno model, the output level is a
constant (pi=qi=0). The output level fi of each rule is
weighted by the firing strength wi of the rule. For example, for
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an AND rule with Input 1 = x and Input 2 = y, the firing
strength is:
wi = AND method (41(x), B1(y)).

Where, A1 and B! are the membership functions form Input
1 and Input 2, respectively. The final output of the system is
the weighted average of all rule outputs, computed as:

W

\ jBJ\ W' fl=plx+qly+r

Final Output =

Al

/

X | Y -~ wlfl+w2 2
= : & ! )f wl +w2
F\ . } egeea w. I(2=p2X+q2y+I', =Wifl+ W2

)|‘ X | Y
(@)
Layer 1

Fig. 3. (a) A two-input first-order Sugeno fuzzy model with two rules; (b)
Equivalent ANFIS architecture.

V.ANFIS ARCHITECTURE

Fig.3 (a) illustrates the reasoning mechanism for the Sugeno
model discussed above while the corresponding ANFIS
architecture is shown in Fig. 3 (b), where nodes of the same
layer have similar functions. The output of itk node in layer 1
is denoted as O'; [11].

Layer 1: Every node i in this layer is an adaptive node with
a node function:

O/ =M, (x) i=1,23,.. “4)

Where, x (or y) is the input to node i and 4; (or B)) is a
linguistic label “small” (or “large”) associated with the node.
Here the membership function for 4 (or B) can be any
parameterized membership function. In this paper, generalized
Gaussian membership function is taken as follows:

x—ci

M,(x)=e : (5

Where, ¢; and a; are the parameters set. These are called
premise parameters.
Layer 2: Every node in this layer is a fixed node
labeled I'T, whose output is the product of all the incoming
signals.

O} =W, =M, (x)xM,(x) i=12,... (6)
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Layer 3: Here, the ith node calculates the ratio of the ith
rule’s firing strength to the sum of all rule’s firing strengths.

O =W,=—2i— =12 7
W1+W2

Layer 4: Every node i in this layer is an adaptive node with
a node function:

O =w,f, =w,(xp, +yq, +1) (&)

Where, w; is a normalized firing strength from layer 3 and
{pi» qi» and r;} is the parameter set of the node. These
parameters are referred to as consequent parameters.

Layer 5: The single node in this layer is a fixed node
labeled X, which computes the overall output as the
summation of all incoming signals:

O} = Overall Output = Z;,fl = Z i )

i z Wi

In this paper, the hybrid learning algorithm is used for
training of ANSIF networks. This algorithm is a combination
of least square and back propagation method. Details of this
algorithm have been published in reference [11].

VI. TRAINING PATTERNS

As mentioned earlier, fixed gain controllers are designed
at nominal operating conditions and fail to provide best
control performance over a wide range of operating
conditions. It is desirable to keep system performance near its
optimum. Therefore, the presented method tracks different
system operating conditions and updates the gains of PID
controllers according to loads and parameters variation. In this
paper, the PSO is used for preparing the training patterns.
Details of this algorithm have published in reference [12].
Thus, the objective function of the optimization of the
performance of the system is defined as:

Fitness Function = j(a P, + BN, + Af,))dt (10)
0

The coefficients a, £ and y are assumed to be 1. Now, the
optimal values of PID controller gains should be calculated for
area load variation and synchronizing torque coefficients in
order to minimize Equation (10) by using PSO technique.

The fitness function is evaluated and the population is
updated iteratively until the stopping criterion is obtained. The
first step in using ANFIS is preparing training patterns to train
it. In this paper, the training data set consists of several
disturbances. These disturbances are combinations of the load
variations in the range of —0.1 to 0.1 pu and synchronizing
torque coefficient variation in the range Of 1.5 to 3. Therefore,
for each load disturbance (A P; , APp), eleven values in
range of -0.1 to 0.1 with 0.02 step are considered. Four values
of 1.5, 2, 2.5, and 3 are also considered for Torque Coefficient
variation. Finally, the training set consists of 484 elements.
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Then, the optimal gains of PID controllers are computed for
each of these disturbances using PSO method and the
objective function given in Equation (10). After gathering
these data, it is possible to train ANFIS. For each gain, one
neuro-fuzzy network is trained. After computing the optimal
gains, two matrices with 484 rows and 6 columns (three
columns for input variation and the three columns representing
the optimal gains), and one matrix for each controller, is fed to
ANFIS for training.

VII. PROPOSED CONTROL APPROACH

When the training is done, the two trained neuro-fuzzy
networks can estimate the optimal gains for any disturbances
taken place in the power system and online control can be
implemented. It should be noted that the efficiency of ANFIS
can be enhanced by choosing a bigger training set. The
proposed method can be applied to small and intermediate
power systems easily. However, although all of the time-
consuming computations are carried out offline, for large and
very large power systems, computation time will be somehow
exorbitant and more powerful computers or advanced
computing techniques will be necessary to be used.

The test system shown in Fig. 4 is used to illustrate the
behavior of the proposed method. For ANFIS, the settings to
be wused were Gaussian membership function, four
membership functions for load variation, three membership
functions for parameter variation, hybrid optimization method
and epoch = 15. PSO settings were as follows: population size
=50,c1=¢ =2, Opax = 0.9, @3, = 0.4, maximum speed = 2.
The proposed controller is a two-level controller. The first
level is ANFIS network and the second one is PID controller.

AP,y AP; AT,

VYV

ANFIS

Nominal >
model of area

/

Fig. 4. The proposed ANFISPID controller for each area.

The structure of the ANFISPID controller is shown in Fig.
4, where the PID controller gains are tuned online for each of
the control areas.

Therefore, u; is a control signal that applies to governor set
point in each area. By taking ACE; as the system output, the
control vector for a conventional PID controller is given by:

t
u, = Kp, ACE,(t)+ Ki, [ ACE,(t)dt + Kd, ACE,(t) ~ (11)
0
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In this strategy, the gains Kp;, Ki;, and Kd; in Equation (11)
are tuned on-line based on load variation and Synchronizing
Torque Coefficient variation. The PIANFIS is similar to
PIDANFIS but Kd; =0.

VIII. SIMULATION RESULTS

In order to validate the proposed controller for load
frequency control three different cases are considered and are
given as follows;

A. Case 1:

In this case, the following load variations are considered:
AP;;=0.02, AT;,=0.02 and no disturbances occur in area II.
From Fig. 5 (a) and Fig. 5 (b) can been seeing that PIDANFIS
according to nominal operation point, improves the dynamic
performance.

i 4
_6} |
PIDANFIS
. - ===~ PIANFIS 1
m+msme= CFUZZY 1
-14 5 o Time 15 2 2
(@

., / PIDANFIS
-6 v ~==== PIANFIS 1
\ ——— CFUZZY
-8l \ 2
-10° s L L
0 5 10 Time 15 20 25
(b)
PIDANEIS ]
| / ===== PIANFIS 1
4 ——— CFUZZY 1
5 4
-6 \ L |
0 5 10 Time 15 20 25
(©

Fig. 5. System response for case 1. (a) Aw;. (b) Aw,. (¢) APtie.
(Solid: PIDANFIS, Dashed: PIANFIS, Doted: Conventional fuzzy)
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B. Case 2:

In this case, the synchronizing torque coefficient changes to
2.5, but the demand load is similar to the case 1. The
simulation results depicted in Fig. 6 show that system with
conventional fuzzy controller fails to provide a desirable
performance when parameters vary, because the conventional
fuzzy controller was designed based on T,=2.

12107

T \ N’
PIDANFIS
- === PIANFIS
....... CFUZZY
15 5 10 Tme 15 20 %
(a)
4
610 T i '
4f ; : 1
/ / \ N

PIDANFIS
===== PIANFIS
= memen CFUZZY 1

0

[ r— 20 25
(b)
Fig. 6. System response for case 2. (a) Aw;. (b) Aw,.
(Solid: PIDANFIS, Dashed: PIANFIS, Doted: Conventional fuzzy)

C. Case 3:

In this case, a bounded random step load change shown in
Fig. 7 appears in each control area. The purpose of this case is
to test the robustness of the proposed controller against
random load disturbances. The frequency deviations of both
systems for nominal operating condition (case 1) are shown in
Fig. 8 (a) and (b).

0.05

0.03

0.02

0.01

-0.01

0.04+ .

20 40 60
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160

Fig. 7. Load disturbances in two areas.
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i ——— PIDANFIS
-l.5|»i y

----- PIANFIS
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(b)

Fig. 8. Frequency deviation of two areas.
(Solid: PIDANFIS, Dashed: PIANSIS)

From Fig. 8 (a) and Fig. 8 (b), it can be seen that the
ANFISPID controller tracks the load fluctuations and for a
wide range of operating conditions.

IX. CONCLUSION

Optimization of the PID gains for a two-area load frequency
controller using PSO algorithms has been proposed. Such
optimization technique has the advantage of being systematic
and weakly dependent on the model. But, the time consumed
for computing optimal gains using PSO directly is too much
for real-time control and is not practical. However, the trained
ANFIS response time is reasonable and practical.

The gains for 484 operating conditions were used to train an
adaptive neuro-fuzzy inference system in order to obtain a
general mapping between the operating condition and optimal
PID gains. A comparison between the proposed schemes, PI
controller based on ANFIS and conventional fuzzy controller
revealed that the system performance can be improved.

APPENDICES

- Appendices A:

The system parameters are as follows (frequency = 60Hz,
base = 1000 MVA):
System #1:
H=5;D=0.8; Tg=0.2; Th=0.5; R =0.05; p=20.8
System #2:
H=4;D=0.9;Tg=0.3;T ,=0.6; R =0.0625; =16.9
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Fig. 9. a) Membership for ACEi , b) Membership for AACEi , ¢) Membership for Kji , Kp; and Kg;
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- Appendices B:

The membership function sets for ACE,, AACE,, Ki,, K4, and

Kp, are shown in Fig. 9. The appropriate rules for the proposed
control strategy are given in TABELS. I and II.

TABLE I
Rule table for K,

AACE NB NS PS PB
NB S S S S
NS S B B S

V4 B B B B
PS S B B S
PB S S S S

TABLE II
Rule table for K4 and K,

AACE NB NS PS PB
NB B B B B
NS B S S B

Z S S S S

PS B S S B

PB B B B B
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The logic Fuzzy in the operation of the knowledge of the
Interaction human-computer tasks in complex machines:
Learning in significance sets.
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Abstract - The Two machines: The Human and the
Computer, one biological and other mechanical/
electronics that use and implement their natural
computational logic in sharing the tasks for controlling
complex machines. Both components (Human and
Computer) in charge of the control and operation of
complex machines need to learn their tasks each in its own
way. But questions arise: The format of the training,
learning objects and the training process are correct? The
operationalization of the knowledge showed satisfactory?
This article presents a critical analysis of learning
processes and the operation for the joint work of these two
components, where supposedly the symbiosis in the
distribution of tasks is proposed to extract the greatest
advantages of each process. The great advantage of man
associated with the computer appears as a large capacity
for recognition and processing qualitative information,
that is often not covered in computer systems with their
great ability to process a large amount of data very fast
and accurate.

Keywords: Fuzzy logic, New technologies; Automation;
Human error.

1 Introduction

The computer will always proceed in according to
circumstances stated in programming that determines, in
the final instance, the decisions of cyber component
incorporated into automated command of an aircraft, for
example. The theory assumes that the two different
capacities are complementary in processing information.
The literature on the state of the art in aviation indicates
that the expectation of the responsible for automating
aircraft are translated in the combination of the capabilities
of the human and the computer to integrate like "a perfect
symbiosis to conduct aircraft". This article is a critical
analysis of the learning processes and the implementation
of the joint work of these two components, where
supposedly the symbiosis in the distribution of tasks is
proposed to extract the greatest mutual benefit. Specific
prior knowledge of aircraft piloting are converted into
machines procedures that

operationalize the distributed actions supported by onboard
computers. On this scenery, are included actions on critical
moments in the aviation field in automated aircrafts. The
perfect harmonic and unrealistic combination of human
and computer in the control of aircraft is symbolized at
figure 1.

Fig. 1 The pilot and the computer piloting a highly
automated aircraft (Fly-by-Wire)

The Human actions are anchored in subsumers where
the actions are supported by computers. This
"knowledgement" is  converted into  procedures
commanded by programs and computers. A part of this
program is used to assist pilots in controlling these aircraft
and that also has its "subsumers”, as Ausubel definition [1]
, anchored in historical situations that reflect best piloting
techniques. But also includes prior knowledge of risk
situations and when they happen, are evaluated by
computers, '"defending" and blocking the aircraft
unplanned procedures performed by pilots and that can
lead to accidents. The logic normally used in the
construction and programming these computers is the logic
whose characteristic is boolean, binary, Cartesian,
univalent, mutually exclusive and unirelacional.  This
provides accurattion and the final product is the review of
the results presented by these machines, but the human
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being learns how to fly the aircraft and operates this
knowledge in the same way that the computer looks into
cartesian pattern where subsumers are transformed into
action that is originate on the mental structures previously
existing? The concept that establishes control of binomial
Human-Computer at applied ergonomics on distributed
system exhausts the possibilities of appropriate actions to
prevent some rare existing accidents but it provides all
critical situations becoming failsafe? The pilot's actions,
while aided by computers, when make mistakes can be
quickly corrected by computers and vice-versa? We know
from recent history of accidents in aviation that the answer
is NO. The problem always lies, for various reasons,
including convenience and lack of a culprit in human error.
We formulate a hypothesis across this question: The fuzzy
logic applied in the "learning" of the on-board computers
aircraft translated into your schedule might be a good
solution to mitigate of the "mind" asynchronism between
human and computers? If we consider the following three
quotes, we can weave a doubtful scenario that allows
failures behavior of harmony in the human work together
and computers.

These statements below begin to establish similarities and
differences of the human mind related to computers and
reinforce the need for a possible change in the learning
scenario of the two. A progress already achieved in the
scientific community is the use of fuzzy logic.

The advantage of this tool, is adopt the use of the
continuous intermediate values between 0 and 1 (or true
and false). In a way, with fuzzy logic it is possible to
devise a more flexible computing closer to reality of the
human mind, and this is certainly a great advance. Still,
one can not compute contradictions, although this logic
allows transactions involving ambiguities, vaguidez,
inaccuracies, noise and incomplete inputs. Fig. 2
metaphorizes the help of ergonomics distributed human-
computer, as designed in beginning of the process of
automation.

Ui

Fig. 2-The automatized help, implemented to prevent
failure of human
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Automated systems sometimes have left the pilots at
risk for not knowing that the automatic attitudes controls
are taking at any time as drawn in Figure 3.

Fig.3- Often the pilot does not "know" what the computer
is doing.

2 Fundamentals

The operation is built to be operated by humans and the
computer in the control of automated aircraft but as acts
each component? In automated aircraft, when a new
component is installed, the corresponding computer to
solidarity sensors and semantic establishes a new network
of interrelationships between crew and aircraft
environment. Command decisions are then redistributed
between man and machine (computer / aircraft). Thus we
have a symbiosis between different and complementary
skills in information processing and command of the
aircraft. But analyzing this operation working together and
we will mention some serious errors, referencing accident
cases where this type of task distribution failed. Initially we
need to understand the operation of each "component":
The human and the computer.

2.1 Classical logic, sequential processing
and parallel and artificial intelligence

There are some theories about how the mind works but we
can not prove that automation and electronic computing are
similar from the standpoint of the nature of mental
phenomena. Even the Cognitive Science, settled in bias of
classical computing, does not establish the similarities
necessary to consolidate this theory. The digital computer
developed by Von Neumann was derived mainly from
machine called Colossus, designed by Allan Turing during
World War II. And this, in turn, is settled in the logic
function. The mono-processor computing using procedural
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languages are based on classical logic and show the typical
features of a logical / sequential system.

The technique called parallel processing on a single
computer, which is still incipient and currently crawls in
the area of business applications (if we do not consider the
processing of applications deployed in distributed
computer networks), we could have a slight
correspondence with the human mind. The possible
similarity with human beings was implemented by John
Von Neumann in 1946-1952 on the machine called /4S.
Neumann's project is invaluable in computational projects
and was a major scientific breakthrough in the post-war.
Promoted all this electronic scientific supported by
electronic actuators represented today by micro-computer
and personal micro-computers. But it is a sequential
machine whose logic is binary, Cartesian, Boolean.

These computers are perfect and remarkable for
accuracy but useless to establish absolute similarities with
the workings of the mind before nebulous situations,
inaccurate, unclear, not perfect, not visible or where it is
required to process unplanned or insufficient information
to establish decision-making in critical situations or that
represent real and present danger. The big computer's
ability to assist humans in almost all procedural areas of
science obliterated his vision of the true difference of the
human mind in the operation of knowledge structures in
comparison with the formal, fast and precise applications
that computers promote.

The man, impressed with the high ample opportunities
for processing of computers is taken to perform a reverse
engineering with the mind of the human, comparing it and
establishing a parallel operation, with propriety and
competence, as Pinker cites (2000) in their theories. Pinker
does the reverse work of John Von Newman (when he
developed the design of your computer by copying
characteristics of the human being). Pinker presents the
computational characteristics of the mind pointing,
appropriately, for schedules and similar biological
structures to electronic systems. But the branch of artificial
intelligence is facing severe criticism and lines of work just
because the mind is a hardened bunker with his secrets of
its operation.

The various lines of interpretation and mind functioning
of theories have been made since the last Decartes Pinker
by Piaget, Vygotsky and Vernaut among many notable and
obstinate scientists who have devoted themselves to the
study of mind, intelligence, knowledge and training of the
senses and language. What we will focus in this paper is
mainly the implementation of this knowledge in the form of
treasury stock and objective as a human and computer
controlling complex machines in critical and unexpected
situations.

2.2 As each component (human and
computer) "'learns’ your own tasks.

Classical logic has a very close relationship with the
natural language. However, some characteristics of natural
language is not suitable for a formal procedure. For
example, natural language is permeated with
contradictions. Therefore Frege, founder of modern logic,
sought the development of a more economical and accurate
artificial language (unambiguous), A formal system must
submit: (1) any set of symbols, or alphabet; (2) a set of
terms "well-formed"; (3) a set of axioms; a finite set of
rules.

Furthermore, the classical logic of computers principle
works with two values: true and false. Thus, a predicate
can be true or false, but never both true and false. In this
classic logic there is concern that an expression is a really
true or not for science or philosophy. Their procedures
work independent of veracity. In other words, what is in
the grip of this logic are formal procedures for from
premises and achieve a result. The -correspondence
between this result and something external to the logic
itself is not a matter that the LC is proposed. The Al is
usually based on the LC to generate a model of the
functioning of the mind, and in that sense the Allan Turing
machine and Tommy Flowers (Colossus) is an abstract
logical model of the mind. But you can ask to what extent
this model is really appropriate. Or, what aspects of the
human mind are evident through this model. The answer to
these questions involve not only philosophical, but also
computer and, if so, logic. The Colossus, precursor of
computers, aimed to "learn" the war deciphers codes.

The difference between humans and machines is
observed when each "learns" to solve problems The
computer is an electronic machine that, to "learn", requires
the installation of a program, which is a logical series of
operations, today developed and installed by the Human.
The man, in turn, requires that, theoretically, occur a series
of connections and subsumers conjunction [2].

Learning object translates into information symbols
and formatted signals are re-set in bits (binary digit- bit or
binary digit is the smallest unit of information stored and /
or handled on computers) of material ( neurons), which is
transmitted in the form of connection patterns and
activities of the neurons [3]. In this way no information is
lost when migrates to another physical station, such as oral
information that is formatted in sound patterns transmitted
through the air to the auditory system which switches back
of material. At the end, processing returns to the brain
through the neuronal activity.

The symbols formed by this same brain-mind are not
just the result of an entry / internal representation, from the
senses. Are symbols which may contain, in addition to the
representational information causal properties, which
means that both contain information and are part of a chain
of physical events, or can generate information and / or
actions.

Then, the information bits processed by the human
brain can trigger other mind-bit symbol components to
produce sense: validate or not information (true or false,
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which will form the individual set of beliefs); or can trigger
bits connected with muscles, resulting in movement. Thus,
mental computation is complex and enables the
combination of processes involving, for example, a symbol
processed under given set of rules, event triggers a
mechanical (or electronic, as with an actual computer, or a
programmable automaton to perform functions, or, as I
thought Alan Turing in 1937, happen to a processor
symbols able to read symbols and operate from a fixed set
of rules). If an artificial system is based on the classical
computer that operates from the classical logic, you can
order such a system performing a given task. For example,
determine the time needed to complete a flight in an
aircraft, considering wind, aircraft speed and other
conditions. Such a proposal involves subtleties which,
perhaps, a machine can not compute. At first, the machine
would calculate the distance traveled faster and more
accurately than a human being to drive from Sao Paulo to
Tokyo. On the other hand, a human could answer that it is
not possible to drive from Sao Paulo to Tokyo. This
example, although trivial, shows some interesting
differences in the way of handling problems for humans
and machines. Humans tend to consider the truth of the
premises they work. Not that prevent the implementation of
a purely formal, but whether or not to the truth of the
premises can significantly change the relationship between
individual and problem [4].

According to a perspective of Vygotsky, proven
empirically by Luria, there are different steps for
troubleshooting by humans [5]. First, there is the location
of the problem to the historical and social world of the
individual. The human being creates a conceptual
framework (frame) that can treat the data in question,
usually using the language as a control tool. It is a
"question of how the non-monotonic reasoning, such as
adding information affecting the state supporting the
conclusions, is able to inhibit or discard options
inferences" [6]. Secondly, the individual performs the
actual computing activities. He makes the calculation in
question through a formal procedure.

The importance of Vygotsky's description is to put the
context (external) socio-historical perspective in the
resolution of the problem, and this means that before any
formal logic and computing the individual will probably
check the relevance and veracity of the premises. In the
case of processors supported by procedural systems, such
as occurs in Artificial Intelligence, there is only the logical
computation. An artificial system is not, in principle, able
to establish socio-historical relations. That is, it is unable to
locate the problem in an individual socio-historical context.
Even so, a system could even conclude that it is not
possible to travel by car from New York to Tokyo, but
such a solution would result in a more complete computer
programming, and not of verifying the relevance of
assumptions.

It is possible to simulate an artificial system, and
efficiently procedures performed by humans. But this does
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not seem sufficient to explain the workings of the mind, as
the computer continues to work just syntactic operations
without verifying the relevance of its premises and
conclusions. This model is a good tool for better
understanding of the nature of mental processes, an artifact
that allows empirically test hypotheses and theories about
the mind and reproduces certain parts of its operation,
particularly its logical-formal reasoning, its operation
deductive . But on the other hand, it is difficult to argue
that this model is possessor of a mind just like the human
mind due to the limits of classical logic and non-
consideration of other possible types of reasoning to be
realized.

Anyway, on the one hand the difference consists in the
fact human verify the relevance of the assumptions that
logic works, their relationship with respect to what is
external to itself. On the other hand, the problem is internal
to the logic limited to a formal logic which does not allow
ambiguities or inconsistencies. In this sense, the use of a
logic allowing greater proximity to the human mind and its
natural language has great interest. In particular a logic that
allows intermediate states between the true and the false,
and even allowing the emergence of contradictions. There
is a structured paradigm called on Computational Theory
of Mind, assuming for the functioning of the human mind
the nature of the computational process information in the
form of symbols [7].

The computational process is associated with the human
brain ability to mentally represent knowledge (visual
representation, phonological, grammatical and an internal
mental language of the human being) in complex layers
and interrelated associative networks of meanings. This
peculiar biological-human species informational system is
also equipped with processing systems of rules that would
be infinitely more flexible than those rules comprise any
conventional computer program, which enable not only the
categorization precise knowledge and / or probabilistic
(fuzzy) logic abstract but also, for example, allowing the
human being to recognize a face or even the sense of
individuality.

This powerful genetically improved software also
functions to keep the mental representation, preserving the
relations of exact or probabilistic true that formed the
alleged true relationship observed in reality, the first time
that the brain operated on that symbol. "These events are a
computer, because the mechanism was devised so that if
the interpretation of symbols that trigger the machine is a
true statement, the interpretation of symbols created by the
machine will also be a true statement." [8].

Characteristics of Fuzzy Logic and Fuzzy:

e Bivalence is, Since Aristotle, a classical logic and is
based on bivalence V, F - (Non-Contradiction:

e Multivalency was developed by Lukasiewicz to deal
with the uncertainty principle in
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mechanics. Quantum V, F, IN - 1920-3 values /
1930 - n values

e < Fuzzy Logic and developed by Lotfi Zadeh [9] (
Fuzzy Sets) where elements belong to a certain set
with different degrees (degree of
ASSOCIATION, relevance)[10]

e Aristotle (384-322 BC) was the first scholar to
make a representation of the thought process,
through the systematization of logical reasoning.

Commercial Applications:

* Control: Aircraft Control (Rockwell Corp.),
Sendai Subway Operation (Hitachi), Automatic
Transmission (Nissan, Subaru), Space Shuttle
Docking (NASA)

* Optimization and Planning: Elevators (Hitachi,
Fujitech, Mitsubishi), Stock Market Analysis
(Yamaichi)

* Signal Analysis: TV Image Adjustment (Sony),
Autofocus for Video Camera (Canon), Video
Image Stabilizer (Panasonic)[11].

An application of fuzzy logic is the construction of fuzzy
systems, which are input compounds expert systems and
output figures, fuzzification method, fuzzy rules, fuzzy
inference and defuzzification method [12]. These rules can
be combined by logical connectives such as AND and OR.
The inference engine defines the way of how the rules are
combined, providing a basis for decision-making [13]
Mendel 1995]. There are many inferential procedures on
fuzzy logic, but the most used are Mamdani and Takagi-
Sugeno-the Kangl.

Fuzzification is a domain mapping of real numbers -
discrete, in general - to the fuzzy domain. This process
assigns linguistic values defined by membership functions,
the input variables [14].

3 Method

Defuzzification is a method used to decode the linguistic
variables output inferred by fuzzy rules for real values -
generally discreet. This method is the Central of the
Maximum the Middle-of-Max and the Middle-Weighted
[15]. Fuzzy logic allows to obtain greater generality, higher
expressive power, ability to model complex problems,
modeling expert knowledge systems, manipulate
uncertainties and complexities reduce problems [16].
Because of its properties, fuzzy logic has been used in
areas such as: Expert Systems, Computing with Words,
Approximate Reasoning, Natural Language, Process
Control, Robotics, Systems Modeling Partially Open,

Pattern Recognition, Decision Making Process (Decision
Making), among others.

Expert systems are knowledge-intensive computer
programs obtained by the expertise of specialists in limited
areas of knowledge. They can help in decision-making
raising relevant questions and explaining the reasons for
taking certain actions. Traditional programs require
accuracy and precision (also called crisp): on or off, yes or
no, right or wrong. But this does not happen in the real
world. We know that 50 ° C is hot and -40° C is cold; but
23°C is hot, warm, mild or cold? The answer depends on
factors such as wind, humidity, personal experience and the
clothes that each is using. The basic Idea: Fuzzy sets are
functions that map a scalar value in a number between 0
and 1, which indicates its pertinence to this set.

4 Conclusion

The results of this model shows that it is feasible to create
tools based on fuzzy logic to aid decision making in Air
Traffic Control, provided that these tools can be widely
tested and validated. This model has a considerably high
risk index (6.7%) for safety standards in Air Traffic
Control. Thus, the group of experts approved with
reservations using the tool, requiring a model of
development for it to become fully operational. However, a
point also being analyzed is the difficulty of human beings
to use and rely on  these types of
tools for highly dynamic environments, complex and risky.
The acquired perception was that this tool can not replace
the human air traffic controller, due to various factors
related to the experience of human beings and that are not
currently sufficiently reflected in computational tools.

5 Applications

In this work were carried out only sixty analyzes the
applicability of the model, quantity judged as insufficient
to have an effective diagnosis of the model. This
requirement is supported by Mcneill and Thro [16] that is
indicating the need for greater dedication to the test phases,
simulation and validation of fuzzy systems. The
main limitation of this study is that only certain types of
aircraft are included. For operation of other types of
aircraft (such as Airbus 340, Boeing 747, Tucano, Navajo,
Rio, Brasilia, Buffalo, etc.) a new model is needed,
because the controlling decision-making are different for
different aircraft (the performances are different). As a
suggestion for further work, designs may be implemented
to include a greater number of aircraft types as well as a
simulator to test the model for testing the operational
environment involving a great risk for air traffic control
operations [17].

The use of type two, Fuzzy Logic is also a relevant
proposal to be studied in the proposed scenario. This new
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concept allows you to handle greater depth the
uncertainties of expert knowledge for modeling systems
such as imprecise limits of fuzzy sets, uncertainty
regarding the degree of membership, and uncertainty
format or some parameters of the membership functions
[18].

Another possibility is to build a model that uses more
input variables and analyze the performance in the system
results, and analysis of the computational cost for the
proposed model. Some candidate’s variables have been
identified, such as moisture content of the track, adverse
wind conditions, cloud height, other types of aircraft,
among others, as these factors also affect the decision
scenario.

Finally, another possibility would be to implement a
mature and thoroughly tested model, since the model of
this project can be considered somewhat incipient, because
it does not address all possible variables used for decision
making. For a more complete and autonomous model, it is
probable that its implementation can be used as the input
variables, identified herein, may be collected electronically
using radar systems, sensors and existing information
systems in air traffic operations.
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Abstract: Opinion mining mainly involves three elements:

feature and feature-of relations, opinion expressions and

the related opinion attributes (e.g. Polarity), and feature-
opinion relations. Although many works are emerged to
achieve the aim of gaining information, the previous re-
searches typically handle each of the three elements in iso-
lation that cannot give the sufficient information extraction
results and hence increases the complexity and the running
time of information extraction. In this paper, we propose an
opinion mining extraction algorithm to jointly discover the
main opinion mining elements. Specifically, the algorithm
automatically builds kernels to combine closest words into
new terms from word level to phrase level based on de-
pendency relations, and we ensure the accuracy of opinion
expressions and polarity based on fuzzy measurements,
opinion degree intensifiers, and opinion patterns. The ana-
lyzed reviews show that the proposed algorithm can effec-
tively identify the main elements simultaneously and out-
perform the baseline methods.

Keywords: opinion mining; dependency relations; fuzzy
sets and logic; opinion degree intensifiers; feature-by-
feature analysis

1 Introduction

The widely used Web communication on mobile and web-
based technologies has dramatically changed the way indi-
viduals and communities express their opinions. More and
more reviews are posted online to describe customers’
opinions on various types of products. These reviews are
fundamental information to support both firms and custom-
ers to make good decisions. The features and attributes of a
product extracted from online customer reviews can be
used in recognizing the strengths and weaknesses of the
heterogeneous products for firms. While customers do not
always have the ability to wisely choose among a variety of
products in the market, they commonly seek product in-
formation from online reviews before purchasing a new
product.

Identifying the opinions in a large-scale document of
customer reviews is an opinion mining issue, which is a
sub-division of information extraction that is concerned
with the features, with the opinion it expresses. Two fun-

damental problems of mining such information are opinion
features extraction and opinion words locating.

Opinion features are characteristics of the products on
which opinion has been described. Two issues are generat-
ed in product feature extraction. One is that synonyms are
often occurring in extraction of features. The other one is
some product features are combined by several nouns.
Hence, feature-of relation is used to record the synonyms of
features and rebuild the noun terms to more accurately rep-
resent product features.

Opinion expressions are the opinion words that the re-
viewers have adopted to describe their opinions on the re-
lated features. Opinion expressions are commonly com-
posed by an opinion pattern involving adjectives, adverbs,
and verbs instead of a single opinion word. Thus, opinion-
of relation extraction is adopted to keep the opinion pat-
terns. Opinion expressions also need to express the evalua-
tion for correct targets. The feature-opinion relation extrac-
tion is necessary to be proposed to express the opinion ex-
pressions corresponding with the related opinion features.

This paper aims to solve the information extraction is-
sues. And the remainder of this paper is organized as fol-
lows. Section 2 reviews the main related works. Section 3
represents the mechanism of assigning the polarity and
intensity of opinion expressions. Section 4 introduces the
opinion mining algorithm to jointly complete opinion min-
ing tasks. Section 5 conducts the experiments in multiple
aspects and analyzes the superiorities and the deficiencies
of the proposed algorithm by comparing with the baseline
works. Section 6 concludes the paper with future works.

2 Related work

In this paper, we focus on jointly detecting the three
principle elements in the reviews: feature and feature-of
relation, opinion and opinion pattern extraction, and fea-
ture-opinion extraction. In previous works, these elements
have mostly been studied in isolation. Therefore, we treat
these three elements as three separate tasks and study the
related works.

The existing works on feature extraction can be divided
into three groups: frequent term mining, supervised se-
quence labeling, and unsupervised and knowledge-learning
based approach. The most representative work for “fre-
quent term mining” approach is Hu and Liu (2004), which
is restricted to detecting the features that are strongly asso-
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ciated with a single noun and considering only adjectives
collocated with the near feature words as opinion expres-
sions. Some additional works (Zhuang et al., 2006; Qiu et
al., 2011) involve manually constructed rules and semantic
analysis, but these still cannot fully reduce the disad-
vantages of this branch. The “supervised sequence labeling”
(Jakob and Gurevych, 2010; Choi and Cardie, 2010) usual-
ly needs a large amount of training data that are mainly
composed by hand-labeled training sentences. All of the
methods mentioned above do not have the ability to group
semantically related expression aspects together. The exist-
ing works belonging to “unsupervised and know-learning
based approach (topic modeling) are based on two models:
PLSA (Probabilistic Latent Semantic Analysis) (Hofmann,
1999) and LDA (Latent Dirichlet Allocation) (Blei et al.,
2003). According to the work(Titov and McDonald, 2008),
the existing models are not suitable to be used to detect
features, because they can only work well for capturing
global topics, but cannot intelligently understand human
judgments.

The opinion expressions consist of a set of opinion
words, which are used to present the polarities of senti-
ments and measure the strength of the expressed opinions.
Previous research can be divided into two categories: CRF
(Conditional Random Field)-based approaches and parsing-
based approaches. Most of the CRF-based approaches
mainly focus on one direction and single word expressions.
However, all of the approaches belonging to this category
are token-level and cannot efficiently extract phrase-level
information. Although semi-CRFs (Okanohara et al., 2006)
are proposed to allow sequence labeling in phrase-level,
these methods are known to be difficult to implement
(Yang and Cardie, 2012). Previous works( Kobayashi et al.,
2007; Joshi and Penstein-Rosé, 2009) show that adopting
syntactic parsing features to identify opinion expressions
and the related attributes is more helpful than the CRF-
based approach. Moreover, some combination approaches
(Brody and Elhadad, 2010; Kobayashi et al., 2007) are pro-
posed by considering the impacts between some internal
elements.

In conclusion, all of the approaches have their own ad-
vantages and disadvantages. Although some models obvi-
ously outperform others in each element, to the best of our
knowledge, there is no solution that is simultaneous profi-
cient in all three elements in practice. In the opinion mining
processes, the three elements usually lie in a labyrinth of
relationships and one element will encounter another ele-

ment in each sentence, which makes the opinion mining
results not as straightforward to obtain. To be able to gain
more benefits from actual practice for firms and customers,
we aim to find a compromising solution that allows the
three elements to be taken into account as an integrated unit
instead of seeking the best approach for one element.

3 Fuzzy weights assigning for opinion
expressions

Around 6800 positive and negative English opinion
words were compiled by Hu and Liu (2004). We have ex-
tended these opinion words by adding some words that can
express the degree of intensity in the customer’s emotion.
We have collected 62 adverbs that are called Opinion De-
gree Intensifiers, which can be used in both a positive and
negative situation to express the opinion degree or to
change the orientation of the opinion. Opinion Degree In-
tensifiers are grouped into two types: adverbs that only
change the opinion degree; and adverbs that will change the
orientation of the opinion. The opinion expressions have
the characteristics of uncertainty as different customers will
adopt different words to express the same opinion and the
same word has different opinion intensity under different
circumstances. Fuzzy logic is a sophisticated approach to
tackle uncertain and inaccurate issues (Zhang et al., 2014).
Therefore, five fuzzy degrees are defined for the first type
of words based on the intensity of the adverbs. Three fuzzy
degrees are given for the second type of words, because
there are fewer words that have such function and the gaps
among these words are narrow.

The 6800 opinion words are updated with assigned
weights that lie in [-1, 1]. The sets of opinion words are
categorized into five levels based on the orientation of the
word. Some words are defined as the benchmark (core),
which can be used as the standard when determining the
other words’ polarities.

To be able to know the fuzzy weights of every reviewer,
two different cases are defined based on different combina-
tions of opinion words in the proposed patterns.

Definition 3.1.1 (weights of case 1) The opinion is the
combination of the opinion degree intensifiers and 6800
opinion words that include adjectives and verbs. The
weights of the opinion in case 1 are defined in four types of
situations based on the words’ orientation, which is shown
in the following equation:
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(RB/RBR/RBS)combination |

with (JJ/RB/RBR/RBS) N

1. degree(RB/ RBR/ RBS) @ degree(J1]/ RB/ RBR/ RBS),

if degree(RB/ RBR/ RBS) > 0 & degree(JJ/RB/RBR/RBS)>0
eg: very good, extremely high

elseif degree(RB/ RBR/ RBS) < 0 & degree(JJ/RB/RBR/RBS)>0

eg: not good, not high

2.—degree(RB/ RBR/ RBS) @ degree(JJ/ RB/ RBR/ RBS),

if degree(RB/ RBR/ RBS) > 0 & degree(JJ/RB/RBR/RBS)<0 (1)
eg: very bad, extremely annoyed

3.degree(RB/ RBR/ RBS) ® degree(1]/ RB/ RBR/ RBS)),

if degree(RB/ RBR/ RBS) < 0 & degree(JJ/RB/RBR/RBS)<0

eg :not bad, not annoyed

weights of

Definition 3.1.2 (weights of case 2) Some opinion words
appear together with case 1. For instance, “not a very good
camera”, “extremely high quality”, etc. The opinion
phrases of such types are calculated by Eq.2 and Eq.3.
combination with
(RB/RBR/RBS)
combination with
(JJ/RB/RBR/RBS)

1. degree((RB/RBR/RBS) combination with )

(JJ/RB/RBR/RBS)) & (—(—degree(not / never/ ...))*)
if degree(JJ/RB/RBR/RBS)>0

eg :not very good, not extremely high

2. degree((RB/RBR/RBS)combination with
(JI/RB/RBR/RBS)) @ ((—degree(not / never / ...))*)
if degree(JJ/RB/RBR/RBS)<0

eg :not very bad , not extremely annoyed

weights of | (not / never/ ...)

combination with
(RB/RBR/RBS)
combination with
(JJ/RB/RBR/RBS)

1. degree((RB/RBR/RBS) combination with 3)

(JJ/RB/RBR/RBS)) @ ((degree(very / so/...))*)
if degree(JJ/RB/RBR/RBS)>0

eg :very very good, so extremely high
2. degree( (RB/RBR/RBS) combination with

(JJ/RB/RBR/RBS)) ® (—(degree(very / so/...))*)
if degree(JJ/RB/RBR/RBS)<0
eg 1 very very bad , so extremely annoyed

Definition 3.1.3 (Weight for a review). The weight of a
review is calculated based on fuzzy operation. The appear-
ance frequency of the opinion features in the review and the
related fuzzy weights of opinion words are two important
elements that can determine the weight of a review.

weights of | (very/so/...)
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Z fuzzy scale(opinion words) ® f( Related features), 4
RW= i @

Z. f (Related features),

i=1
(where, nis the total number of  features in a review)

The weights of the extracted opinion expressions are
defined in case 1 and case 2, and the weight for a review is
defined in definition 3.1.3. Fuzzy logic is used in the calcu-
lation process to make sure the obtained weights are accu-
rate. In order to deeply answer the necessary information of
an opinion, the opinion words and the features should be
accurately extracted. In the next section, the algorithms of
opinion words and feature extraction will be given and the
dependency structure will be employed to express the rela-
tions between opinion expressions and features.

4 Jointly execute opinion mining ex-
traction tasks

4.1 Extraction rules defined based on de-
pendency relations

The extraction is mainly between features and opinion
words. For convenience, some symbols are defined easy
reusability. The relations: between opinions and features
are defined as FO—Rel, between opinion words themselves
are OO<Rel, and between features are FF«<Rel. Four
basic extraction tasks are defined to separate information
extraction: (1). Extracting products’ features by using opin-
ion words (FO—Rel); (2). Retrieving opinions by using the
obtained features (OF<—Rel); (3). Extracting features by
using the extracted features (FF-Rel); (4). Retrieving opin-
ions based on the known opinion words (OO-Rel). Four
categories of running rules are clarified and depicted in
Table 1.

In Table 1, o (or f) represents for the obtained opinion
expressions (or features). O (or F) is the set of known opin-
ions (or features) either given or obtained. POS (O/F)
means the POS information that contains the linguistic cat-
egory of words, such as noun and verb.{NN, NNS, JJ,
RB,VB} are POS tags. O-Dep, that represents the opinion
word O, depends on the second word based on O-dep rela-
tion. F-dep means the feature word F depends on the se-
cond word through F-dep relation. MR={nsubj, mod, prep,
obj, conj,dep}, ‘mod’ contains {amod, advmod}, ‘obj’
contains {pobj, dobj}. Finally, rules (R1; —R4;) are formal-
ized and employed to extract features (f) or opinion words
O).
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Table 1. Rules for features and opinion expressions extraction

Rule Input Representation Formula Output Example
O Depend (O-Dep) > F:
R1, o where, 0 {0}, O-Dep < {MR}, lf::g ; . C(anoz PowerjhothSXS 1)0 takes good photos.
—Re ood—amod—photos
POS(F) € {NN, NNS} £008 —
O O-Dep H F-Dep F .
Rl F The Canon PowerShot SX510 HS is a very good val-
2 o) st.0€{0}, O/F-Dep € {MR} FOoRel | %€ thanks to a new sensor.
<>
POS(F) € {NN, NNS} (good—amod—value«—nsubj«HS)
O O—-Dep H F—-Dep F
R1; o st.Oc {O}, O/F-Dep e {MR}, =F It works_great for a kindl.e camera.
FO<Rel (great «—prep<«—for«—pobj«—camera)
POS(F) € {NN,NNS}
R2, F 022 F, 0=0 Same as R1,, photos as the known word and good as
st. Fe {F},POS(O) € {JJ, RB,VB} | OF—Rel | the extracted word.
O O-Dep H F-Dep F
R2, F st fe {F}, O/F-Dep e {MR} o= Same as R1,, HS as the known w.ord and good as the
OF<Rel extracted word, also extract the middle word value
POS(0)e{JJ, RB,VB}
O O—-Dep H F—Dep F
R2 =0 Same as R1;, camera as the known word and great as
3 F st.fe{F}, O/F-Dep € {MR} OFoRel the extracted word.
<«
POS(F) = { AR RB,VB} (camera—pobj—for—prep—great)
F(j) -Dep
Fj—= > ) .
R3, F st F, e {F} JF,,-Dep € {conj } f=F It takes breath.takn.lg photos and great videos too.
FF—Rel (photos—conj—videos)
POS(E,; ) € {NN,NNS}
Eg) ﬂ)ij . o
R3, F st F e {F},E(D-Dep c {NN} f=F The .1mage gua}llty is great.
FF—Rel quality«—nn«—image
POS(F, ;) € {NN,NNS}
Fi F —Dep H Fj—Dep Fj
R3; F st.Fe {F},E /F,~Depe {MR} f=F SX500 has a sr.naller camer‘a and a good siz.ed Zoom.
: FF—Rel (SX500—nsubj—has<—dobj«—camera«—conj«—zoom)
POS(F,) € {NN,NNS}
o) Oij) ~Dep (o) .
i Y5 Canon PowerShot SX570 takes significantly better
T B o |t
. etter«—advmod«—significantly
L= Rel .
Oy ~Depe {advmod, COI‘IJ} ’ 00=Re This camera is light and easy to hold.
POS(0,, ) € {RB} (lighte—conj«—easy)
0. O, —Dep H O;—Dep 0.
! r If anybody wants a new light, smart, easy use camera,
R4, o st.0; {0}, 0=0 I highly recommend Canon PowerShot.
O, —Dep== O, —Dep OO<Rel (new—amod—camera«—amod«—light;
POS(Oi(D ) c {JJ} new—amod—camera<—amod«—smart;...)

4.2  Opinion mining extraction algorithm

Table 2 shows the detailed opinion mining extraction al-
gorithm. The initial values of the proposed algorithm are
shown as: opinions dictionary O, the opinion degree inten-
sifiers OD, and the review data RD. This algorithm adopts

a single review from customers as the basic analysis unit.
For each review, anytime the customer mentions a feature
name, such as camera, those words are considered unique
and should be excluded from the analysis. In other words, if
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the review talks about the “camera’s zoom” feature, and
afterwards the same word “zoom” appears again in the
same review; the word "zoom" will be excluded from being
analyzed further. This assumption determines the stop point

Int'l Conf. Artificial Intelligence | ICAI'15 |

of the proposed algorithm. If no new feature words are
found in the review, then the algorithm will stop its analy-
sis for the current review and begin to analyze the next re-
view.

Table 2 Algorithm 1: opinion mining extraction algorithm

Algorithm Opinion_Mining_Extraction()

Input: Opinion word dictionary O, Opinion Degree Intensifiers OD, Review Data:RD
Output: The set of features F, the set of expanded opinion words EO, the opinion polarity (or orientation) for a product: OW

BEGIN
1. Expanded opinion words: EO=J ; F= ; ODI=J
For each dependency parsed review RDy
for each word tagged JJ,RB, and VB in RDy

Traversing the RDy, and extracting the opinion words (OP;) if they are appearing in O; i++;

Inputting the obtained OP; and OP; into EO, and then EO={OP,

il » OP[1 AAAAA il }(fOI' short EO:{ OPl_i, OPl_j }),

,,,,,

Traversing the RDy, and extracting the degree intensifier words (DW,) if they are appearing in OD;
Inputting the obtained DW, into ODI, and then ODI={DW_4}; d++;

End for

2
3
4
5. Extracting new opinion words {OP;} in RDy by using the Rules R4,-R4, based on extracted opinion words {OP;}; j++;
6
7
8
9

10.  Extracting features {F5} in RDy by using the Rules R1,-R1; based on opinion words EO={OP_;, OP }; fi++;

11.  if (Extracted new features not in F)

12. Extracting new features {F;;} using Rules R3,-R3; based on the new extracted features {Fg}; fj++;

13. Extracting and updating new opinion words {OP,_,} using Rules R2;-R2; based on extracted features F={Fg, Fy };

14. Extracting new features {Fj,} in RD, by using the Rules R1,-R1; based on new opinion words EO={OP_,}; fp++;

15. Endif

16.  Setting F={Fy, Fg , Fy, }; EO={OP, OP, OP_, };

17. KernelFeature OpinionSets=Build_kernel(F, EO, RDy);
1