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Abstract— Data mining applications are becoming 
increasingly important for the wide range of manufacturing 
processes.  During daily manufacturing operations large 
amounts of data is generated. The abundance of data however, 
often impedes the ability to extract useful knowledge.  In 
addition, the large amount of data stored in often unconnected 
databases makes it impractical to manually analyse for 
valuable decision-making information.  New intelligent Data 
Mining tools and techniques are required which can 
intelligently analyse data and produce useful knowledge for 
manufacturing. This is an important issue with regard to the 
development of an advanced maintenance strategy. 
Maintenance optimization is critical for enhancing the 
productivity of assets within an organisation.  Maintenance 
effectiveness depends on the quality, timeliness, accuracy and 
completeness of the information related to asset optimization 
based on which decisions are made.  Recently developed 
Condition Monitoring Systems (CMS) generate and collect 
large amount of data during daily operations. These systems 
contain hundreds of attributes, which need to be 
simultaneously considered in order to accurately model the 
system's behaviour and provide operators and senior 
management with the necessary data required to ensure 
production levels are met.   

This paper will present an overview of the big data tools and 
techniques required to collect and analyse a range of data to 
support the development of an advanced maintenance strategy. 
The challenges of big data in maintenance including capturing, 
accessing, and processing information will be analysed. To 
achieve e-maintenance, how to integrate information and 
communication technologies into maintenance and the 
corresponding requirements and constraints will be identified. 

I. INTRODUCTION 
ffective use of leading edge Information and 
Communication Technologies (ICT) is seen as 

important, and possibly critical, to the future 
competitiveness of European Industry. In particular, 
manufacturing organisations are frequently characterised by 
high staff turnover, lack of knowledge and training, and a 
lack of appropriate asset management strategies. This has 
resulted in poor manufacturing efficiency and large amounts 
of waste.  The implementation of structured maintenance 
methods has made possible the development of ICT 
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including software and hardware systems.  
The production and process industry are passing through a 

continuous transformation and improvement for the last 
couple of decades, due to the global competition coupled 
with advances in ICT. Manufacturing organisations are 
focusing more on big data collection and analyses to support 
e-business intelligence. The data should also be used to 
support other functions within the organisation which could 
impact asset management such as marketing and customer 
relations.  The aim is to remain competitive and efficient by 
improving equipment performance and reliability by 
introducing an asset management strategy based upon 
accurate data collection and analyses tools and techniques.  

Maintenance effectiveness depends on the quality, 
timeliness, accuracy and completeness of information related 
to machine degradation state, based on which decisions are 
made. This translates into two key requirements: (i) 
preventing data overload, ability to differentiate and 
prioritize data (during collection as well as reporting) and 
(ii) to prevent, as far as possible, the occurrence of 
information islands. With the emergence of intelligent 
sensors to measure and monitor the state of health of the 
component and gradual implementation of ICT in 
organizations, conceptualization and implementation of e-
maintenance is turning into a reality [1]. While e-
maintenance has a number of benefits seamless integration 
of ICT into the industrial environment remains a challenge. 
A variety of techniques are available to enable the above 
goals. Different data mining techniques serve different 
purposes, each offering its own advantages and 
disadvantages. The most commonly used techniques can be 
categorized in the following groups: Statistical methods, 
Artificial Neural Networks, Decision Trees, Rule Induction, 
Case-Based Reasoning, Bayesian Belief Networks, and 
Genetic Algorithms and Evolutionary Programming. It is 
very critical to understand and address the requirements and 
constraints from the maintenance as well as the ICT 
standpoints in parallel in order to identify and understand 
which information is required and when. 

II. BIG DATA BENEFITS AND CHALLENGES FOR 
MAINTENANCE  

Big data is a revolutionary advanced methodology where big 
data sets which are collected at an unprecedented scale, are 
often complicated and difficult to process using traditional 
data processing tools such as relational and object-relational 
database management systems. Big data refers to the 
datasets that could not be perceived, acquired, managed, and 
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processed by traditional Information Technology (IT) and 
software/hardware tools within a tolerable time [6].  
Regarding the adoption of Big Data technologies by 
industrial sectors, following a pattern typical in technology 
transference between sectors, there are important 
differences. For example, in sectors not very fragmented 
where most of the information is already structured and 
comes from the same source, the use of big data analytics is 
nowadays a standard (e.g. bank sector or pharmaceutical 
sector). For these sectors, there is also a great number of SW 
tools and IT services that cover most of the end user needs. 
However, these examples are only the exception, since 
massive business, susceptible to incorporate the Big Data 
concept, have not adopted Big Data yet, either for the lack of 
specific tools or the excessive cost to involve all the required 
stakeholders. One of these sectors is maintenance of assets. 
Within this field, big data has become a new specialization 
for monitoring, maintaining, and optimizing assets for better 
quality and performance. Kurtz [2] states that big data helps 
to solve complex technical and operational issues in 
maintenance, such as: 
 
 Lack of visibility into asset health; 
 Unexpected costs for unscheduled maintenance and 

unexpected failure; 
 Not capable to accurately predict asset downtime and 

maintenance costs; 
 Lack of analytical insights and tools for maintenance 

optimization. 
 

Therefore potential benefits of Big Data technologies in the 
field of maintenance will require predictive algorithms using 
heterogeneous data sources, scalable data structures, real-
time communications and visualizations techniques. These 
technologies and methodologies applied to such a 
challenging industry relevant sector will provide the 
expected system component degradation prediction 
modelling, maintenance cost prediction modelling, and asset 
condition monitoring. This should lead to boost the 
efficiency and maintenance cost reduction. 
As an advanced predictive analytics methodology, big data 
is tailored to meet the needs of optimizing maintenance tasks 
in order to reduce operational expense and increase 
equipment reliability. For example, big data can be used to 
improve the production line continuity: A sensor network 
can be applied to collect the real-time production line data. 
The data is then used to analyse the asset health and predict 
failure or the mean time to failure (MTTF) and suggest 
possible solutions to minimize disruptive and unscheduled 
downtime. Big data is a multi-stage process, including data 
acquisition, information extraction, data modelling and 
analysis, decision making. Big Data can also be used to 
influence the next generation of products by identifying the 
issues that cause unnecessary and unplanned downtime. An 
analysis of the data could provide an insight to known and 
unknown issues and by feeding the results back into the 
design process the aim is to improve the manufacturing 
process and product quality based upon accurate data. 

 

According to authors including [3] and [4], big data 
intelligent mining techniques should be applied within 
manufacturing organisations to support a number of 
processes including (1) Manufacturing knowledge 
acquisition by examining relevant and accurate data, which 
implicitly contains most of the required expert knowledge 
(2) adaptive or intelligent  manufacturing system which are 
capable of learning from previous situations (3) quality 
control systems which with monitor standard operating 
procedures and identify deviation from the norm. New 
intelligent data mining tools and techniques are required 
which can intelligently analyse data and produce useful 
knowledge for manufacturing. This is an important issue 
with regard to maintenance strategy development. 

The following section will explain the process of big data 
in maintenance and discuss the specific challenges to each 
step. 

A. Data Collection, Storage and Integration 
Acquiring and storing such large and rapidly increasing 

volumes of data has often been challenging. With the 
deployments of mobile networking, cloud computing has 
become the best solution for big data in data collection, 
storage, integration, and distribution. However, a widely 
accepted solution for data management in cloud computing 
still has not been designed [5]. Cloud computing still 
encounters unsolved problems related to e.g. data 
heterogeneity, data redundancy, assessing the value of data 
(to decide which data should be discarded and which stored), 
and data confidentiality [6]. 

Also moving big data to and from the cloud has presented 
a challenge because the capacity of the network bandwidth 
has proven to be a bottleneck [7]. Traditional wide area 
network (WAN) based data transfer methods use a fraction 
of available bandwidth for transmission; they cannot move 
such large amounts of data at a suitable speed, which may 
introduce unacceptable delays in data collection. IBM 
Aspera [8] had created an innovative data transport 
technology to solve this issue: Without using traditional 
transmission control protocol (TCP), IBM Aspera [8] 
designed FASP (Fast, Adaptive, and Secure Protocol) for 
transferring files over public and private internet protocol 
(IP) networks which is independent of network delay and 
packet loss [8]. 

Data integration can be seen as a process including data 
extraction, transformation and loading. It aims for uniform 
data despite the numerous data sources used [6]. 
Comprehensive solutions for integrating big data do not 
exist at the moment, and this poses a challenge for 
developing advanced data-based maintenance strategies. 

B. Data Modelling and Analysis 
The use of big data, to support maintenance task selection, 

could be described as (i) the use of data to detect and predict 
product failures and (ii) to increase equipment effectiveness 
i.e. increase quality, reduce costs and improve up-time. 
Generating user-friendly predictive models and conducting 
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cause analysis are therefore very important actions which 
need to be supported by the use of big data. To fully realize 
the potential benefits of big data, there are two technical 
challenges that need to be addressed: 

a) Data uncertainty and inconsistency: Besides volumes 
of data, the inconsistency, uncertainty, and incompleteness 
of data makes modelling and analysis more challenging. 
Different from small samples, big data is always noisy, 
dynamic, diverse, inter-correlated, and sometime inaccurate. 
In fact, with generating suitable statistics, one can use 
approximate analysis to expose some reliable knowledge 
hidden in the data [9]. 

b) Analysis timeliness: As data grow rapidly in volume 
and it is not economical to store all raw data, real-time 
analysis techniques are needed to perform data processing. 
Some examples of general platforms designed for real-time 
analysis are EMC Greenplum and SAP HANA [6]. 
Regarding maintenance, one possible solution is to find 
elements that meet a specified maintenance criterion.  And 
in this case, index structures to support various criteria need 
to be designed. 

There are already a number of commercial and open 
source software systems available for mining and analysing 
big data [6]. However, according to Begoli and Horey [10] 
specialized data management systems are needed to support 
the range of analysis methods and environments. The 
software architecture should not extensively limit the tools 
available for the user because the data needs are very 
different depending on the decision-making situation in 
question. It can also be stated that the currently applied 
analysis methods are based on data mining from the 1980s 
and statistical methods from the 1970s [11]. Currently there 
are no ground breaking modern approaches available for 
analysing big data. 

C. Decision Making and Actions Recommendation 
Ultimately, provided with the result of analysis, decision 

will be made and maintenance actions will be recommended. 
As reported in [12], there exist many challenges during this 
process, including getting functional managers to make 
decisions rather than based on intuition, putting analysis of 
big data in a presentable form for making decisions, 
determining actions with the insights created from big data, 
etc. These challenges hold the manufacturing and 
maintenance managers back from seizing the benefits 
offered by big data. It is important to address this. Chen and 
Zhang [7] state that the weaknesses of the existing 
visualisation tools for big data focus on response time, 
functionalities, and scalability. In addition to visualisation, 
also mobile interfaces and human-computer interaction have 
been identified as major topics for future research [11]. 

III. E-MAINTENANCE EXPECTATIONS AND INTEGRATION 
Condition based maintenance (CBM) is the first step 

toward e-Maintenance practice. It is important to note that e-
maintenance is more than a collection of tools and 

techniques joined to enhance maintenance, it must be seen as 
a complete system which must be dynamic and flexible and 
able to interact with CBM technologies.  Companies are 
moving from traditional corrective and preventive 
maintenance program to CBM to reduce the maintenance 
cost and unnecessary maintenance schedules. A CBM 
program consists of three key steps [13]: 

 
1. Data acquisition, to obtain data relevant to the system 

health  
2. Signal processing, to handle the data or signals 

collected in step 1 for better understanding and interpretation 
of the data,  

3. Maintenance decision making, to recommend efficient 
maintenance policies based on diagnosis and prognosis 
extracted from the data. 

 
A CBM programme essentially forms part of the e-

maintenance system, as the assessment of machine's 
performance information requires an integration of different 
components health status and the performance requirements. 
For achieving near zero down time, near zero defects, 
instantaneous response, decision-making and world-class 
OEE performance prognostics and diagnostics are used 
through embedded sensors and device to business tool. All 
these needs have led to e-health card for equipment's 
degradation assessment, which forms part of e-maintenance. 

For an integrated e-maintenance improvement 
programme, the information logistic as described below 
needs to be streamlined [1] 
 Right information (in right quantity and quality), 
 In right formats and form, as per stakeholders 

requirement, 
 To right person, 
 In right time, 
 At right place 

 
The plant and or equipment health management system 

(HMS) could consist of condition  monitoring (CM) 
diagnostics and prognostics, and condition based operation 
and support, to improve the dependability and safety of the 
technical systems, besides decreasing life cycle cost of 
operation and support [14, 15, 16]. This system delivers data 
and information, which indicates the health condition of the 
system. The stakeholders of the system are the receivers of 
the data and information [17, 18, and 19]. The problem 
today in a health management system is the existing 
information islands, i.e., the different specialized systems, 
within an organization speaking different data and 
information languages. In order to destroy these information 
barriers some objectives have to be accomplished. 

A stakeholders requirements based health management 
system (HMS) framework is given at Fig. 1[1]. With 
increasing use of condition monitoring, data collection, and 
internet in management of maintenance process, the 
information logistic is required to be streamlined. Condition 

Int'l Conf. Data Mining |  DMIN'15  | 5



 
 

 

monitoring uses various intelligent health monitoring 
techniques to monitor and control the health status of plant 
and machineries by analysing the data after it has been 
collected. The identification of effective and efficient 
strategies for the maintenance of a plant and machineries is 
of a major importance from global competition, safety and 
financial point of view. Today, most of the organizations are 
trying to follow the condition based preventive maintenance, 
based on the state of component degradation.  However, in 
reality, the relevant parameters behind the degradation 
process are very complex, and needs to be undertaken 
analytically. 

 
Other aspects of enhanced maintenance effectiveness are 

to integrate the ICT with the strategy and objectives of the 
organization with that of the maintenance division. This will 
facilitate the management with effective decision making. 

 
ICT is changing the way we communicate; it is not only 

connecting us to new people, but developing a global 
network for conversation and facilitating the mechanism of 
feedback. ICT with its communication capacity can 
dramatically improve the standard of information and can 
create a new social and economic network. ICT is global; as 
it creates a global network, applied to the whole range of 
human activities, encourages the dissemination of 
information and knowledge regardless of geographic 
boundaries, and is low cost, can therefore lead to substantial 
efficiency gains. 

 

 
Integration has been addressed this far largely from the 

view point of representing the collected information to the 
end-user (operator or manager) in an effective manner, i.e. 

bridging the gap between information collected from plants 
and equipment and the enterprise resource planning (ERP) 
platforms. According to [21], initiatives have been 
developed which integrate open, industry-driven, integrated 
solutions using big data analyses tools for asset 
management. Such systems provide an information schema 
at the application-level and an application programming 
interface (API) to communicate with the underlying protocol 
stack (e.g., the TCPIIP suite). To our knowledge, existing 
communication technologies are not well-suited for reliable 
and timely delivery of appropriate data between distributed 
end-systems in industrial environments; this, in our opinion, 
remains a critical missing link in the seamless integration 
vision. 

A. Integration of data sources 
The main function of CBM is to monitor the operation of 

equipment by condition monitoring (CM), and to analyse the 
sensor data by comparing with normal state parameters 
based on historical knowledge of the equipment. If failures 
are detected, CBM will determine the fault location and fault 
type via its diagnostic function and then make maintenance 
implementation according to the maintenance strategy. 

The modules of system architecture of CBM are presented 
as follows: 
 Physical layer: It consists of a variety of equipment and 

component parts. 
 Information acquisition layer: It acquires running state 

of equipment by setting up various sensors, filtering 
and amplifying the sensor data, and submitting these 
data to the information processing layer. It consists of 
various sensors, information acquisition terminals, 
direct numerical control and other intelligent devices. 

 Information processing layer: It is to process 
information provided by the information acquisition 
layer and to support the function of application layer. 
The processing includes identification, transformation, 
classification, feature extraction, feature fusion, etc. 

 Data layer: It consists of a variety of database such as 
maintenance database, knowledge database and 
equipment information database. It stores maintenance 
operations, maintenance plans, maintenance events, 
reference values, etc. 

 Application layer: It consists of online monitoring 
module, troubleshooting module, failure prediction 
module and maintenance management module. Its 
function is to display the running state to users, 
perform fault diagnosis and prediction and implement 
the maintenance management. 

 User layer: It can be divided into three types: 
administrator, operator and serviceman. 
 

This modules listed above are based upon a system 
developed for the United States military. The framework for 
the next generation machinery monitoring and diagnostic 
systems, named Open System Architecture for Condition 
Based Maintenance (OSA-CBM). This comprised of 7 

STAKEHOLDERS 
REQUIREMENTS 

Functional & 
Operational 
requirements 

Maintenance 
requirements 
Objectives 

Plant health 
Management 

System design 

Performance 
measurement (KPIS 
like OEE&ROMI) 

Technical system with integrated 
HMS (Embedded sensors & condition 

monitoring) 

Data evaluation & analysis for 
business decision making 

Feedback for system improvement & 
modification 

Fig. 1. A stakeholder based health management system (HMS) 
framework. (Adapted from Health management of Complex technical 
systems [20]) 
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functions which would request data directly from any other 
layer as needed. The functions are:  Data Acquisition, Data 
Manipulation, Condition Monitor, Health Assessment,   
Prognostics, Decision support and Presentation [22].  
However, implementing the standard is often a difficult task 
data processing aspects, such as Fast Fourier Transform 
(FFT) algorithm, k-means clustering, Bayesian reasoned 
[23]. Therefore a more simplified system with the key 
functions is required. 

The complete workflow of data integration in CBM is 
shown in Fig. 2. As shown in this figure, fault diagnostics 
and prognostics are two important steps. Fault diagnostics 
includes fault detection, classification and identification, 
where fault detection is a task to indicate faults, fault 
classification is to locate the faulty component or the parts of 
equipment, and finally fault identification determines the 
nature and causes. Fault prognostics deals with fault 
prediction, in order to determine whether a fault is 
impending and estimate how quickly and how likely a fault 
will occur. That is, diagnostics is posterior event analysis 
and a prognostic is prior event analysis. Diagnostics will be 
combined with prognostics to achieve an almost zero-
downtime performance [24]. 

 

 

Fig. 2. A workflow of data integration in CBM. 

B. Analysis and Correlation 
Preventing data overload and closing the gap between 

information islands are the key requirements. Data overload 
is one of the common drawbacks noticed in most of the 
organization and this creates serious problem for the 
maintenance manager for analysis of the right information. If 
the data is not specified or prioritized for the decision 
making, it creates a tremendous work overload, missing the 
right information. The other issue of Information Island 
speaks of having individual excellence in isolation. Lack of 
integration of these excellences, in any organization is a 
waste of resources, not only from maintenance point of 

view, but from organizational point.
We tie these maintenance requirements in the light of ICT 

system constraints. We foresee the following constraints and 
challenges in the design, development and deployment of an 
e-maintenance system from an ICT perspective. 
a) In an industrial environment, the ICT deployment is 

seen as heterogeneous – the types of plants and 
equipment being monitored, the types of computing 
devices involved the physical media of communication 
and the nature of access. Hence, the one size fits all 
paradigms is often seen (incorrectly) as inapplicable, 
e.g., standard commercial-off-the-shelf communication 
equipment (such as Bluetooth and IEEE 802.11) and 
standard Internet protocols (such as the TCP/IP suite) 
are not suitable for implementing the entire system. For 
seamless operation, it is important that e-maintenance 
platforms account for this heterogeneity and operate on 
standard as well as proprietary protocol stacks. Further, 
heterogeneity in terms of network capacity should be 
addressed. Wireless networks are resource-constrained 
(in terms of limited bandwidth, battery-powered devices 
with limited processing and storage capacity) as 
compared to the wired counterparts. Avoiding data 
overload becomes significant in such networks with 
scarce resources. 

b) Given the challenging, hostile environment in which 
computation and communication will be carried out, 
network survivability - the robustness of a 
communication network in preventing failures, and in 
case of failure, its ability to gracefully degrade to a state 
where it can still operate optimally within the 
constraints of available resources is of primary 
importance. Network survivability can be viewed as 
comprising two complementary mechanisms: 
prevention methods that minimise the probability of a 
communication network being disrupted by failure, and 
mitigation methods that limit the damage when a failure 
occurs. Mitigation can be implemented via network 
design approaches based on redundancy, e.g., using 
route redundancy to reroute data flows in case of failure 
of one or more routes. Redundancy, of course, can be 
expensive and hence is limited in its extent. More 
importantly, both methods call for innovation in 
development of new protocols and mechanisms, both at 
the application level as well as underlying networking 
layers that are fault tolerant and provide feedback 
options to the e-maintenance system. The idea is to 
allow the e-maintenance system to recover and sustain 
itself with minimal human intervention, in the wake of 
failures. 

c) In harsh industry environments, we anticipate 
intermittent connectivity among network devices as 
being the rule rather than the exception. This clearly 
rules out the use of traditional TCP/IP based protocols 
to transport and route data in these networks, since they 
assume connectivity between end-points of a data flow. 

Int'l Conf. Data Mining |  DMIN'15  | 7



 
 

 

Given the ad hoc nature of communication, an 
opportunistic communication architecture is necessary - 
one that takes advantage of existing connectivity to 
optimize data transfer among network devices. 

d) Cognitive radios are set to define wireless access in the 
future [25]. Cognitive radios are intelligent and flexible 
in that they can adapt their spectrum use in response to 
the operating environment, identify spectrum that is 
unusable under current conditions and enable efficient 
spectrum utilization. These radios have the potential to 
radically improve the way wireless networks operate, 
and are a promising choice for building future industrial 
ICT infrastructure. Given that sensor networking will be 
a crucial part of such infrastructure, one important task 
is to explore if the new generation of cognitive, smart 
radios can be integrated onto miniature sensors for 
facilitating robust, energy-efficient sensor networking. 

e) The existence of ambience intelligence (sensors) in the 
environment should be used for ubiquitous, pervasive, 
context-aware (e.g., location of equipment and 
personnel, situation: normal vs. emergency, etc.) 
computing. To our knowledge, most existing e-
maintenance platforms lack context-awareness. The 
need is to develop new generation of e-maintenance 
platforms that fully utilize context-awareness to pre-
process gathered data and to disseminate proper 
information, in proper amount and at proper time, in 
tum alleviating problems such as data overload and 
occurrence of “information islands”. 

f) Given that the data being monitored and transmitted 
could be of varying levels of importance (from mission 
critical to casual), there is a need to provide 
differentiated service while collecting and transferring 
such data. This term is called Quality of Service (QoS) 
which means to classify various applications into 
different service classes, assign different priority levels 
to the service classes and allocate different amount of 
resources to those classes. In computer networks, QoS 
mechanisms have been primarily used for providing 
performance assurances to the different types of 
applications. These mechanisms can be tailored to 
specific needs of e-maintenance; they can also be used 
to address the data overload problem as well as to 
enhance network survivability via graceful degradation 
when network resources become scarce. 

IV. CONCLUSION 
Competitive pressures found within manufacturing has 

forced organisations to examine systems, strategies, tools 
and techniques to increase asset efficiency and effectiveness, 
Management are now aware that for decades manufacturing 
and maintenance data had been collected yet rarely utilised 
due to the large amounts of data and the uncertainty of what 
to analyse and how to decipher the data to ensure the data is 
supporting new approaches to manufacturing and 
maintenance.  However, organisations are aware that 

computing resources have increased in capacity and 
computational speed while decreasing in cost. This has 
allowed Big Data collection and analyses techniques to 
improve asset monitoring and management. Indeed big data 
algorithms will be directed to Data Analytics, Data Based 
Models and Decision making algorithms. These algorithms 
will aid to the asset maintenance and wearing cost 
assignment since current traditional methods are not able to 
handle all the data captured from infrastructure due to its 
volume, velocity and variety. 

In order to adapt an approach to using big data tools and 
techniques to support an advanced maintenance  strategy 
development it is important to take full advantage of recent 
advances in information technologies related to CBM, 
software and semantic information to develop an effective 
information and communication infrastructure. While 
implementing an e-maintenance system, a thorough 
understanding of the requirements and constraints in 
conjunction from maintenance and ICT perspectives is 
necessary.  

In this paper, benefits and challenges of big data 
implementation have been identified in order to achieve 
optimized maintenance. The main benefits include detecting 
and predicting product failures, reducing operation expenses, 
and improving maintenance reliability. However, the 
challenge is not to collect as much data as possible but to 
collect, store and analyse the necessary data to make 
informed decisions based upon accurate and up-to-date data.   
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Abstract - Financial footnotes analysis provides an 
opportunity to communicate with stakeholders beyond the 
numbers in the main body of financial statements. The 
combination of values in financial reports and their disclosure 
in footnote parts supports financial decisions in a wisely 
manner. Nevertheless, the unstructured nature of footnotes 
poses a barrier for an accurate, automatic, and real-time 
financial analysis. To address this issue, this paper 
implements a text classification procedure to evaluate the 
benefits of text mining deployment to react to the manual 
financial footnote analysis. This supports the classification of 
textual parts of financial footnotes automatically into related 
financial categories, which are relevant for financial analysts, 
in order to avoid reading entire textual parts manually. This 
research provides useful insights about the impact of using 
text mining for an automatic financial footnote analysis in 
terms of time saving and increasing accuracy.

Keywords: financial footnotes, text mining, text classification, 
income tax

1 Introduction
Analyzing financial disclosures is a key mechanism, 

which facilitates communication of financial analysts, 
auditors, internal and external decision makers, and other 
stakeholders gaining benefits from analyzing financial reports 
[1]. Using solely financial statements in this context does not 
represent the comprehensive financial story of a company. 
Financial footnotes provide useful information about 
company’s financial performance [19], [25], [28]. However, 
the unstructured format of financial footnotes makes it 
difficult to analyze them automatically. A manual analysis is 
still a time-consuming issue, restricted in terms of accuracy 
and real time analysis. Based on 45 financial analysis research 
papers, Heidari and Felden show that there is no identified 
method to integrate financial analysis methods of structured 
values with unstructured footnotes automatically [14]. 
Furthermore, the widely usage of XBRL as a standard 
platform for financial data exchange, even with the detailed 
tagging process, has no impact on an automatic financial 
footnotes analysis [14], [31]. To overcome the identified 
bottleneck and to facilitate financial footnote analysis, our 
study suggests a text-mining approach and applies text 
classification procedures. The paper’s goal is to assess to what 
extent and how text mining application in footnotes can 
support financial analytical tasks. 

Existing approaches in financial analysis literature shows the 
variety usage of text mining in financial market prediction 
such as economic crises, stock price prediction, and risk 
management [5], [13], [12], and [20]. However, no identified 
article addresses a text mining application for financial 
footnotes analysis. Most related research in this area suffers 
from the automatic solution for financial footnotes and rely on 
manual information extraction [14]. There exist a number of 
attempts based on coding schemas to analyze financial 
disclosures [3]. But it seems to be obvious that a manual code 
assignment has no advantage for an automatic footnotes 
analysis [16]. This study tries to make a contribution 
regarding financial analysts and any stakeholders who benefit 
from financial analysis by applying a text mining approach 
based on pre-defined classes in order to assist them in 
required financial information extraction from footnotes in a 
real time and automatic fashion. 
The paper proceeds as follows: Section 2 discusses related 
work in terms of existing solutions in literature to deal with 
unstructured financial information. Section 3 presents the 
details of the applied research method and the proposed text 
mining framework. Section 4 demonstrates the empirical 
implementation of text classification techniques and the 
results of applying the developed framework including the 
validation results. Section 5 concludes with implications of 
the research results and further research directions.

2 State of the art
Today, due to existing various financial analysis 

software, which provides companies with the financial 
information to make better decisions, an automatic analysis of 
financial figures is straightforward. However, it is difficult to 
analyze textual parts of financial reports automatically to 
explicate company’s financial behaviors and to identify 
valuable information about the current and future financial 
status of a company [17], [18].
In the financial footnotes analysis domain, a literature review 
by Heidari and Felden identified the importance and the effect 
of financial footnote information on financial analysis 
processes [14]. However, existing methods for financial 
footnotes analysis rely on manual processes and there is a 
strong need to develop an appropriate solution to support 
footnotes analysis automatically within an integrated financial 
analysis process [14].
Since financial footnotes have textual format and consist of 
soft financial information, we reviewed existing literature 
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regarding text mining in financial analysis area as well. This 
means, according to Miner et al., particular characteristics and 
the purpose of text mining, information retrieval, concept 
extraction, clustering, and classification as typical text mining 
approaches [21]. As an example in terms of financial analysis, 
Beattie et al. introduced a comprehensive four-dimensional 
framework for content analysis of accounting narratives [3]. It
uses a coding system based on four attributes in order to give 
structure to accounting texts. They performed this framework 
by qualitative research software in order to support the coding 
procedures via an index system. The advantage of this coding 
procedure is that it focuses not only on the topic, but also 
considers the different kinds of attributes. However, this does 
not have benefit for analyzing financial footnotes 
automatically, because of manual code assignment to the texts 
[16]. 
Among different researches in the financial analysis area, 
some articles concentrate on text classification techniques, 
which can be trained for recognizing and differentiating 
significant categories in documents automatically. Most 
related research in this area comprises text mining processes, 
which translate unstructured financial information from 
numerous text references into a machine readable format for 
predictive purposes. For example, Brent and Atkisson built a 
coding scheme by training pre-defined categories assigning 
code to text documents automatically in order to analyze 
economic crises through newspaper articles [5]. Neumann et 
al. designed a text classification approach to process financial 
news to automate stock price prediction [13]. It bases on three 
main text processing step: Dataset as a basis for the 
classification, feature processing to extract different features 
and generating machine readable information, and finally the 
machine learning step using a subset of data to train a 
classification algorithm to be able to response to the stock 
market trends. Another related study performed by Li, who 
employs several pre-defined dictionaries to predict stock 
feedbacks based on US corporate filings [20]. In another 
attempt, Groth et al. focus on German announcement to 
evaluate stock price effects [12]. It can be recognized that in 
the most related research in financial analysis area text mining 
approaches are used to classify financial news into positive 
and negative categories to have verifiable market trend [13].
Regarding reviewed articles, it can be mentioned that text 
mining methods are widely used in financial market trend 
prediction. Nevertheless, in financial footnote analysis area, 
the most used method bases on manual procedures. Due to 
human interference and probability of neglecting relevant 
content, the manual procedures is extremely time-consuming 
and error-prone. Therefore, it seems to be appropriate to 
identify an automatic-based solution to overcome this gap and 
to compose financial analysis processes reliable as well as 
accurate. Besides, text mining research shows that using 
classification techniques is an appropriate solution for 
analyzing information in textual formats. However, it is not 
enough to apply just a text classification algorithm, but there 
is a need to use the classified results regarding the main body 
of financial reports.

Regarding the identified gap, we demonstrate the utility of a 
text mining application in automatic financial footnote 
analysis through implementing a text classification workflow 
in the next section.

3 Research method
Concerning text mining application for financial 

footnotes analysis, we applied the Cross-Industry Standard 
Process (CRISP) process flow to define a complete lifecycle 
of the text mining workflow [7]. CRISP methodology is based 
on six phases providing a comprehensive coverage of all 
activities involved in data/text mining projects [21]. Fig. 1 
illustrates the cyclic form of the CRISP process flow.
Concerning reviewed literature and regarding the purpose of 
this research, Fig. 2 shows the application of the proposed 
financial footnote analysis. After data preparation, the 
financial patterns in the narrative part of financial reports are 
recognized. Later on, well-known classification algorithms are 
applied and evaluated according to accuracy performance and 
other obtained results. We assess to what extent text
classification method assists and facilitates financial footnote 
analysis considerably.

Fig. 1. CRISP process flow [7]

3.1 Data collection
The preliminary step is the collection of financial footnotes. 
We focused on one footnote item in financial reports: the 
income tax footnote, which is a material component of most 
financial statements. Income tax accounting requires the use of 
estimates, judgments, and other subjective information that 
cannot be fully discovered in the financial statement reports 
[11]. According to Graham et al. the income tax footnote can 
enable users to gain a better understanding of the income tax 
status of a company [11]. The used database to get financial 
footnotes of companies’ filings was Edgar online of U.S. 
SEC1. This database provides free public access to corporate

1 U.S. Securities and Exchange Commission
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Fig. 2. Proposed text classification procedures for analyzing financial footnotes

information, allowing quick research on a company’s financial 
information by reviewing registration statements and periodic 
reports filed on forms like 10-K (annual reports) and 10-Q
(quarterly reports). Furthermore, existing financial glossaries 
and references are required to recognize important terms and 
issues not appearing in financial statement reports and which 
can be hidden in footnote lines.

3.2 Data preparation
We observed income tax footnotes from 120 different 
companies in different industries. First, we read some of the 
extracted income tax footnotes and compared them with 
existing financial glossaries and financial and accounting audit 
references in order to recognize financial terms which cannot 
be found in the main body of financial reports. The six 
identified categories related to income tax footnote are 
demonstrated in Table 1.

Table 1. Identified categories in income tax footnote

Incom
e tax footnote 

Deferred tax

Effective tax rate

Net operating loss

Unrecognized tax benefit

Taxation authority

Valuation allowance

Afterwards, we split extracted footnotes into constituent 
sentences in order to assign all sentences to their related 
categories. This process supports not only recognizing rates 
and trends in footnotes’ line, but also identifying soft 
information through sentences and their relations to financial 
figures in the main report body. Accordingly, we have 
extracted totally 1,290 sentences. Each sentence belongs to 
one particular pre-defined income tax category. It should be 
noted that alongside these six categories, other financial issues
might appear in income tax footnotes, which can be 
categorized under one of these main categories. As an 
example, financial terms such as permanent and temporary
differences, litigation charge, and net deferred tax asset are 
some income tax issues which can be classified under the 
deferred tax category.

3.3 Data pre-processing
The next step encompasses ordinary text mining preprocesses 
such as lower case transformation, stop words filtering, and 
tokenization. During the tokenization process, each sentence
splits into a sequence of tokens in order to build a word vector 
for each sentence. The replace tokens operator allows 
replacing substrings within each token. To that end, the user 
can specify arbitrary patterns in the replace dictionary 
parameter. Table 2 shows some replacement examples, which 
have been applied to income tax footnotes analysis process.

12 Int'l Conf. Data Mining |  DMIN'15  |



Table 2. Sample replacement list in income tax footnote

Replace what Replace by

jurisdiction authority

exemption deductibility

tax gain tax benefit

unremitted undistributed

uncertain tax position unrecognized tax benefit

U.S. united states

… …

Afterwards, English stop words are removed from a document 
by checking every token that equals a stop word from the 
built-in stop word list. Finally, in the last pre-processing step, 
n-grams of tokens in a document are generated. A term n-gram 
is defined as a series of consecutive tokens of length n.; we 
defined n=3, because some financial terms consist of three 
relative words.

3.4 Apply classification model
Due to two main existing training concepts in the area of text 
classification methods, we applied both supervised and 
unsupervised machine learning algorithms. Although, in both 
methods, textual parts of financial footnotes are classified 
based on particular similarity criteria; in supervised algorithms 
we utilize training data sets (last two phases) including pre-
defined classes in order to train the classification model and to 
classify new and unlabeled documents. As opposed to 
supervised algorithms, in unsupervised algorithms similar 
clusters are discovered without using training or labeled 
documents [9], [22], [29], and [30]. Both algorithms should be 
validated to observe the performance results, which assist 
users to employ more appropriate techniques for financial 
footnote analysis [15].

3.5 Apply new dataset
In this phase, the identified algorithm will be used for new 
financial footnotes. We processed this phase by splitting the 
financial text into constituent sentences. As an example, if our
new income tax footnote is a document text file including 50 
sentences, it will be split into 50 separated text files. Each one 
consists of one sentence and serves as input data set to our 
process. Later on, the approved classification model will be 
applied in order to classify income tax footnotes based on the 
recognized categories.

3.6 Data analyzing (usage)
It should be mentioned that the final purpose behind text 
classification processes is to facilitate text analyzing in order 
to recognize hidden textual patterns with reduced manual 
efforts [4]. To do this, we focus on utilization of classified 
financial footnotes in the last phase of the research, which 
consists of representation of classified output in each category. 

Related sentences in each category are accessible for further 
analysis, which helps analysts to extract required terms and 
related sentences without reading the whole footnote. Another 
usage of financial footnotes classification is the assignment of 
classified sentences to related values in the main body of
financial statements like balance sheet or income statements.

4 Implementation and results
The implementation has been done by using the tool Rapid 
Miner2, which is an open source tool for data mining and 
predictive analytics. All the above-discussed steps have been 
performed in this tool. As mentioned earlier, in order to obtain 
the best results, we applied both supervised and unsupervised 
algorithms to recognize the more appropriate one for our 
research goal. 
The basic objective of all supervised classifiers is to recognize 
the degree of similarity between pre-classified training data 
and a new, unlabeled data set [6], [10], [23]. To do this, we 
preprocessed our training documents and trained the 
supervised model based on defined steps. We tested various
supervised classification algorithms such as K-NN, Naïve 
Bayes, Support Vector Machine (SVM), and decision tree. 
After checking performance measures like accuracy, run time, 
absolute error, and Root Mean Square Deviation (RMSE)3, we 
ended up to Naïve Bayes as the most appropriate supervised 
classifier for financial footnote analysis with 82.86% accuracy 
and the most minimum run time (Table 3).

Table 3. Results of supervised algorithm

Supervised 
algorithm 

Run 
time Accuracy Absolute 

error RMSE

K-NN 7s 81.82% 0.183 0.362

Naïve Bayes 4s 82.86% 0.171 0.414

SVM 28s 79.22% 0.784 0.786

Decision tree 1m45s 90.65% 0.136 0.280

In terms of unsupervised algorithms, we performed K-means 
as a clustering technique, which is used for extracting 
information from unlabeled data. According to an 
experimental study by Steinbach et al., among clustering 
algorithms, K-means method has better performance for text 
clustering. They compared two main approaches in clustering 
techniques: agglomerative hierarchical clustering and different 
types of K-means [27]. They argued that the hierarchical 
clustering does not work well because most of the time (like 
our case) it cannot be fixed by the hierarchical scheme. In 
contrast, K-means groups objects together that are similar to 
each other and dissimilar to the objects belonging to other 
clusters [22]. For this method of clustering we start by

2 http://www.rapidminer.com
3 Root Mean Square Error is a frequently used measure of the differences 
between value predicted by a model or an estimator and the values actually 
observed
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deciding how many clusters (K) we would like to form based 
on our data. We set K to 6 based on our classes in supervised 
classification. Different performance criteria such as run time, 
Davies-Bouldin and average within centroid distance are 
supervised (Table 4). 

Table 4. Results of k-means unsupervised algorithm

According to the obtain results, applying unsupervised 
algorithms can avoid relatively large amount of supervision
and manual tasks [9], [29]. Nonetheless, regarding to the 
financial analysis purposes where searching particular 
financial terms in specified footnotes is significant, 
classification through supervised algorithms yield more 
reliable results. Furthermore, applying unsupervised methods 
are more appropriate n case of working with not very clean 
texts such as large amount of text data created by dynamic 
applications such as social networks [2]. Fig. 3 summarizes
strengths and weaknesses of each machine learning algorithm 
based on this research criteria. 

Strengths Weaknesses

Supervised algorithm

Classification based on pre-
defined and specific required 

categories
High accuracy
Short run time

Complex data training process 

Unsupervised algorithm 
Not required training process

Acceptable accuracy in related 
clusters

Clustering process happens not 
based on desired categories

Long run time

Fig. 3. Comparison between supervised and unsupervised algorithms in this research

Regarding the analyzing step in terms of facilitating the usage 
of financial footnotes, two main benefits are notable. The first

contribution of performing the text classification process is 
that analysts or any stakeholders can access financial footnotes

Table 5. Extracted sentences related to unrecognized tax benefit from income tax footnote of a company

Income tax 
footnote

Number of 
sentences Related sentence 

Unrecognized 
tax benefit

1 Differences between tax positions taken or expected to be taken in a tax return and the net benefit 
recognized and measured pursuant to the interpretation are referred to as “unrecognized benefits.

2
A liability is recognized for unrecognized tax benefit because it represents an enterprise’s potential future 

obligation to the taxing authority for a tax position that was not recognized as a result of applying the 
provisions of ASC 740.

3 If applicable, interest costs related to the unrecognized tax benefits are required to be calculated and would 
be classified as “Other expenses – Interest” in the statement of operations.

4 As of October 31, 2014 and October 31, 2013, no liability for unrecognized tax benefits was required to be 
reported.

5 The Company does not expect any significant changes in its unrecognized tax benefits in the next year.

in a regular and ordered fashion. Table 5 shows an example of 
the output report for one of the major income tax category so 
called unrecognized tax benefit which consists of extracted 
sentences from income tax footnote of a company.  Another 
benefit of the text mining approach to facilitate financial 
footnote analysis is the mapping of extracted sentences to 
related values in the main body of financial statements in order
to perform a fully automatic process. In our case, all extracted 
sentences are related to “deferred income tax” (sometimes 
appears separately as deferred tax asset and deferred tax 
liability), which is one of the balance sheet report’s term. As a 
result, the proposed text mining approach can be determined 
as an appropriate semi-automatic solution to overcome time-

consuming manual analysis of financial footnotes by 
classifying footnotes based on pre-defined categories 
automatically. Thus, analysts can directly access required 
sentences of related categories instead of reading the entire 
text document in a real-time. The proposed text classification 
method can be seen as a starting point for further research to 
evaluate practically the influence of this solution on analysts’ 
workflow in financial analysis process in a real world. We 
acknowledge that proposed text mining approach could still be 
improved by identifying other relevant footnotes items and by 
mapping extracted sentences to values in the main body of 
financial statements in order to implement fully automatic 
process.

Unsupervised 
algorithm K Run time

Ave. within 
centroid 
distance

Davies-
Bouldin

K-means 6 7min 20s -0.827 -4.763
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5 Conclusion
Despite significant developments in fields of financial analysis 
e.g. based on XBRL-formatted data, the textual parts of 
financial reports, which are critical for comprehensive 
financial analysis, are still dependent on time-consuming 
manual procedures. 
We addressed this challenge in this paper by proposing a text 
mining approach to be able to automate financial footnotes 
analysis and facilitate the usage of footnotes information by 
applying text classification methods. We have chosen income 
tax as a footnote example. We classified it sentence by 
sentence with supervised and unsupervised classification 
algorithms and implemented the proposed solution using an 
analytics tool. In terms of accuracy and run time, a supervised 
algorithm gains better results, however it requires a precise 
and careful data training process.
Comparing to existing approaches in terms of financial 
footnote analysis, our preliminary results show that text 
mining could be an appropriate semi-automatic solution to 
facilitate manual analysis of unstructured parts of financial 
reports. As a matter of fact, the text mining approach helps 
users to access required soft information as a separate 
sentence based on each financial pre-defined category.
It is also of interest in this research to develop this solution by 
adding more capabilities thereby to map extracted sentences 
into related figures in financial statements. 
However, due to some limitations, it is not practically 
implemented, yet. One of the limitations is that footnote parts 
are normally received by analysts or auditors as separate 
documents and are not attached to main financial statements. 
This makes it difficult to map financial sentences into figures 
in financial statements. Another limitation is that some 
financial footnote sentences carry only some informative and 
explanatory data about financial terms and status of the 
organization and therefore cannot be connected to any 
financial values in the main body.
There is still room for an improvement concerning the 
automatic financial footnote analysis by evaluating this 
approach thorough different case studies and expert interviews 
to demonstrate the usefulness of this approach in accordance 
to analysts’ processes. This is one of the future research areas 
of this research.
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Abstract – The semiconductor manufacturing process is a 
complex process that consists in a big number of equipments 
and enormous data. This paper presents a Least Absolute 
Shrinkage and Selection Operator (LASSO) based method for 
predicting the product’s quality with respect to data of many 
equipments. The ability of the prediction model allows the 
product’s quality to be estimated in real-time instead of a 
sampling inspection. An application to data provided by 
semiconductor manufacturing is presented and the results 
show the ability of the proposed method to predict the product 
quality efficiently and effectively with an improvement of more 
than 90% compared to the multivariate linear regression. 

Keywords: Prognosis, RUL Prediction, Semiconductor 
Manufacturing 

 

1 Introduction 
  Semiconductor manufacturing is a complex process in 
which a Wafer goes through hundreds of sequential process 
steps with different recipes to produce a collection of chips. 
This process consists mainly of seven steps: Lithography, 
etching, deposition, chemical mechanical planarization, 
oxidation, ion implantation, and diffusion. This process is 
characterized by different types of equipments which are 
associated with FDC (Fault Detection and Classification) 
databases collected by real-time measurements. For 
monitoring the production quality, product quality parameters 
are gathered by sampling testing after manufacturing steps and 
are applied to evaluate the quality. Thus only the quality of 
monitored wafers is grasped. Therefore, a failure occurred 
during the non-sampling periods where other wafers are 
processed may severely deteriorate the final product’s quality, 
which results in a large number of scrapped products and thus 
a huge loss of Yield of fabrication. To overcome this problem, 
an efficient way is to predict the product quality with respect 
to process parameters and sensor data (Figure 1). 

 Since final product’s quality depends on how it was 
processed, value series of sensor measurements recorded at 
each processing step might contain quality-related patterns. 
Therefore, it is useful to identify quality deviations as early as 

possible and in real-time by data mining tools on distributed 
sensor measurements along the process chain [1]. As the 
number of sensors is enormous, the product’s quality 
prediction is very complicated. Furthermore, the lack of 
knowledge about the relevant variables that affect the quality 
makes the problem more difficult. Different types of methods 
for the prediction of the product’s quality are presented in the 
literature, which can be divided in three categories: expertise-
based methods, model-based methods and data-based 
methods. Although different methods have established huge 
popularity in the industry, they have some limitations for the 
semiconductor manufacturing. Engineering knowledge is not 
always sufficient for building prediction models in this 
domain, and physical models can’t be constructed due to the 
complexity of the process. So, preferred methods for the 
wafer’s quality prediction are the data-based methods. Data-
based methods can be divided in two categories: Statistical 
based methods and artificial intelligent methods. 

Fig 1 : Description of semiconductor manufacturing process 
and wafer’s quality prediction 

 

 A number of previous works have been proposed for 
modelling the manufacturing processes and predicting the 
associated product quality prediction. A DPNN-based process 
management system is proposed [2] to predict four quality 
parameters associated to the ingot fabrication corresponding 
to control parameters. Multiple regression models and a 
Bootstrap algorithm were applied to generate sufficient data 
for ingot prediction. A polynomial neural network is applied 
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in [3] to construct a predictive model of Plasma Etch process. 
Two Chemical Vapor Deposition (CVD) predictive models 
are constructed by a Radial Basis Function Neural Network 
[4] and a Support Vector Machine [5]. Bayesian Networks 
were used in [6] to generate causal relations between process 
variables and wafer quality. Regression methods are applied 
in [7] [8] to predict the CVD thickness. A quality prognostic 
scheme is developed in [9] to estimate the sputtering thickness 
as a processing quality with respect to processing parameters 
and sensor data in the TFT-LCD manufacturing process. For 
this purpose, neural networks and Weighted Moving Average 
algorithms are applied.  

 The works cited above construct a prediction model of 
the product’s quality at any stage of the process without 
taking into account the cumulative effect of previous stages. A 
method is developed in [10] for continual prediction of 
manufactured microprocessor quality with respect to sparsely 
sampled control measurements prior to final testing by using 
an average prediction of linear regression and boosted trees. 
But this work doesn’t consider any data characterizing the fab 
for prediction. A useful idea is to consider FDC data as 
additional powerful predictors.  

 In this paper, a regularized regression model (LASSO) is 
applied to investigate the influence of equipments FDC data 
on the measured quality parameters while taking into account 
the relationship between the quality specifications of previous 
stages. This method can be considered as a combination of a 
multiple regression model and a variable selection method 
and thus, it can construct a prediction model that take into 
account the cumulative effect of many equipments and avoid 
overfitting caused by the complex models. 

 The remaining of this paper is organized as follows: 
Section 2 summarizes the methods used in the literature for 
the product’s quality prediction with respect to many 
equipments, and it particularly explains the LASSO-based 
regression. Section 3 presents the proposed method for online 
prediction based on the LASSO-based regression. Section 4 
provides an example with application in semi conductor 
manufacturing process to illustrate the feasibility of the 
proposed method. Finally, section 5 concludes the paper and 
identifies future work for improvements.  

2 Model description 
2.1 Literature review 
 In the semi-conductor manufacturing, a huge amount of 
high-dimensional and correlated data are collected through 
many equipments and requires a reduction. Multivariate 
statistical techniques can be used for feature extraction, like 
Principal Component Analysis (PCA) [11] and Partial Least 
Squares (PLS). PCA is used to develop a prediction model 
from a historical database when product quality data are not 
available [12]. However, it is able to analyze the correlation 

between variables in a particular manufacturing stage and 
thus, it consider the whole manufacturing as happened in a 
single stage. A solution is recommended in [13] to estimate 
the effect of each stage on output quality of the next stage by a 
regression model, and it is applied to mobile phone production 
line. However, the semiconductor process is complicated and 
the quality measurements are not always available. For 
considering the correlation between manufacturing stages, a 
Cascade Quality Prediction Model is developed in [12] based 
on the PCA and decision trees. But this requires a significant 
expert knowledge. 

 To overcome the shortcomings of the existing methods, 
a sequential feature extraction method based on the 
regularized least-squares regression algorithm so called 
LASSO is proposed in this paper which will improve the 
prediction accuracy. This algorithm is well suitable to control 
the large number of variables, it reduces the observable 
variables to fewer numbers of factors by shrinking the non 
pertinent variables to zero. 

2.2 LASSO regression 
 Standard linear regression models formulated as (1) 
work by identifying a set of regression coefficients that 
minimize the Residual Squared Error between the observed 
values and the fitted values from the model (equation 2) to 
obtain the Ordinary Least Square (OLS) estimate.  

 Xy  (1) 

 
2

2
min Xy  (2) 

Where X(N×P) is the matrix of process variables, y(N×L) is 
the matrix of quality measurements, β(P×L) is the vector of 
regression coefficients, and ɛ is the residual vector. Multiple 
linear regressions are a particular case where a combination of 
the predictors that best fit the response is identified. 

 Given the problem of data correlation and the fact that the 
number of process variables is very large in many 
manufacturing processes, many techniques has been 
developed that deals with such problems. Partial Least 
Squares regression is used to deals with correlated predictor 
variables by constructing new components as linear 
combination of them. This method is usually used when the 
columns of X are highly correlated and their number is very 
large. The idea is to decompose the matrices X and Y like in 
Principal Component Analysis: 

                                   
*XWT
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                     (3) 

18 Int'l Conf. Data Mining |  DMIN'15  |



Where T and U are the component or factor matrices, P and Q 
are the orthogonal loading matrices, and E and F are the error 
terms. 

 In this way, this technique appears as a mixture of Multiple 
Linear Regression and Principal Component Analysis, and 
thus, it can be considered as a way of features dimension 
reduction. 

 Many extensions of the PCA/PLS methods were used in the 
literature for the end-product quality prediction. The Multi-
way Partial Least Squares is the most famous method with 
good applications.  However, the MPLS takes all the process 
as happened in a single stage, and involves all process 
variables in the model no matter they are critical to the end-
product-quality or not. A Least absolute Shrinkage and 
Selection Operator (LASSO) type regularization were 
developed in [14] to predict the end-product quality and it 
overcomes the problems of the MPLS by selecting the critical-
to-quality phases. 

 Least absolute Shrinkage and Selection Operator (LASSO) 
is a regularization method originally proposed for variable 
selection and it is demonstrated to be the best subset selection 
method [15]. It introduces an additional term to the 
minimization problem, which is the L1-norm of the regression 
coefficients vector multiplied by a weight parameter between 
zero and one, which tends to produce sparse models, which 
verifies its use as a variable selection tool. 

         
1

2

2
minargˆ Xylasso                 (4) 

The tuning parameter λ controls the strength of the penalty. 
A value of zero is equivalent to a standard linear regression, 
and as it increases, regression model coefficients are shrunk 
toward zero. To find the optimal model, regression models for 
various values of λ are evaluated and the best model is chosen 
by a Cross Validation as having the smallest Mean Squared 
Error. 

3 Proposed method 
3.1 Data description 

As explained above, a huge amount of FDC data is collected 
from the semiconductor manufacturing process. FDC data are 
usually stored in a three-way matrix X(I J K), where I is the 
number of monitored wafers stored in the FDC database, J is 
the number of process variables, and K is the number of 
observations of each variable for each wafer. At first, X is 
unfolded into a two-dimensional matrix with I rows and P= 
J K columns before applying the regression model. 

 Quality parameters Y(I L) are obtained by periodically 
testing a sample of products with measurement equipments 

after the completion of critical stages of manufacturing for 
monitoring the production. They contain various items such 
layer thickness mean or uniformity, etch rate... However, 
measurement steps are performed on randomly selected lots, 
on at least one wafer within each sampled lot. Thus, most of 
the data items are missing in the quality database. A drift 
happening between the scheduled measurements cannot be 
detected, and the quality of other processed wafers is unknown 
and need to be estimated for maintaining high yield of 
production. 

 The purpose of our study is to predict the quality parameters 
corresponding to FDC data of many types of equipments. As 
unnecessary inputs can affect the prediction results, selection 
of critical parameters is necessary to improve model 
performance. The restriction to considerably less but the most 
pertinent FDC parameters improves substantially the 
performance. This can be achieved by using a LASSO 
regression model. 

3.2 Method description 

At every production stage, a LASSO-based model is used to 
estimate the missing quality data for each no-measured wafer. 
In this way, the quality parameters data are completed.  

The equipment FDC data and the estimated quality already 
obtained from the previous equipments can be considered as 
inputs in modelling. Meanwhile, one quality parameter is used 
as output. The measured sampled quality parameters are used 
to evaluate the model quality. 

Fig. 2 : Method Description 

 

A Low Pass Filter is used to remove noise from the 
modelling signals, and then the filtered signal at a particular 
manufacturing step is used instead of the original signal as 
additional input to the prediction model which will be 
constructed at the next stage. An overview of the applied 
methodology is shown in (2). 
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The Mean Squared Error (MSE) is adopted here as the 
evolution criterion to evaluate the prediction accuracy and it is 
described by the following expression: 

                         
2

1
)ˆ(1 n

i
ii yy

n
MSE                        (5) 

Where n is the number of sampled measured products, yi and 

iŷ  are the measured and the estimated values, respectively. 
Closer is the MSE value to zero, better the prediction 
accuracy is. But as the length of the measured sample is small, 
a standard procedure for estimating the performance of the 
model is the n-Cross-Validation. The original sample is 
randomly partitioned into n equally sized subsamples and 
each subset is used once as a hold-out set for testing the 
model, and the remaining n-1 samples are used for training. 
The total accuracy is calculated as the average of the 
accuracies on all the hold-out subsets.  

 As already said, the quality measurements are sparsely 
sampled, our objective is to estimate the product’s quality 
where it is processed in a particular equipment with respect to 
FDC data and the measured and estimated quality 
corresponding to the previous equipments. Whenever a 
quality measurement is available for one of the previous 
equipment, the model is updated and evaluated for improving 
outcomes. 

4 Application results 
4.1 Results of the proposed methods 

The developed method is applied on data provided by three 
equipments (A, B and C) in the semiconductor manufacturing 
process. A LASSO model is applied for each equipment where 
the FDC parameters are considered as input and a quality 
parameter is considered as output of the model. Regression 
parameters optimization is performed and evaluated via Cross 
Validation, using the Mean Squared Error. The figure (3) 
displays the relationship between the tuning parameter  and 
the Cross Validated Mean Squared Error of the LASSO model 
for the equipment A. The dots show the MSE of the 
corresponding model. The vertical line segments stretching 
out from each dot are error bars for each estimate. The line on 
the right is drawn at the minimum CV error, the other is drawn 
at the maximum value of  within 1 SE of the minimum. 
Vertical bars depict 1 standard error. 

For model construction, 1500 wafers are used to construct 
the model, while the remaining 500 wafers are used for 
testing. Figure 4 shows the estimated model signal and the 
filtered signal for the training and testing set. Figure 5 
represent the difference between the measured and the 
predicted quality data for equipment A. The filtering of the 
model signal allows obtaining the estimated quality data as 

shown in figure 6. We can notice that the error after filtering 
data is slightly larger than the one before filtering, and 
therefore, we do not lose a lot of information by using the Low 
pass filter. 

Fig. 3.  Cross-Validated MSE for different values of Lambda 
of LASSO fit for equipment A. 

 

Fig. 4.  Estimated signals for quality data obtained by LASSO 
for equipment A before and after filtering. The first 1500 
wafers represent the training set, while the remaining of the 
signal represents the predicted quality data for the testing set. 

  

The obtained filtered signal shown in figure 4 has been used 
as input with the FDC data of the equipment B to construct the 
signal shown in figure 7. This figure shows also the filtered 
signal. The figure 8 shows the sampled and the predicted 
quality measurements. 

This procedure has been repeated for the equipment C 
where the results shown in figures 9 and 10 are obtained. And 
thus, the LASSO model can perform a variable selection and a 
quality prediction model for each equipment with respect to 
equipments data and the output of the previous equipments. 
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Fig. 5.  Measured and estimated quality data by LASSO for 
equipment A before filtering. 

 

Fig. 6.  Measured and predicted quality data after filtering by 
LASSO for equipment A. 

 

Fig. 7.  Estimated signals for quality data obtained by LASSO 
for equipment B before and after filtering. 

 

Fig. 8.  Measured and predicted quality data by LASSO for 
equipment B. 

 

Fig. 9.  Estimated signals for quality data obtained by LASSO 
for equipment C before and after filtering. 

 

Fig. 10.  Measured and predicted quality data by LASSO for 
equipment C. 
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The model was evaluated for 5 cases according to the 
availability of the quality data. The first case consists of 
estimating the product’s quality for the equipment C if the first 
1500 wafers are used for training and the remaining wafers are 
used for validating the model. A quality measure is available 
at the 1600th wafer for example for the equipment C, the 
model is updated by adding this measure in the training data. 
This procedure is repeated at each point where one quality 
measure is available. The evolution of the MSE is represented 
in (11) for the training data and in (12) for the testing data 
according to the available quality data. For the 1750th product, 
two patterns were added in the training data in estimating the 
product’s quality for equipment C that are two measured 
products for the equipments A and C. By taking into account 
these measurements in addition to the new available FDC data, 
the quality prediction shows an improvement of 99% for the 
testing data as shown in the table 3 and the figure 12. The 
table 1 and 2 show the MSE of the training and test data, and 
the figures 11 and 12 show the evolution of the MSE. 

Fig. 11.  MSE evolution for the training data with the LASSO 
model 

 

Fig. 12.  MSE evolution for the validation data with the 
LASSO model. 

 

4.2 Comparison with multivariate linear regression 

The developed LASSO method is compared with a 
multivariate linear regression where we obtain the results 
shown in (13) and Table 3. The LASSO model presents an 
improvement of more than 90% compared to the multivariate 
regression model, which implies the great importance of 
variable selection in case of multivariate and correlated data.  

 

Fig. 13. Comparison between the MSE of the testing data of 
the LASSO and the multivariate regression model 

 

TABLE 1 
MEAN SQUARED ERROR OF THE TRAINING DATA OF THE LASSO METHOD 

Product Training data 

1600 3.9406*10-4 
1750 3.9037*10-4 
2000 3.6804*10-4 

 
TABLE 2 

MEAN SQUARED ERROR OF THE TEST DATA OF LASSO METHOD 

Product Test data 

1600 0.0044 
1750 5.1116*10-5 
1800 2.1797*10-4 

 

 

TABLE 3 
COMPARISON BETWEEN THE MSE OF THE LASSO MODEL AND THE 
MULTIVARIATE REGRESSION MODEL FOR THE TESTING DATA 

Product LASSO Multivariate Regression 
model 

1600 0.0044 0.0582 

1750 5.1116*10-5 0.0083 
1800 2.1797*10-4 0.0083 
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5 Conclusions 
In this paper, we proposed a LASSO-based method for 

predicting the product’s quality in a manufacturing process 
composed of many equipments, and an application of 
semiconductor manufacturing process is given. This method 
works as an interpolating method that is updated every time a 
new quality measurement is available. Results of our work 
have validated the effectiveness of using the LASSO 
regression method and show an improvement of more than 
80% compared to a multivariate regression model. This 
method provides benefits for our application, but in the other 
hand, it has limitations that need to address in future. Firstly, 
as the prediction model is constructed by a statistical 
regression model, it lacks a physical significance, so the 
relationships between process parameters and quality data 
need to be evaluated by process engineer. Furthermore, the 
lack of measured quality data may cause an over-fitted model. 
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Abstract - Condition monitoring (CM) plays a relevant role in 
production systems, for example, with machine tools. To 
obtain an accurate result when analyzing the condition of a 
machine tool and its components, it is necessary to integrate 
data from different sources. The types of data include: internal 
data from the Computer Numerical Control (CNC), external 
sensors, and value-added information coming from the study 
of the system’s behavior. 

Data from disparate sources can be integrated using several 
pre- and post-processing methods that provide partial or total 
results in different formats. The use of an eMaintenance 
platform seems a reasonable and easy solution when faced 
with a challenge of such dimensions. This paper proposes an 
architecture able to cope with the challenge. 

Keywords: eMaintenance platform, Maintenance 4.0, data 
taxonomy, SOA, Web Services 

 

1 Introduction 
  The application of preventative maintenance techniques is 
an appropriate strategy to reduce the impact of malfunctions 
or machine breakdowns on the productivity, cost and quality 
of production systems. More specifically, the deployment of 
intelligent predictive tools and technologies can help detect 
potential failures and provide a solution. 
Condition Based Maintenance (CBM) activities can be based 
on data obtained from sensors on a machine. The subsequent 
analysis of these data helps to measure and understand the 
machine’s performance. This approach facilitates the 
computation of indicators at the local level to monitor the 
machine’s local health; in addition, the information can be sent 
to an eMaintenance platform for more detailed analysis.  
It should be noted that there is no single definition of 
eMaintenance. The term eMaintenance emerged in the early 
2000s and is now a common term in maintenance related 
literature. eMaintenance is sometimes [1] considered  a 
maintenance strategy, a maintenance plan, or a maintenance 
support: “e-Maintenance is a multidisciplinary domain based 
on maintenance and information and communication 
technologies (ICT) ensuring that the e-Maintenance services 

are aligned with the needs and business objectives of both 
customers and suppliers during the whole product lifecycle” 
[2].  
eMaintenance can also be considered a philosophy supporting 
the move from ‘‘fail and fix’’ maintenance practices, to 
‘‘predict and prevent’’ strategies (proactive approach), 
maintenance as a process (holistic approach), and an 
integrated concept to optimize performance [3].  Some well-
known eMaintenance platforms are ICAS-AME [4], 
PROTEUS [5], TELMA [6], CASIP and its up- graded 
version KASEM [7] or DYNAMITE [8]; a more thorough 
classification appears in [9]. 
The current analysis assesses the nowcasting of a machine in a 
preliminary attempt to achieve proactive condition monitoring 
using non-intrusive monitoring techniques, affordable in terms 
of cost and effectiveness. In the proposed approach, the health 
index of the machine can be computed from the results of the 
signature analysis and associated with the degradation modes 
of the various components (e.g. gears, missing teeth, etc.).  
An original feature of the proposed approach is the use of a 
remote level, whereby data from several machines are sent to 
an eMaintenance platform able to store data from different 
machines. This enables fleet-level performance management 
and monitoring, across the fleet and over time. 
The paper breaks down the proposed process by explaining 
the data transformation from the initial data collection and 
warehousing, to the final data management procedures. 
 
2 Data collection 
 Condition monitoring methods such as vibration or acoustic 
monitoring usually require expensive sensors. Electrical 
Signature Analysis primary application includes the 
diagnostics of electrical machines. Several authors have 
applied this technique to detect induction motor failures [10]. 
Others [11] have detected other failures using the induction 
motor current signature analysis. The controlled values, for 
example, of a gearbox failure, can be compared in the stator 
current spectrum, because diverse picks are related to shaft 
and gear speed. Characteristic gearbox frequencies can be 
detected in the stator current spectrum. Current-based 
diagnosis of mechanical faults such as unbalance and 
misalignment can be performed in the same way. 
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2.1 From testing to data collection 
 Good maintenance policies lead to less energy consumption 
by assets, as stated by [12]. However, the relationship between 
an electric signal and wear for any complex electro-
mechanical system, for instance, a machine-tool spindle, is 
less evident. The potential correlation has to be learned based 
on experimental research. The use of test benches allows us to 
identify a machine´s operating condition, to analyze and 
describe its various failure modes, to pinpoint the most 
significant signal to be used in tests for failure, and to design 
and execute a test plan for fault detection and prognosis. 
Laboratory research gives us the ability to run components to 
failure, working in a controlled failure environment. This 
helps us relate current and power signal analysis to the 
selection of features for failure diagnosis.  
To achieve statistical consistency, during the first phase of 
testing, failure diagnosis, various faults should be tested along 
with the nominal one [13]. 
A local CBM module may consist of two main components 
based on Condition Monitoring (CM) techniques: first, the 
fingerprint to be used for the health assessment of the critical 
elements of the machine and second, operational data to infer 
the use of the machine. 
A health monitoring system helps avoid component defects; 
consequently, it can prevent poor performance or even 
breakdowns. As an example of component defects, spindle 
defects include bearing damage, defects in rotary transmission, 
clamping malfunction, imbalance, stator error or alignment 
error. Operational data (i.e. feed, speed) can be used for 
energy and reliability management. An example is the 
different usage ratios of the machine: loads, speeds, etc. Note 
that the collection of operational data (real- and non-real-time) 
and fingerprint collection do not need to be performed 
simultaneously.  
 A fingerprint executed on a periodic basis (weekly, monthly 
etc...) generates raw data. These data are integrated with 
available inputs from the operational data to give information 
on the usage of the machine. These mixed data are pre-
processed to obtain a set of relevant features that will be 
further analyzed for the nowcasting process. In parallel, data 
obtained from the machine are pre-processed to register the 
usage of the machine. The three main components of this 
process are operational data, fingerprints, and health 
assessments (the latter belongs to data management). 

2.1.1 Monitoring working conditions (operational data) 
 Determining the usage of the machine by the end user yields 
a more holistic understanding of the real status of a machine’s 
critical components. The historical use of the machine is found 
in the operational data. The main reason to collect operational 
data is to determine the operating environment of the machine 
with the purpose of finding possible reasons for malfunction 
or failure and optimizing reliability through the proper 
selection of component or machining parameters. Depending 
on the already installed or optional sensors, the solution may 

vary, but in any case, the required data rate should not be high 
(tens of Hertz). In modern Computer Numerical Control 
(CNC) systems, several configurations are available: sensors 
can be connected to the CNC or digital drive system or to a 
specialized hardware (for accelerometers or main power 
monitoring). In any case, there are two options to obtain 
operational data from the machine. The first is dialoguing with 
the CNC using specific hardware; this facilitates higher 
acquisition speed and detailed data, enabling some pre-
processing. The second procedure implies the use of CNC 
internal data accessible through different links, like OPC 
servers, libraries, etc.; this limits the information available on 
how the machine is being used to showing only its acquisition 
rate. 
Some processing is done to extract all the information from 
the data, using it to build a historical register of the use of the 
machine and obtain the data required for further service 
implementation.  
Co-relating operational data and machine condition data using 
the correct algorithms can guide component maintenance, help 
to change working conditions to extend component life or 
even to select a different component, more appropriate for the 
real machine use. 
2.1.2 Machine fingerprint 
 The term fingerprint has been coined to denote the electrical 
signature of a machine in a specific time domain. 
To obtain the main fingerprint features, machines are run in a 
pre-defined test cycle in no-load condition to achieve better 
failure detection and to remove any noise that could affect the 
normal machine process load. Condition monitoring data are 
based on the fingerprints obtained from the machine. In the 
first stage, data analyzed during the experimentation phase 
may help in the selection of the type of sensors, acquisition 
rates and tests to be performed on the machine in the 
production plant. The idea behind the fingerprint is that any 
load and speed variation within an electro-mechanical system 
produces correlated variations in current and voltage. The 
resulting time and frequency signatures reflect loads, stresses, 
and wear throughout the system, but identifying them requires 
a mapping process or pattern recognition. Comparing the 
electric signature of equipment in good condition and 
equipment under monitoring supports fault identification. Note 
that Signature Analysis is only applicable to cases where the 
principal cause-effect is verified and modeled. 
 
3 Data taxonomy 
3.1  Asset technical information 

 Asset data should be collected in an organized and 
structured way. The two major data categories for equipment 
are: classification data, including system, location, plant and 
industry; and equipment attributes as technical features or 
design characteristics. These data categories are common to 
all equipment classes, although some specific data for a 
specific equipment class (e.g. number of stages for a 
compressor) could be needed.  
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Finally, the classification of equipment into technical, 
operational, safety related and environmental parameters is the 
basis for the collection of asset data, given the different nature 
of different devices. This information is also necessary to 
determine if the data are suitable or valid for various 
applications. Some data are common to all equipment classes, 
and some data are specific to a particular equipment class. 
3.2 Events 

Fingerprint trajectory tracking provides a solid study of the 
evolution of machine components [14]. This evolution, along 
with context mapping and past situation-based feedback, 
causes various triggers that define different events. The 
appropriate maintenance policy is selected based on the 
appearance of certain events. 
3.3 Maintenance policies  

 Maintenance information includes unit life plans, job 
cataloguing, etc. for each unit in two different categories: 
preventive and corrective maintenance. These data are 
characterized by their identification (record numbers), by the 
parameters characterizing them (category, activities involved, 
impact, date), by the resources that imply their deployment 
(man/hours, equipment), and by outputs in terms of active 
maintenance time and downtime. 
Recording maintenance actions is crucial for successful 
knowledge extraction at some later date. Preventive 
maintenance (PM) records are mainly useful for the 
maintenance engineer to estimate equipment availability; 
lifetime analysis is not only based on failures, but also on 
maintenance actions intended to restore the failed item to "as-
good-as-new" condition. During the execution of preventive 
actions, impending failures may be discovered and corrected 
as part of the preventive activities. 
A final option is to record the planned PM program as well. In 
this case, it is possible to record the differences between the 
planned and the actual performed preventive maintenance 
(i.e., the backlog). An increasing backlog will be an indication 
that the control of the conditions of the plant is jeopardized, 
possibly leading to equipment damage, pollution or personnel 
injury. 
For corrective maintenance, failure records are especially 
relevant to knowledge extraction; therefore, failure data 
should be recorded in such a way as to allow further 
computation. A uniform definition of failure and a method of 
classifying failures are both essential when data from different 
sources (plants and operators) need to be fused in a common 
maintenance database. 
Finally the combination of plant inventory and maintenance 
based information produces a maintenance schedule which is a 
mixture of available techniques to meet  constraints and 
achieve company goals. This mixture is usually composed of 
scheduled maintenance and CM to perform CBM. 
The maintenance schedule includes preventive maintenance 
jobs (over a year and longer) listed against each of the units in 
the life plans. The CM schedule is a schedule of the condition 

monitoring tasks listed against each of the units in the life 
plans. 
The system must plan and schedule preventive jobs (arising 
from the maintenance schedule), corrective jobs (of all 
priorities) and, where necessary, modification jobs. 
Information coming back from the work orders (and other 
documents) is used to update the planning system; this 
provides information useful for maintenance control [15]. 
 

 

Figure 1 Inputs for the database 

 
4 Data warehousing 
4.1  Local module 

 As mentioned, data must be stored, because continuous 
connectivity is not assured. It is crucial to find a structured 
way to save the data; having the data in an organized state 
facilitates better treatment and sharing. An important issue is 
the limited storing capacities of some devices, as this could 
potentially lead to a conflict. 
Various general-purpose database management systems 
(DBMSs) allow the definition, creation, querying, updating 
and administration of databases. Databases can be divided into 
two groups: embedded or client/server databases. Those 
belonging to the first group have an easy installation 
procedure. Few resources are needed, normally access for a 
single user, and they are tightly integrated with the application 
software requiring access to stored data; the database engine 
runs in the same process as the application. In the second 
group, the client/server database architecture is oriented to run 
in a server, running the database in a differentiated process 
from the software application and supporting multiuser access. 
It needs administrative privileges for installation. 
Two mechanisms are used in the local level data model to 
support interoperability between local and remote servers: the 
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Machinery Information Management Open Systems Alliance 
(MIMOSA) and Open System Architecture for Condition-
Based Maintenance (OSA-CBM). 
MIMOSA focuses on the standardization of data models in the 
maintenance and condition monitoring domains. The Common 
Conceptual Object Model (CCOM) builds a foundation for all 
MIMOSA standards, while the Common Relational 
Information Schema (CRIS) provides a means to store 
enterprise Operation and Maintenance (O&M) information. 
The standard defines the various types of information that 
should be gathered to share information among different 
processes, systems and people.  
OSA-CBM is an industry led team for standardizing the 
interoperability of systems participating in machine health 
assessment; as such, it is an implementation of the ISO-13374 
functional specification. OSA-CBM adds data structures and 
defines interface methods for the functionality blocks defined 
by the ISO standard. Whereas the ISO-13374 standard 
provides guidelines on how to develop a condition monitoring 
system, OSA-CBM provides additional tools for 
implementation. Its goal is to promote the adoption of the 
CBM paradigm. 
4.2 eMaintenance Cloud (eMC) 

 Scattered and fragmented databases cannot be replicated; 
this encourages the use of cloud computing in asset 
management. In such cases, a remote server enables us to 
receive data coming from different machines located in several 
places (the fleet), aggregate these data and make them 
semantically comparable, while considering their different 
contexts: i.e., technical differences (the machines may not be 
exactly the same), operational conditions, historical failures, 
etc. The goal of fleet management is to balance acquisition, 
recapitalization, reset, sustainment, and divestiture decisions 
across systems' life cycles in order to meet equipping and 
operating requirements, achieve optimized budgets, and 
communicate critical knowledge to stakeholders. 
eMaintenance solutions offer a mechanism that supports 
organizations in their transfer of data to handle risk-based 
decisions through system overview. Decisions should be based 
on the understanding of data patterns and relationships. 
Materialized as a set of inter-operable, independent and 
loosely coupled information services, a framework with its 
own inherent infrastructure (i.e. eMaintenance Cloud, eMC) 
can provide fleet-wide, continuous, coordinated service 
support and service delivery functions for operation and 
maintenance. 
In order to baseline the fleet and assess technical feasibility, 
fleet managers must have visibility into global equipment 
inventory and readiness status. This includes having 
knowledge of current configurations, systems, and block 
upgrade information, along with access to real-time asset 
information by system, component, and other customer 
distribution requirements. It also requires the ability to cross-
check the accuracy of the data retrieved from data sources or 
other data management systems accessible to fleet managers. 
Other data needed to baseline fleets and determine technical 

feasibility include planned acquisition fielding, past fielding, 
system losses, system asset position, new or replacement 
systems, joint service requirements, divestiture requirements, 
data interchange requirements, system modifications, and 
funding requirements. By establishing a baseline, fleet 
managers will gain an accurate, common operational picture 
of the fleet, define areas of risk, and develop appropriate risk 
mitigation by recommending courses of action while achieving 
an optimized budget. Each is an integral and significant 
outcome of the fleet management process [16]. 
Beyond implementing a data warehouse and an application 
server, the eMaintenance platform should also support 
infrastructure grounded on Service Oriented Architecture 
(SOA) and Enterprise Service Bus (ESB) architecture based 
on Web Services, to bring together a set of company 
applications in an XML-based engine. The flexible 
infrastructure makes it possible for different parties to develop 
different modules in different development environments.  
4.3 Module interoperability 

 As stated above, local and remote levels should exchange 
information for users to be adequately served. The remote 
service and the eMaintenance platform need data from 
different machines to provide added value services. Therefore,  
service must be defined in the context of end-users’ needs; 
following this, the data that machines should exchange with 
the platform must be defined. 
In terms of connectivity between local machines and remote 
servers, the availability of full permanent remote connection 
cannot be assumed. 

4.3.1 Local-Remote module connectivity 
Communication between machine tools and a remote data 
warehouse server can be handled in several ways: 

 Machine directly connected to the Internet: VPN 
connection; direct transmission via Internet (HTTPS, 
FTPS); mail server; GSM card connection… 

 Machine not directly connected: the user must 
periodically retrieve the data exports, and transmit 
them by creating an email attachment or using FTP. 
Another option is to upload the files to the server 
manually.  

Various standards of reference guide the information exchange 
between different systems. Standardization is crucial, as it 
facilitates data interchange between different applications. A 
common language is a key component of standardization, as it 
facilitates the collaboration of various agents and the 
integration of information systems. 
O&M activities are standardized by different organizations on 
different levels of abstraction. Although there is no single 
standard, the activity models, information exchange patterns 
and data models can be standardized. Formal data 
descriptions, such as XML schemas, can be extracted from the 
data models and used in content based information system 
integration, while activity models help in the analysis of 
business processes. 
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Operators, maintenance personnel, original equipment 
manufacturers, part suppliers and engineers have always 
wanted to have information about the condition of equipment 
assets at their fingertips when they need it. However, this 
information is not shared because it is split on different 
information systems which are not interconnected; these 
systems include manufacturer’s data, operational data, 
condition monitoring data, diagnostic, reliability data, etc. 
Interconnectivity of the islands of engineering, i.e., 
maintenance, operations, and reliability information, is 
embodied in MIMOSA’s Open Systems Architecture for 
Enterprise Application Integration (OSA-EAI) specifications. 
Adopting these specifications offers advantages to 
maintenance and reliability users; it facilitates the integration 
of the asset management information and saves money by 
reducing integration and software maintenance costs. It is 
equally advantageous for technology developers and suppliers, 
because it stimulates and broadens the market, allows 
concentration of resources on core high-value activities rather 
than low-value platform and custom interface requirements, 
and provides an overall reduction in development costs. 
 
5 Data management 
    The evolution of the data throughout the eMaintenance 
process is governed by the platform. Here, two crucial aspects 
must be contemplated: the representation of the data in a 
formalized and standardized way that allows sharing the data 
easily, and the sharing process itself.   
5.1 Data mutation 

As explained previously, for a local CBM module, one of 
the most important issues is defining the component 
fingerprint and, thus, the component health. 
To obtain the component fingerprint, data must pass through 
several stages to find the most important features of the 
collected signal, i.e. Knowledge Discovery in Databases (also 
known as Data Mining). The first step requires processing the 
data to obtain a prepared and reduced dataset using various 
techniques: time synchronous averaging or windowing, for 
instance. 
  

 

Figure 2 Overall Architecture 

At a second stage, features are selected and extracted from the 
prepared data. This selection it is not yet a minimum feature 
set, however. Feature extraction is a common term used in 
pattern recognition and image processing. To classify a 
fingerprint, some characteristics are extracted for future 
identification and comparison. Features extracted are used to 
characterize properties of a component’s condition. 
Implementation techniques are commonly used for vibration 
analysis [17] and motor current signal analysis [18]. Most 
methodologies are applied to the signal in the time and 
frequency domains. 
In the time domain, a number of statistical parameters are 
used: root-mean-squared (RMS), peak value, crest factor, 
kurtosis, skewness, clearance, impulse and shape factor, 
average, median, minimum, maximum, variance and deviation. 
These parameters attempt to capture unusual behavior and/or 
impacts associated with early degradation stages and faults 
[14]. 
Frequency domain analysis refers to the mathematical 
functions or signals related to frequency, rather than time. Fast 
Fourier Transform (FFT) or wavelet transform (see for 
example [19]) are techniques to consider. In the frequency 
domain, frequency bands may differ based on the design of the 
machine. 
At this stage, condition assessment and forecasting are done 
with the selected features, using such techniques as support 
vector machine, self-organizing map, artificial neural network, 
or regression methods. 
A reduced set of relevant features is derived and compared to 
the fingerprints’ time values. This provides the health 
assessment of the machine. 
5.2 Data depiction 

 Ontology involves formal specification of knowledge in a 
domain by defining the terms (vocabulary) and relations 
among them [20]. Ontologies are composed of classes, 
descriptive concepts, class properties, and classes’ 
relationships and instances. 
Ontologies represent a suitable modeling method to provide 
common semantics and to query heterogeneous databases. 
Reference [21] states an ontology process enables: sharing 
common understandings of the structure of information among 
people or software agents, making domain assumptions 
explicit, defining concepts and knowledge and making domain 
inferences to obtain non-explicit knowledge. 
Web Ontology Language (OWL) facilitates the definition of 
generic conceptualizations that can be used in multiple 
domains; it enables the creation of Web-based applications, 
such as a module of an eMaintenance platform [22]. 
OWL provides inference capabilities with plugged reasoners 
which perform consistency checking. Hence, there is the need 
to ensure that ontology is built correctly, in the sense that no 
syntactic error or inconsistency remains in it. In addition, 
explicit and manually constructed classes that belong to 
taxonomy constitute an asserted hierarchy, but thanks to OWL 
reasoners, an inferred hierarchy is automatically computed, 
allowing us to infer new knowledge. 
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5.3 Data sharing 

A remote platform aims to provide openness and 
connectivity of the components installed in each machine and 
to guarantee the added value remote services. Modern day 
information technologies have resulted in a set of principles 
for designing and developing software as interoperable 
services, also known as SOA. SOA consists of the 
implementation of a platform containing several services. 
These services are business process oriented resources 
representing the possibility of performing tasks that ensure 
coherent functionality from both the provider and the 
consumer points of view. Within the operation and 
maintenance context, eMaintenance solutions provide a 
mechanism that supports organizations in transferring data to 
enable decision-making from a system perspective, and 
facilitates their understanding of data relationships and 
patterns. 
SOA software architecture aims to implement an information 
system comprising independent but interconnected services. In 
that sense, the objective of SOA is to decompose 
functionalities in a set of services and describe their 
interactions. 
From a technical point of view, SOA defines software in terms 
of discrete services, implemented using components that can 
be called upon to perform a specified operation for a specific 
business task. The SOA concept changes the existing software 
concept of a function—a specific piece of code that performs 
one particular task—to include the notion of a contract, a 
technology-neutral but business-specific representation of the 
function [17]. 
In that sense, SOA considers different elements such as the 
service concept and the service provider, consumer and 
broker. These elements interact to perform business tasks. The 
roles of SOA can be described as follows: - Service: self-contained business function that accepts 

requests and returns responses through a well-defined 
standard interface. - Service Provider: the function which performs a 
service, i.e., the owner of the web services. It 
registers the services with a Service Broker (registry), 
and it publishes information about the service to the 
service broker in standard format. - Service Consumer: the function which uses the result of 
the services supplied by a provider, i.e., the user of 
the web services. It searches the registry provided by 
Service Broker and gets the information about the 
service. It builds the request message and sends to the 
Service Provider and gets the response back.  - -Service Broker: provides a registry of available 
services, i.e., the registry of the web services. The 
requester builds the request message, sends it to the 
service and gets a response.  

Benefits of using this type of architecture are:  reusability 
promotion, modular programming, better flexibility and easy 
to maintain services. SOA promotes the goal of separating 
users (consumers) from the service implementations. Services 

can, therefore, be run on various distributed platforms and 
accessed across networks.  
SOA is implemented using new technologies and is principally 
based on XML and Web Services. Web services consist of 
exposing one or more applications (i.e. services) to an Internet 
network. These services can propose simple functions or a set 
of tools to compose a complete application. The following 
open standards are regularly used: - SOAP (Simple Object Access Protocol): an XML based 

protocol specifying envelope information, contents 
and processing information for a message. - WSDL (Web Services Description Language): an 
XML-based language used to describe the attributes, 
interfaces and other properties of a Web service. A 
WSDL document can be read by a potential client to 
learn about the service. - UDDI (Universal Description Discovery and 
Integration): a specification for creating an XML-
based registry that lists information about businesses 
and the Web services they offer. Though 
implementations vary, UDDI often describes services 
using WSDL and communicates via SOAP 
messaging.  

As explained previously, SOA defines a method to design 
applicative interactions between different distributed 
components. This method is based on the services which are 
executed by a supplier component for a consumer. One of the 
properties of such a method is that it allows a component to be 
on different systems and distributed over various networks. 
SOA is based on services invoked through interfaces and 
vocabulary common to all agents (supplier and consumer). 
The more advanced these elements are in terms of modeling, 
the more advanced the services are in terms of different 
treatments and larger evolutions. SOA allows the architecture 
to be flexible and adaptable to many situations. 
As a result, the eMaintenance platform enables the integration 
of other applications by acting as a hub of technologies. As it 
includes a Service Oriented Architecture foundation and web-
based technologies, the platform offers openness and 
integration, with (web) services sharing data and results with 
other applications to help users cope with various business 
organizations and models (e.g. fleet monitoring application 
with expertise center, multi-site applications with expertise 
center, multi-client and multi-site, etc.) within an integrated 
enterprise architecture. The openness and flexibility of the 
SOA platform offers many possibilities, supporting data 
acquisition, storage, and transportation and contributing to 
service implementation at the remote level. 
Finally, the service-based principle of the SOA design offers 
the possibility of using a methodology based on service 
composition and service reuse. 
 
6 Conclusions 
 As the paper shows, the suggested architecture deals 
satisfactorily with the integration of different data formats 
through a combination of local and remote modules, in spite of 
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their disparate nature and granularity. The paper also suggests 
the possibilities inherent in an architecture that allows the 
monitoring of machine tool performance to support proactive 
degradation detection through the analysis of the current 
signal, enhanced by the application of several data 
transformations extracting the required information.  
The sharing capabilities of the proposed platform provide an 
excellent opportunity to improve work already done in the 
area by facilitating communication with the most up-to-date 
and powerful methods currently used in the maintenance 
arena. 
In summary, eMaintenance, or most recently Maintenance 4.0, 
provides forecasting capabilities to determine machine health 
in order to optimize maintenance actions and maximize the 
productive capacity of assets, expanding their lifespan. 
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Abstract— We characterize the commercial behavior 
of a group of companies in a common line of business, 
or network, by applying small ensembles of classifiers 
to a stream of records containing commercial activity 
information. This approach is able to effectively find a 
subset of classifiers that can be used to predict 
company labels with reasonable accuracy. 
Performance of the ensemble, its error rate under 
stable conditions, can be characterized using an 
exponentially weighted moving average (EWMA) 
statistic. The behavior of the EWMA statistic can be 
used to monitor a record stream from the commercial 
network and determine when significant changes have 
occurred. Results indicate that larger classification 
ensembles may not necessarily be optimal, pointing to 
the need to search the combinatorial space spanned by 
the classifiers in a systematic way. Results also show 
that current and past performance of an ensemble can 
be used to detect when statistically significant changes 
in the activity of the commercial network have 
occurred. The dataset used in this work contains tens 
of thousands of high level commercial activity records 
with continuous and categorical variables and 
hundreds of labels, making classification challenging. 
Key Words: Ensemble classifiers, EWMA, 
optimization. 

1. Introduction 
Approaches to mine and analyze streaming data that use 

a single classifier or a fixed ensemble assume that the 
classifiers at hand are, as a set, optimal for the problem 
under consideration. Under evolving conditions and at the 
rate at which data streams are generated in today’s 
commercial, scientific, and security environments, it is 
unlikely that a single classifier, or even a fixed ensemble, 
can reliably provide an acceptable level of performance 
for a prolonged period of time. In addition to making 
reliable predictions in high volume data streams, 
researchers and analysts may also be interested in using 
classifiers to detect when the behavior of the data has 
changed significantly`. Significant changes in the 
predictive performance of a classification system signal 
the need for an analyst to get involved, determine the 
cause, and decide if the classifiers need to be updated. 
This situation is difficult when multivariate and complex 
data streams are involved, such as those considered here, 
containing large scale business activity of companies in 
the private sector. 

Working with classification ensembles can be 
challenging because of the size of the combinatorial space 
that needs to be explored when searching for an optimal 

set for the current operating conditions. Exhaustive search 
is only possible if the number of distinct classifiers 
available is relatively small, while larger spaces can only 
be partially explored. Researchers in [1] investigate the 
performance of 15 classifiers on a variety of datasets 
using several search methods and optimality criteria and 
find that, in general, the best results are produced when 
using a direct search approach for the selection of an 
optimal ensemble. They also find that using a criterion 
that correlates strongly with the overall classification error 
to determine performance produces better results than 
using other measures of classifier diversity. 

Even when an optimal ensemble can be found, it may 
remain so only for a narrow period, since high volume 
data rates usually mean that only a relatively small 
window of records is available to characterize the data 
stream and train the classifiers. The selection of an 
adequate window of training data can in itself be a 
difficult problem. Results in [2] indicate that using a fixed 
number of records can be problematic, since a wide 
window may make classifiers insensitive to trends and a 
narrow one may result in classifiers that simply chase the 
noise in the data. For this reason, it is important to detect 
when significant changes in the underlying distribution of 
the data stream have occurred. 

An additional difficulty arising when applying a 
classification ensemble to a data stream is determining 
how and whether the ensemble should be modified. In [3] 
examples are presented of a dynamic weighted majority 
ensemble method where individual classifiers (also called 
base learners or experts) are selected based on the 
performance of the ensemble. In that approach, new 
individual classifiers are added to the ensemble when a 
threshold of poor performance by the current ensemble 
has been crossed, while the influence of some base 
learners currently present may be down-weighted if their 
individual performance is poor. Results in [3] are 
encouraging, but the size of the ensembles considered can 
become large, unless this number is explicitly restricted. 

To address the issue of the changing nature of 
streaming data, also known as concept drift, and the 
detection of a point where new records should be obtained 
for training and selecting a new ensemble, we propose the 
use of an exponentially weighted moving average statistic 
to detect significant concept drift and the use of a small 
population of classifiers to build a classification system. 
In our approach, different combinations of individual 
classifiers are used to find an ensemble that is optimal for 
the current conditions and that can help estimate the effect 
that each individual classifier has on the overall 
classification rate. The ensemble selected can then be 
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applied to a stream of new records for as long as a stable 
and acceptable level of performance is maintained. In this 
way, a new window for re-training and finding a 
potentially new classification ensemble can occur only 
when necessary. 

We demonstrate this approach though an example using 
a set of commercial records from nearly 400 companies in 
the automotive field. Characterizing this set is challenging 
because it contains continuous and categorical features 
and because the records can be relatively vague and prone 
to contain erroneous entries caused by humans entering 
the data. This means that perfect classification may not be 
achievable. 

2.  Materials and Methods 
The PIERS records (Port Import/Export Reporting 

Service, [4]) database contains international trade 
information from vessels arriving to or departing ports in 
the U.S. The database contains millions of records with 
information such as port of entry/departure, estimated 
value of the shipment, tonnage, and brief descriptions of 
the contents of the shipment, among many other fields. 
The information in the PIERS records can be used to 
research whether and what kinds of relationships exist 
between certain commercial entities, and, as shown in [5] 
and [6], is a useful source of data in business analytics. 

The data available in the PIERS database can be 
challenging to analyze because the number of features, or 
fields, available for each shipment is large and the fields 
include numerical, categorical and text data. The 
information available in PIERS can also be fairly 
ambiguous, such as when a single tariff code is used to 
describe the contents of a shipment, and the code may 
cover a wide variety of items. In spite of this, PIERS 
records contain valuable information about the activity of 
commercial actors, and this information can be aggregated 
and analyzed in ways that are meaningful for describing 
the behavior of companies operating in a business group 
or network. 

For the present work, we employed 52353 records for 
the year 2013 for 396 companies in the automotive 
industry. These records are of interest because they contain 
transactional information between commercial actors in 
what can be considered a fairly well defined line of 
business. The first objective of this work was to determine 
if the records can be used by machine learning algorithms 
to adequately classify the companies they belong to. The 
features selected as inputs for the classifiers are shown in 
Table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Name, description and type of the features used to 
build the classifiers 
Feature Name Description Type 

YRMTH Combined year and month 
date of record 

Continuous 

CTRYCODE Code for country of 
origin/destination 

Categorical 

FCODE Foreign port code Categorical 
USCODE US port code Categorical 
HSCODE Harmonized System Code, for 

tariff purposes 
Categorical 

QTY Quantity shipped, integer Continuous 
MTONS Metric Tons shipped Continuous 

TEUS Twenty-Foot Equivalent 
Units, integer 

Continuous 

VALUE Estimated value, USD Continuous 
CONVOL Container Volume, m3 Continuous 

 
This set of records is challenging for classifiers because 

it is highly unbalanced (some companies have thousands 
of records to train on while others have only a few), there 
are more than 80 different countries involved in the trades 
and hundreds of tariff codes used for the items shipped by 
the companies in this network. 

The classifiers employed include a Naïve Bayes (NB) 
classifier, a k-nearest neighbor (k-NN) classifier and two 
classification trees. The classification trees employ 
different split criteria: Gini’s diversity index (GDI) and 
maximum deviance reduction. All results in this document 
were obtained using MatLab [7]. Because only four 
individual classifiers are involved, it was possible to 
explore the performance of different ensembles using a 
factorial approach, where all possible combinations of the 
four classifiers are applied to the same training/testing 
partitions of the data. 

3. Results 
There are 16 classifier combinations, including one 

where none of the four individual classifiers is used. The 
case with no classifiers represents a truly naïve predictor, 
used to establish a lower bound on performance. The truly 
naïve predictor produces labels for new records randomly, 
but in the same proportions as those found in the training 
set. For example, if 50% of the records in the training set 
belong to a single company, the truly naïve classifier will 
predict, with probability of 0.5, that any given record in 
the test set will belong to that particular company. 

The dataset was divided repeatedly and independently 
into training and test sets using a fixed number of records 
for training and testing, and the names of the 396 
companies as labels. This resulted in a training/testing 
partition of roughly 74%/26%. Predicted company labels 
for the test records were obtained directly when a single 
classifier was used, or by averaging scores when more than 
one classifier was involved, breaking ties randomly. The 
process of training and testing was carried out repeatedly 
and independently to assess the performance of the 
classifiers. Boxplots of the fraction of mislabeled test 
records in 10 independent trials are shown in Figure 1. The 
labels on the x-axis of Figure 1 indicate which classifier 
combination was used on the test sets, and the individual 
classifiers are identified in the plot. 
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Figure 1. Boxplots of the fraction of mislabeled records in the test sets over ten independent train/test (76%/ 24%) partitions of 52353 
records. The fraction of mislabeled records in 10 test sets is shown in the y-axis. The x-axis shows the coded values of the individual 
classifier or combination used. The boxes in the plot encompass the first, second and third quartiles, with whiskers denoting the most 
extreme points not considered outliers, and any outliers are marked with crosses. 
 

Figure 1 shows that all the classifiers, alone or in 
combination, perform better than the truly naïve classifier 
used to establish a lower bound. It is also interesting to 
notice that the performance of the Naïve Bayes classifier 
can, in this case, be dramatically improved by combining 
its predictions with those from any other classifier 
available. 

Figure 1 shows that there are several good options to 
choose from when it comes to selecting a classifier to 
predict the labels in this business network. The boxplots 
in Figure 1 can be used to choose the ensemble that 
minimizes the fraction of mislabeled records in a majority 
of test sets. However, the information gathered can also be 
used to estimate the impact that each classifier has on the 
observed error rate. This type of modeling may provide 
insights into how classifier diversity affects the results. 
The error rates obtained in the ten train/test trials that 
produced the results shown in Figure 1 were used as input 
for a generalized linear model, employing the percent 
error as the response. The model for the mean predicted 
percent error rate is: 

  

where NB represents use of the Naïve Bayes classifier, 
kNN represents use of the k-NN classifier, GDI and DEV 
represent use of the respective classification tree, and the 

 are model parameters, which are estimated using 
iteratively reweighted least squares [8]. Model parameter 
estimates and related statistics are shown in Table 2. 
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Table 2. Percent error rate model parameter estimates and 
their corresponding standard errors, t- and p-values 
Model Parameter Estimate Std. Error t-value p-value 

β0 78.10 0.1887 413.78 <0.0001 
β1 -30.20 0.2669 -113.14 <0.0001 
β2 -56.30 0.2669 -210.92 <0.0001 
β3 -56.10 0.2669 -210.17 <0.0001 
β4 -56.10 0.2669 -210.17 <0.0001 
β12 32.20 0.3775 85.30 <0.0001 
β13 41.90 0.3775 111.00 <0.0001 
β14 41.30 0.3775 109.41 <0.0001 
β23 57.20 0.3775 151.53 <0.0001 
β24 57.50 0.3775 152.32 <0.0001 
β34 55.80 0.3775 147.82 <0.0001 
β123 -42.70 0.5339 -79.98 <0.0001 
β124 -42.50 0.5339 -79.61 <0.0001 
β134 -51.00 0.5339 -95.53 <0.0001 
β234 -58.90 0.5339 -110.33 <0.0001 
β1234 53.10 0.7550 70.33 <0.0001 

 
The model with the parameter estimates in Table 2 has 

an R2 of 0.9984, an adjusted R2 of 0.9983 and all of the 
parameters have highly significant p-values. Analysis of 
other performance statistics did not reveal major 
anomalies with the model. The model parameters in Table 
2 show how the presence or absence of each classifier 
affects the predicted percentage error rate, and how 
individual classifiers interact with each other. The model 
can be useful because it can be employed to determine 
what level of improvement can be expected when adding 
or removing a particular subset of classifiers to a stream 
of data that retains the characteristics of the training sets. 

Analysis of the model developed indicates that an 
ensemble that includes the k-NN classifier and the two 
classification trees produces the best predicted mean 
percentage error rate. However, the analysis also indicates 
that using any one of those three classifiers alone would 
produce results that are nearly as good. The model and 
parameter estimates also provide information of how the 
diversity in this set of classifiers affects the accuracy of 
the ensemble. As shown in Figure 1, the ensemble that 
contains all four classifiers does not result in the best rate 
of correct predictions for this particular dataset. 

After selecting an ensemble with good performance, a 
key question that remains when applying the ensemble to 
streaming data is how to detect concept drift. A 
classifying ensemble can be expected to maintain a stable 
level of performance only as long as the characteristics of 
the new records remain more or less the same as those in 
the training data. For this reason, it is important to know 
when the behavior of the data stream has changed 
significantly, so that an analyst or monitoring system can 
be alerted and a new set of classifiers trained under the 
new conditions.  

Selecting and training a new classification ensemble 
involves not only additional time and effort, but it also 
means that, during this time, classification of currently 
available data has to be put on hold. If the streaming data 
has not changed in meaningful ways and an ensemble 
with good performance is available, stopping to acquire 
new training data and selecting a potentially new 
ensemble is wasteful and could result in a process that 

may simply chase the natural noise in the data, increasing 
the variability of the predictions. 

Monitoring the performance of a classification 
ensemble involves assessing when, and whether, a 
significant change in the data stream has occurred. 
Because the performance of a classification ensemble can 
be measured by its error distribution [9], it is important to 
find a way to detect when significant changes in the 
misclassification rate have occurred. 

For this work, the performance of an ensemble is 
measured using an Exponentially Weighted Moving 
Average (EWMA) applied to a measure of classification 
error (see [10] for an excellent introduction to the 
EWMA). An EWMA is a weighted average of current and 
past observations, and it has been used extensively to 
monitor performance in industrial and scientific settings 
[11], [12]. 

Performance of a classification ensemble applied to 
streaming data can be characterized and monitored by the 
number of misclassified observations in a fixed number of 
records. In this work, the number of misclassified 
observations in every ten records was used. If ct is the 
number of misclassified observations at period t, that is, a 
period that involves ten consecutive records, then the 
EWMA statistic at period t is given by: 

 
 

 
where the value for z0, needed for the first set of ten 
records (t=1), is computed as the average number of 
misclassified observations per ten records in the data used 
to train the ensemble. The EWMA statistic can be 
monitored using control limits given by: 
 

    and     

 
where UCL is the Upper Control Limit, LCL is the Lower 
Control Limit,  is the average rate of misclassification in 
every ten records in the training data, and k and λ are 
constants chosen so that, if no concept drift is present, the 
EWMA statistic remains relatively stable and within the 
control limits. Values of k = 3 and 0.05 ≤ λ ≤ 0.25 are 
common in practice, but other values can also be used 
[10]. The LCL and UCL need to be calculated using a 
training set that is representative and stable, that is, data 
where no concept drift has occurred. 

To test the usefulness of the EWMA in detecting 
concept drift, the records used to generate the results 
shown in Figure 1 and Table 2 were used to compute 
LCL, UCL and EWMA values to monitor the error 
produced by the optimal classification ensemble. As 
stated previously, the number of misclassified 
observations in every ten records in the training data was 
used to compute the EWMA statistic and calculate the 
LCL and UCL values. Misclassification rates were 
obtained using predictions from an ensemble containing 
the k-NN classifier and the two classification trees. A plot 
of the EWMA statistic for 12,000 test set records, k =2.7 
and λ = 0.08 is shown in Figure 2. 
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Figure 2. EWMA plot for 12000 test records. Training data for 
the number of misclassified observations in every ten records 
and a classification ensemble that includes the k-NN classifier 
and the classification trees with the GDI and deviance split 
criteria were used to compute the centerline, LCL (bottom 
horizontal line) and UCL (top horizontal line) shown in the plot. 
 

Figure 2 shows the behavior of the EWMA for the 
optimal ensemble applied to test records, that is, records 
that were not used in training the classifiers. The statistic 
plotted in Figure 2 shows that the ensemble remains stable 
around the center line, with fluctuations showing the 
natural variability of the classification process. Figure 2 
indicates that the error rate for the ensemble selected 
remains close to two observations mislabeled in every ten 
records, which is consistent with the behavior for this 
ensemble in Figure 1. 

It is of interest to determine if the EWMA shown in 
Figure 2 can be used to detect changes in the behavior of 
companies in this particular business network. These 
changes may come about if, for example, one or more 
companies in the set start producing shipment records that 
are more commonly associated with other companies in 
the network. This type of change in behavior could be the 
result of individual companies making incursions into 
new markets or entering new lines of business, 
information that would be of interest to business analysts. 

To investigate if this type of change would result in a 
significantly different behavior of the EWMA statistic, 
test sets were produced where the labels for records from 
a pair of companies were exchanged. This swap impacts 
around 6% of the total number of records in the test set, 
leaving the majority of the records unchanged. Using the 
same EWMA parameter values shown in Figure 2 on the 
test set with changed records for two companies produces 
the results in Figure 3. 

 
Figure 3. EWMA plot obtained using test data where the labels 
for the records of two out of the 396 companies (involving 
around 6% of all test records) were exchanged. The classifier 
ensemble, center line, LCL and UCL are the same as those in 
Figure 2. 
 

Figure 3 shows that the EWMA statistic crosses the 
UCL early on, signaling that the process has drifted 
significantly. Figure 3 also shows a very clear upward 
shift in the level of the EWMA, with a large majority of 
the points in the plot falling above the centerline, 
providing more evidence that a significantly larger than 
expected number of misclassifications per set of ten 
records is occurring.  

In practice, predictions by the optimal ensemble would 
be stopped immediately after the UCL has been crossed, 
since this is an indication that the process has drifted. At 
that point, an analyst would determine if a cause for the 
signal can be found (erroneous record keeping, for 
example), or if this behavior represents the new state of 
the commercial network. Only if the latter is true, a new 
ensemble of classifiers would need to be trained under the 
new conditions, from which new LCL and UCL values 
would be calculated. 

4.  Conclusions and Future Work 
We have presented an approach for modeling the 

performance of a classification ensemble and used a 
measure of that performance to detect process drift. The 
example presented involves application of a classification 
ensemble to a set of commercial records involving a group 
of companies in a common line of business. The case 
considered is challenging because of the relatively large 
number of records involved, the variety and coarseness of 
the predictors and the relative lack of information 
available for some of the companies in the network.  

Performance of four different classifiers, alone and in 
combination, was investigated and it was found that, in 
this case, the most complex classification ensemble is not 
optimal. Several choices of classifiers, including use of 
some single classifiers, produce optimal or nearly optimal 
predictions. This is an indication that the combinatorial 
space available when multiple classifiers are used should 
be explored in a systematic way, and that practical 
considerations, such as the time needed to train and 
evaluate different ensemble combinations, should be 
considered as part of the overall ensemble design strategy. 
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The approach presented to evaluate classification 
performance involves monitoring a meaningful measure 
of the misclassification rate, in this case errors in every 
ten new consecutive records in the data stream. We have 
shown that the use of an exponentially weighted moving 
average statistic measuring this proportion of 
misclassifications is an effective and relatively simple 
way to detect when significant changes in the behavior of 
the data stream have occurred. In the example presented, 
the EWMA is able to detect when a change impacting 
fewer than 10% of the records in the test set has occurred, 
suggesting this as a promising tool for detecting concept 
drift, minimizing the number of interruptions and effort 
involved in re-training a new classification ensemble. 

In the near future, we plan to apply this methodology to 
data streams from other technical and business areas with 
the goal of developing a general approach for detecting 
concept drift in the context of small classification 
ensembles. 
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Reliability Evaluation of Underground Power Cables
with Probabilistic Models

Hassan M. Nemati, Anita Sant’Anna, Sławomir Nowaczyk

Abstract—Underground power cables are one of the fun-
damental elements in power grids, but also one of the more
difficult ones to monitor. Those cables are heavily affected by
ionization, as well as thermal and mechanical stresses. At the
same time, both pinpointing and repairing faults is very costly
and time consuming. This has caused many power distribution
companies to search for ways of predicting cable failures based
on available historical data.

In this paper, we investigate five different models estimating
the probability of failures for in-service underground cables.
In particular, we focus on a methodology for evaluating how
well different models fit the historical data. In many practical
cases, the amount of data available is very limited, and it is
difficult to know how much confidence should one have in the
goodness-of-fit results.

We use two goodness-of-fit measures, a commonly used one
based on mean square error and a new one based on calculating
the probability of generating the data from a given model.
The corresponding results for a real data set can then be
interpreted by comparing against confidence intervals obtained
from synthetic data generated according to different models.

Our results show that the goodness-of-fit of several com-
monly used failure rate models, such as linear, piecewise linear
and exponential, are virtually identical. In addition, they do
not explain the data as well as a new model we introduce:
piecewise constant.

I. INTRODUCTION

Electric power transmission and distribution networks

consist of different types of cables, some of which have been

installed more than 50 years ago, and some are newly added

to the network. The major problem with these power cables

is the lack of efficient condition monitoring methods [14].

Power outages, i.e. the unavailability of electricity supply

due to faults, have many undesirable effects and are a

high cost to the society as a whole. Loss of production,

cost of repair, and customers’ dissatisfaction are some of

the important factors to be considered when analyzing the

impact of outages. For institutions like hospitals, airports,

and train stations, power outages can be disastrous.

There are many different reasons for power outages.

According to a study by the Edison Electric Institute [10],

70 percent of power outages in the USA are weather related

phenomena such as lightning, rain, snow, ice, etc. Another

11 percent of outages are caused by animals, such as

birds, coming into contact with power lines. To reduce the

impact of such incidents, many power electric companies are

moving towards underground transmission and distribution

lines. However, underground cables may also cause outages,
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Halmstad University, Sweden. Email addresses: hassan.nemati@hh.se,
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most commonly due to insulation degradation and ruptures

in conductors.

One drawback of underground cables is that the procedure

for finding the exact place of failure is harder, since no visual

inspection can be performed. In addition, even when a fault

is localized, the process of digging the ground to reach the

cable, and also repairing the cable, is more difficult and

requires more skill than for aerial cables.

Many governing bodies are continuously increasing re-

quirements put on distribution companies concerning the

acceptable number and duration of power outages. In ad-

dition, in many areas of life, society is more and more

relying on electrical power. Consequently, there is a great

need for better methods to determine the condition of the

in-service underground cables and their remaining useful

life. In particular, it is important that those methods are cost

effective.

In this paper, we analyze five different models to esti-

mate the relationship between the age and failure rate in

underground high voltage cables. In addition to commonly

used models (linear, piecewise linear, and exponential), we

also consider constant and piecewise constant models. In

particular, we focus on the methodology for evaluating how

well different models fit the data. As is common in this

domain, the amount of data we have available is very limited,

and it is difficult to know how much confidence should one

have in the goodness-of-fit results.

We calculate the empirical failure rates based on real data

of over fifty years of historical faults from a small European

city. The data comes from historical databases at Halmstad

Energi och Miljö (HEM Nät), one of the Swedish electricity

distribution companies.

The remaining of this paper is structured as follows.

Background and related work is presented in section 2.

In section 3 we explain the proposed model evaluation

methodology, and we describe our experiments and results in

section 4. We summarize our contribution and discuss future

work in section 5.

II. BACKGROUND AND RELATED WORKS

A mathematical model that represents the current condi-

tion of a cable is known as the state of the cable [13]. The

state represents the condition of the cable at a given point

in time. Owing to the fact that the cables are laid under

the ground, their current state is not directly observable.

Depending on the amount of available information, one can

estimate the state in different ways, using different models.

Clearly, if the information about the cables increases, the
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representing model becomes more precise. However, there

is a tradeoff between the cost of collecting additional data

and the benefits such data would provide.

There are mainly two methods for condition assessment

of underground cables. The first is measuring the cables’

condition by using different types of diagnostic and stress

test analysis such as partial discharge (PD) and dielectric

losses. The second is mining historical information such as

age of the cables, and previous failures.

The condition of power cables can be measured in two

ways: using on-site testing [6], [7], [9] or laboratory testing

[16]. On-site testing is performed directly on the in-service

cables. In the laboratory testing, first, a new cable undergoes

accelerated aging processes to simulate the condition of aged

cables, which are then analyzed. In both of these methods

the amount of PD, oil analysis, and bulk properties of

insulation, e.g. tang δ measurement, are used to determine

the cables condition. The tang δ measurement is a diagnostic

test conducted on cables’ insulation to measure their deteri-

oration. In fact, the tang δ measurement is used as the loss

factor of the insulation material which will increase during

the aging process. The assessment of the in-service cables

should be performed every 3-5 years and the results classify

the investigated cables into different categories based on

which future maintenance can be performed. Both of these

measurements are very costly and complex processes.

The historical data analysis is usually performed in one

of the two ways. The first is based on Crow-AMSAA and

reliability growth model [1], [2], [8], [14]. Based on the

time duration between each recorded failure in the system,

historical failures are modeled using a Weibull distribution.

This Weibull model is then used to estimate the time to

the next failure, usually in the whole system, i.e., for all

underground cables, without any distinction between aged

and new cables. In other words, all the cables are considered

to be in the same condition, regardless of their age, type, and

other factors.

In the second historical data analysis method, in addition

to the previous failures, other information such as age, and

insulation condition are used to model failure rate [11],

[12], [18]. Bloom et al. [3], [4] used historical data for age

and number of previous failures as “observable condition”;

and experts’ judgment for insulation degradation condition,

environmental stressor, and effect of the previous failures as

“unobservable conditions”. By using the historical data and

the experts’ knowledge they modeled the changes in cables’

condition probabilistically, i.e., given the current state of a

cable, what is the probability of different cable states in the

future. Of all the factors used in their work, only age and

historical failure rate are extracted from actual data, and all

the rest of the information is based on the experts’ judgment.

The failure rate model is usually used for estimating the

expected number of future failures. One important aspect

is that future failures are influenced by the replacement

strategy employed, which is one of the possible solutions for

electric power companies to reduce the number of outages.

Replacement actions, also known as rejuvenation, is the

procedure of replacing the old and faulty parts with new

cables. There has been some research analyzing how the

replacement of old cables reduces the number of expected

failures and improves reliability, for example [11] and [12],

however, the majority of work in the field does not take

rejuvenation into account.
In general, there are three types of underground cables

widely used in distribution power grids [5]:

• Oil-Filled cable

• Paper Insulated Lead Cover cable (PILC)

• Cross-linked Polyethylene cable (XLPE)

Before development of XLPE cables in 1993, PILC cables

were the most common installed underground power cables

[15]. Their estimated expected lifetime is declared to be

around 40 years [17], but they have been used for more than

that in many transmission and distribution grids. In these

grids, the problem of degradation of underground cables due

to aging is becoming more and more severe.
The old Paper Insulated Lead Cover (PILC) cables, which

are of main concern in this study, are heavily affected by a

number of factors such as ionization, thermal breakdown as

well as electrical and mechanical stresses [5]. Since the paper

insulation is made of cellulose, the quality of the insulation

degrades over time and causes more frequent breakdowns.

One way to decrease the corrosion speed and cable fragility

is to fill the paper insulation with oil.
There are several important factors that accelerate the

aging process in PILC cables. The ones most commonly

mentioned in the literature are cyclic overloading, thermal

breakdown, PD, irregular load pattern, direct or indirect

spiking, inadequate depth in the ground, and very low

temperature.
Cable joints, which are part of the underground cables, can

also cause outages in the network. The jointing is the act of

reconstructing two cables to become one. It is used when

a longer cable is needed or when a part of an old cable is

replaced with a new cable. A joint is usually the weakest

part of an underground cable and it is affected by three

types of stressors: thermal, electrical, and mechanical stress.

Mechanical stress and water ingress are the main causes of

failures in cable joints [5]. The fault in the joints might affect

the conductor, insulation, or sheath. The sheath of the joints

get corroded due to overloading and the chemicals present in

the soil over a period of time. This increases the chance of

moisture seepage into the joint, which subsequently causes

failure.
In this work, we only use available historical data to

compute failure rate. This approach is not as accurate as

performing direct measurements on individual cables, but is

often preferred in practice since mining the available data

to find a model is significantly cheaper than performing

laboratory or field tests.

III. METHODOLOGY

It is well known that by analyzing historical information of

cables inventory, it is possible to predict the future failures in
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cables with some degree of accuracy. One common example

is modeling the failure rate for a particular type of cables.

We use historical data from a small European city to estimate

the parameters of the model. This model can then be used

to predict future faults for different cables.

In particular, in this paper we focus on the failure rate for

PILC underground cables at a certain age. Note that there

are several other factors affecting failure rate variation in

cables, such as number of joints, history of previous failures,

environmental stressors, usage patterns, manufacturer and

cable type, etc. Here, however, we only consider the age

and the number of historical faults to estimate failure rate.

To estimate failure rate we need to have access to his-

torical databases containing information such as installation

year, date of previous failures, and the age of the cable at

the time of failure. Furthermore, to calculate the proportion

of faulty cables over total cables, we need to know the total

length of all the in-service cables during each year.

The process of calculating the failure rate, estimating

model parameters, and finally, evaluation of the results is

described below, as shown in Figure 1.

A. Pre-processing

Due to the requirements explained above and the available

databases, we have selected cable inventory data set. This

data set contains historical information about both the in-

service and destroyed cables that have been installed since

1908 in Halmstad power distribution grid. Each cable is

described with a unique ID and the transmission line to

which it belongs, as well as additional information such as

insulation type, conductor size, installation year, length, etc.

In this work, we only analyze in-service high-voltage PILC

cables.

A transmission line between two cable boxes consists of a

number of cables. According to the data set, the total number

of high-voltage transmission lines containing PILC cable is

about 500.

The cables in a line may have different installation years.

We assume that the initial installation year of the line is the

earliest installation year among all cables in the group.

In addition to length of in-service cables, we require

information about past failures. In our case the historical

failure database could not be directly linked to the cable

information, since the two use different asset identifiers.

Therefore, to identify past failures, we use the assumption

that short cables in any given line are artifacts of previous

repairs. Therefore, we consider each cable of length smaller

than 20 meters to correspond to a failure in the line. The

failure is assumed to have taken place in the year of the

installation of the short cable, and to take place in the

oldest cable within this line. Those assumptions are not fully

accurate, but we have confirmed, through discussions with

domain experts, that they are realistic.

B. Failure rate estimation

Failure rate is the frequency with which a system or

component fails within a given unit of time. This definition

Fig. 1. Overview of the model creation and evaluation process.

can be naturally extended to a population of systems, for

example a network of cables. In this work we consider

the number of failures per year per kilometer. The general

equation for the empirical failure rate is:

FR =
N

L
,

where N is the number of failures in a year and L is the

total length of in-service cables.

There are many factors that influence the failure rate, how-

ever, in this work we only focus on cable age (understood

as the number of years between installation of the cable

and the time of the failure). It is a well-known fact that the

likelihood of failure changes with age. Therefore, we express

the empirical failure rate for underground cables at age α as

the total number of failure that happened to cables at age

α, denoted N(α), divided by the total length of cables that

were in-service at age α, denoted L(α):

FR(α) =
N(α)

L(α)
.

Among several factors affecting failure rate, we only

consider the factors that can be estimated from the historical

databases we have access to: installation year of each cable

(age), length, voltage class (high voltage or low voltage),

and failure history: number of failures, and age at time of

failure.

C. Modeling and parameter estimation

A failure function, λ(α), is a function that describes

changes in failure rate depending on age. Figure 2 shows

a commonly used model that represents the failure function

known as the bathtub curve [11]. The model begins with

a high failure rate (infant mortality), followed by fairly

constant failure rate (useful life). Finally, the failure rate

increases again as the component reaches the end of its life

(wear-out).
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Fig. 2. Bathtub curve of typical failure rate for components.

When discussing power cables, we are particularly inter-

ested in modeling the “wear-out” time and the effects of

aging process on failure rate. It is commonly believed that

the failure rate increases as cables get older.

Our goal is to find an appropriate failure function λ(α).
To this end, we investigate five different models and evaluate

how well, the empirical failure rates fit each model. Observe

that we do not specifically consider the “infant mortality”

period in this analysis.

We have decided to perform experiments using five dif-

ferent failure functions. The three commonly used models in

statistical analysis are linear, piecewise linear, and exponen-

tial. In addition to these, we have also investigated constant

and piecewise constant models.

Constant: This model is described by a constant line with

the failure rate equal to λ(α) = μ , where μ is the mean

failure rate value of all the empirical data points FR(α).

Piecewise constant: This model is constructed by two

constant lines at different values, μ1 and μ2, where μ1 is

the mean failure rate before Tpwc and μ2 is the mean failure

rate after Tpwc.

λ(α) =

{
μ1 if Tpwc ≤ α
μ2 if Tpwc > α

Linear: The linear model is specified by a linear function

with two parameters: slope ml and intercept bl. In this

model, the increment of failure rate between two consecutive

time points is constant.

λ(α) = ml(α) + bl

Piecewise linear: This model represent the failure rate to

be constant at the beginning up to age Tpwl, and then failure

rate grows linearly with slop mpwl. Therefore, the function is

specified by three parameters, the constant failure rate bpwl,

the time which failure rate starts to increase linearly Tpwl,

and the slop mpwl of the line.

λ(α) =

{
bpwl if Tpwl ≤ α
mpwl · (α− Tpwl) + bpwl if Tpwl > α

Exponential: this distribution is described by the function:

λ(α) = β · eβ·α

For each model, the corresponding parameters are calcu-

lated by Levenberg-Marquardt optimization algorithm im-

plemented in Python scipy library, minimizing the mean

square error.

After parameter estimation, we need to evaluate how well

do the empirical data points fit each model. This can be done

by using different goodness-of-fit measures.

D. GOF evaluation

In this study we employ two goodness-of-fit measures;

the first is based on calculating the probability of generating
the data from a given model (PGD); the second is based on

mean square error between the data and the model (MSE).

In the PGD measure, for each age, the value of the

failure function λ(α) at that age is considered to be the

mean value of a normal distribution. The variance of this

normal distribution is computed from the empirical data

points. At each age, the cumulative probability function is

used to calculate the probability that a given data point

belongs to the normal distribution centered around the failure

function. Finally, the calculated probabilities for each age are

multiplied together to give the value of GOF for that model.

The higher this probability is, the better the data points fit

the model.

However, the resulting numbers are very small and dif-

ficult to analyze, and thus we use the negative logarithm

(base 10) of those values to make them easier to interpret.

Therefore, the lower the value of the GOF, the better the

empirical failure rates fit the model under consideration.

GOFPGD =

− log10
∏
α

P (x ≤ FRα|FRα ∈ Xi ∼ (μ = λ(α), σ2))

The MSE GOF measure is the sum of squared differences

between each data point and the value of the failure function

at corresponding age. Also in this case, the lower the

GOF value the better the data points fit the model under

consideration.

GOFMSE =
1

n

∑
α

(FR(α)− λ(α))2

where n is the number of data points.

Finally, it is important to note that, while GOF results

can be compared directly, it is often difficult to properly

interpret the results, especially when the data is of limited

quantity (and also quality) and it does not fit any of the

models perfectly. Therefore, we propose a way to interpret

the results by comparing the obtained GOF measures with

expected GOF and confidence intervals, estimated using

synthetic data.
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Fig. 3. Empirical failure rate per kilometer as function of age, for high
voltage PILC cables.

For each model, a number of synthetic data sets are

generated by drawing random points from a normal dis-

tributions with mean equal to the failure function at each

age and variance computed from the empirical data points.

The synthetic data sets should have the same number of

points as the empirical data points. The PGD and MSE

GOF are computed between each synthetic data set and

the corresponding model, confidence intervals are derived

based on the variance of the GOF values. The GOF of

the synthetic data sets generated by one model are also

compared to all other models in order to determine how

well a data set generated from model A fits model B.

These comparisons will help us draw conclusions about the

how well the empirical data points fit each of the proposed

models.

IV. RESULTS AND DISCUSSION

The result of calculating empirical failure rates at each

age, for high voltage PILC cables, is shown in Figure 3. The

horizontal axis represents the cable age at time of failure and

the vertical axis represents the failure rate λ (per kilometer).

By comparing this result with Figure 2 it is possible to

extract three lifetime phases. The empirical data starts with

higher failure rates at ages 1-6, the “infant mortality” period.

It then continues with a period of low and fairly constant

rates during ages 7-19, the “useful life”. And finally, the

higher failure rates start again from age 20, the “wear-out”

phase. However, there are also some differences from the

bathtub curve, the most clear ones being the peak at ages

around 30 years, and the shape of the wear-out phase.

The parameters for constant, piecewise constant, linear,

piecewise linear, and exponential models were estimated

from the empirical data. Each resulting model is shown in

Figure 4. The resulting parameter for the constant model

is μ = 0.052, and for the piecewise constant model are

μ1 = 0.023, μ2 = 0.082, and Tpwc = 30. The parameters

for the linear model are ml = 0.0013, and bl = 0.0128. For

the piecewise linear bpwl = 0.0231, mpwl = 0.00147, and

Tpwl = 0.00695. For the exponential model, the parameter

β is equal to 0.0254.

To compare the results of GOF between different models,

first we generated 100 synthetic data sets based on each

model, and then measured the PGD and MSE between each

randomly generated data set and all the models. In Figure 5,

one randomly generated data set is shown for each model.

Then, for each group of 100 generated data sets, we found

the mean value of all calculated GOF to all models and the

corresponding 95 percent confidence interval.

We performed the PGD and MSE tests for all combination

of synthetic data sets and models. In this case, data sets A,

B, C, D, and E are the 100 randomly generated data sets

from constant, piecewise constant, linear, piecewise linear,

and exponential models respectively. The results of GOF

tests based on PGD and MSE are presented in Table I and

Table II. For example, the result of PGD GOF test of the

data generated from constant model (A) with respect to the

linear model (C) is 43.8960± 0.6276.

From the GOF results presented in Table I and Table II,

several observations can be made, as follows.

As expected, the best GOF results are obtained when the

data set is compared to the model which generated it. For

example, Data A fits model A better than any other model.

These correspond to the diagonal entries in Table I and

Table II.

The results of GOF measurements from fitting each gen-

erated synthetic data with the same model (diagonal of the

tables) does not show any statistically significant differences.

This verifies that performing this type of comparison be-

tween synthetic data and models is systematically correct,

i.e., the result of comparing model A with synthetic data A

is as good as comparing model B with synthetic data B.

Except the constant model (model A) which is statistically

very different from the rest of the models, the result of

pairwise comparison between a GOF test in synthetic data

generated by a model but fitting with another model, and

a result of GOF test in the other combination of this two

models, is not significantly different. For example, GOF

between data B and model D, is not significantly different

than the GOF between data D and model B.

There is no statistically significant difference between

GOF of the data points, neither the empirical nor synthetic,

between linear, piecewise linear, and exponential models.

That is, the GOF results are within the respective confidence

interval obtained from the synthetic data. This indicates that

those three models are virtually identical.

Nonetheless, the real data seems to fit the piecewise

constant model better than the other models. This suggests

that the failure rate could be modeled by two constant lines;

low failure rate up to age 30 and higher failure rate after

that. This does not confirm the assumption that the failure

rate increases monotonically as a function of age. This

observation is quite surprising, and we believe it deserves
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Fig. 4. Five different failure rate models, fitted to the empirical data.

further analysis in the future.

This result might be caused by several factors. First, the

very high values of failure rate at ages between 32 and 35

years affect other models more than the piecewise constant

model. Second, the input data set and the in-use information

is not enough to uniquely and with confidence identify

the best model. Therefore, other information should also

be taken into the account. Third, we did not considered

the affect of repair and replacement of cables on failure

rate estimation. In fact, the process of rejuvenation of the

underground cables prevents the failure rates from becoming

too high, especially after experiencing number of failures (in

our case after age of 40 years or so).

V. CONCLUSION AND FUTURE WORK

In this paper we have presented some of the characteristics

of power grid cables, especially PILC underground cables,

which are used in many power transmission and distribu-

tion networks. We have also discussed the main challenges

regarding fault prediction for these cables.

TABLE I
GOODNESS-OF-FIT MEASUREMENT BY USING PGD TEST

We have introduced five different probabilistic models

for predicting failure rate depending on cable age, and

evaluated how well does each of these models fit the real-

world, historical fault data. We have employed two different

goodness-of-fit measurements, one based on mean square

error and one based on probability of generating the data.

In order to compare the GOF measures between various

models, a new methodology is presented. The GOF test

results are interpreted by generating 100 synthetic data sets

for each model, and estimating the corresponding confi-

dence intervals. Then, pairwise comparisons are performed

between each model and synthetic data sets.

According to the result of GOF from PGD and MSE tests,

the linear, piecewise linear, and exponential models do not

show significant difference. On the other hand, the piecewise

constant model fits the failure rates better, in a statistically

significant way, than other models.

This result was quite surprising, since we expected that the

failure rate to be an increasing function of age. This could

be explained by the fact that the faulty cable sections are

TABLE II
GOODNESS-OF-FIT MEASUREMENT BY USING MSE TEST
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Fig. 5. Synthetic data generated based on different models

continuously replaced by new cables. In fact, the replacement

strategy in the underground cables is something we plan to

look into in the future in more detail.
In this work we have only considered the failure rate

based on the age and the total number of previous failures.

However, from the available data set, we can obtain the

effects of failure rate based on other factors such as the

number of joints, history of previous failures, geographical

location, etc. For example, we can cluster cables based on

the number of joints per kilometer, and then calculate the

failure rate for cables at each cluster. Therefore, by adding

more information to the failure rate estimation we can have

a better interpretation of the cables failure rate variation over

age.
The probabilistic model can also be updated by consider-

ing additional information such as load patterns, temperature,

and effects of replacement. By exploiting useful information

one can determine the condition of in-service equipment,

and better plan the scheduling maintenance. Consequently,

instead of unplanned outages, power distribution companies

can have planned outages, which are shorter and less dis-

ruptive.
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Abstract— This study adopts a multi-disciplinary 
approach, relating social psychology and information 
sciences. It aims at measuring the significance of 
social networks usage in collaborative learning using 
different information science techniques. After 
extensive review for relevant literature it has been 
noticed that the implementation context namely 
Middle East and North Africa (MENA) region is 
starving for such stream of researches. 
A number of studies underscored various aspects of 
the relationship between Social Network Sites (SNS) 
and collaborative learning such as perception, 
satisfaction, collaboration, engagement, integration, 
innovation, performance, interaction, problem 
solving, motivation, knowledge sharing and discovery, 
information sharing, and communication. 
A survey targeting about 300 students as a sample of 
relevant stakeholders (users) was conducted over a 
period of one-year. Three data mining models are 
implemented using the transformation methods, 
clustering techniques, and decision tree classification 
methods. They are all included as part of the 
triangulation of methods for providing the research 
analysis higher credibility, reliability and validity. 
The originality of this research stems from the 
following: first, applying novel methodological 
techniques in social networks domain. Second, 
improved validity and reliability of the results through 
triangulation of methods applied. 
 
Keywords: Social Network Sites (SNS), Data Mining 
(DM), Decision Tree (DT), Triangulation of 
techniques, K-means, Clustering, Association Rules, 
MENA (Middle East and North Africa), Collaborative 
Learning (CL) 

                                                           
 

I. INTRODUCTION 
Nowadays, Social Network Sites (SNS) are being used 
by students, not only for social interactions but also for 
learning activities since they increase student 
engagement. Hence, SNS can lead to the creation of 
virtual communities of learners, which eventually 
increase the overall learning [1]. 
Learning activities may include sharing information, 
doing assignments, discussing issues and other 
activities that fall under the umbrella of collaborative 
learning. Nevertheless, there are still more activities to 
be explored in order to benefit from SNS in the domain 
of education. This study explores the dimensions of 
SNS use for collaborative learning, among 
undergraduate and graduate University students, by 
means of data mining techniques. 
1.1 Problem Definition and Objectives 
This study discusses the different dimensions of Social 
Networks (SNs) in Collaborative Learning among 
University students using different data mining 
techniques. 
As for the objectives, they consist of the following:  

 Analyzing SNS dimensions in the domain of 
Collaborative Learning among University 
students in Egypt (based on data collected via 
structured questionnaire). 

 Conducting a comparative study between three 
different data mining techniques in this domain. 

 Comparing the results with statistical outcomes 
previously revealed. 

1.2 Originality and Value 
The originality of the study stems from applying 
different data mining techniques for social networks’ 
use in education in Egypt [2]. Moreover, results’ 
validity and reliability is improved through 
triangulation of the methods applied. 
Results drawn out of this study may help educators to 
foster student learning by incorporating social media 
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into taught modules. In addition, they will be able to 
deal with the negative effects of social media on 
different types of learners. 
1.3 Structure of the paper 
It starts by reviewing similar researches that make use 
of data mining techniques related to the use of Social 
Networks Sites (SNS’s) in collaborative learning 
among University students. Second, it provides a 
detailed description of the survey used in the study. 
Then it discusses the data-mining framework along 
with the data collection details and relevant results. 
Finally, conclusions, recommendations, as well as 
future work are drawn. 

II. LITERATURE REVIEW 
In order to analyze and discover the role of SNS in 
education and the different interactions between 
students, several techniques may be used, whether 
linear or non-linear. In this paper, we explore the use 
of data mining techniques to analyze the role of SNS in 
collaborative learning among undergraduate and 
graduate students in the Egyptian Universities as part 
of MENA region. 
A survey paper [3] studied several data mining 
techniques, such as graph theoretic, clustering, 
recommender system, semantic web, and opinion 
analysis and classification were used in order to 
analyze different aspects of SNS. This study showed 
that data mining techniques are very useful when it 
comes to retrieving information from a huge amount of 
data. The selected technique should be based on the 
kind of data to be analyzed [3]. 
Another study discusses the usefulness of social media 
for collaborative learning in higher education by using 
a social media platform, Graasp. It is implemented in a 
project-based course and evaluated from different 
perspectives, such as collaboration and knowledge 
management. It was found that students were satisfied 
with using Graaspas it was able to enhance knowledge 
management and collaboration [4]. 
A study used Spectral clustering as a data mining 
method to discover students’ behavioral patterns 
performed in an e-learning system. In order to do so a 
software was developed. It allowed the tutor to define 
the data dimensions and input values to obtain 
appropriate graphs with behavioral patterns that meet 
his/her needs. Then, the discovered behavioral patterns 
were compared with students’ study performance and 
evaluation with relation to their possible usage in 
collaborative learning [5]. 
A study tackled some SNA techniques, namely 
community mining, in order to discover relevant 
structures in social networks. Using new ideas in a 

toolbox, named “Meerkat-ED”, which automatically 
discovers relevant network structures, visualizes 
overall snapshots of interactions between the 
participants aiming to facilitate fair evaluation of 
students' participation in online courses [6]. 

III. DESCRIPTION OF CONDUCTED SURVEY 
A random sample of three Egyptian public universities 
students was drawn. The usable sample consisted of 
300 students divided evenly between undergraduate 
and postgraduate. It is a common practice to rely on 
students’ sample, specifically that they are considered 
heavy users of SNSs [7]. The characteristics of the 
sampled students are provided in Table1. 
Following an extensive review of relevant literature in 
the areas of Technology Acceptance Model (TAM) and 
information technology, a self-administered multi-item 
structured questionnaire was developed to collect data 
in relation to the research problem. Moreover, seven 
constructs, including: Perceived Usefulness (PU) 
measured by four items, attitude measured by three 
items, and intention to use SNSs measured by four 
items. All multi-item scales were adapted from Davis 
[8]. Whereas, Perceived Enjoyment (PE) assessed by 
four multi-item scale, Perceived Connectedness (PC) 
measured by three items, and Perceived Involvement 
(PI) measured by three items were adopted from 
Nysveen et al., [9]. Further, actual use of SNSs multi 
item scales for collaborative learning (7 items) and 
socializing (9 items) were adopted and modified from 
Saw et al., [10] and Li [11]. All research constructs 
were assessed on five-point Likert-type scales. In 
addition, some demographic items were included in the 
questionnaire. 
Table 1: Survey sample characteristics 

Characteristics % 
Gender  
Male 54.6 % 
Female 45.4 % 
Age  
18-22 44 % 
22-30 35 % 
30 and above  21 % 
Favorite SNs  
Facebook  96.6% 
YouTube  48.6% 
Twitter  26% 
Length of Usage of SNs  
Less than a year 6.8 % 
1-2 year 14.6 % 
2 year+  78.6 % 
Frequency of Using SNs  
Several time a day 74 % 
Once a day 15.6 % 
Every few days/Once a week 10.4 % 
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IV. MINING FRAMEWORK 
Data mining is a term coined to describe the process of 
shifting through large databases in search of interesting 
and previously unknown patterns. The accessibility and 
abundance of data today makes data mining a matter of 
considerable importance and necessity. The field of 
data mining provides the techniques and tools by 
which large quantities of data can be automatically 
analyzed. Data mining is a part of the overall process 
of Knowledge Discovery in Databases (KDD). 
The following techniques used throughout this research 
as part of the triangulation of techniques used for 
validating the results. 

1. Unsupervised Clustering Using K-Means. 
2. Mining Supervised Classification using 

Decision Tree. 
3. Rules induction using association rules. 

A cluster analysis is a type of classification and 
analysis phase techniques within data mining 
frameworks. A major issue with cluster analysis is 
identifying the appropriate number of clusters. 
Following Lehmann (1979), initial guidelines and the 
given sample size of 158, the appropriate number of 
clusters for the available data falls in the range of two 
to five clusters. Hence, Hierarchical clustering was 
used to derive solutions within these ranges. "Ward's 
method was chosen to minimize the within-cluster 
differences and to avoid problems with "chaining" of 
the observations found in linkage methods" [12]. 
One of the most important phases of a Data Mining 
process (and one that is usually neglected) is that of 
data exploration through visualization methods. 
Visualization feature is considered as one of the 
important tools for disseminating results in order to 
discover valid, novel and potentially useful patterns 
from this relatively highly dimensional and large 
amounts of data and make use of those patterns to 
come up with some rules, interpretation, and 
prediction. The analyzed data cover metrical scales for 
the computations in addition to nominal scales in the 
classification process to cover non-numerical values 
A classification and clustering computation 
characteristics are analyzed and described. These 
characteristics are taken from different prospective 
cover size, shape, and average density. In addition to 
these unary features, also binary features or relations 
between the clusters used. These characteristics then 
help to identify clusters with similar characteristics, or 
even to identify objects. The concluded patterns may 
provide useful input for model-based interpretation. 

Researchers mainly used RapidMiner Studio [13] as a 
data mining modeling and analysis tool. RapidMiner is 
a code-free modern analytics platform for data 
ingestion, data blending, predictive modeling, and 
deployment. 
 

 
Figure 1: Research Stream Process with Triangulation 

V. ANALYSIS AND RESULTS 
An unsupervised clustering conducted as a first 
exploratory mining technique with four and five 
clusters. 
Table 2: Cluster center of gravity (COG) – Four Clusters 

Dimension C1 
(n=62) 

C2 
(n=78) 

C3 
(n=84) 

C4 
(n=76) 

Socializing 3.37 4.15 3.58 4.36 
Usefulness 2.88 3.91 3.44 4.45 
Enjoyment 3.06 4.08 3.44 4.54 
Attitude 2.99 4.19 3.79 4.46 
Intention 2.99 4.13 3.61 4.57 
Involvement 2.85 3.25 3.04 3.74 
Connectedness 2.99 3.44 3.42 4.24 
Learning 2.49 2.00 3.86 3.92 

 
The clustering technique showed that cluster 4 
respondents are considered as best users. The findings 
characterized them as the ones who have high level of 
perceived usefulness, perceived enjoyment, perceived 
connectedness and perceived involvement with SNS’s. 
Further, this high level of perceptions has led to 
positive attitude followed by high level of intentions 
towards using SNSs in both collaborative learning as 
well as socializing. It is worthwhile noting that the 
clustering technique applied did not differentiate 
between undergraduate and postgraduate respondents.  
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Table 3: Cluster center of gravity (COG) – Five Clusters 

Dimension C1 
(n=59) 

C2 
(n=51) 

C3 
(n=43) 

C4 
(n=70) 

C5 
(n=77) 

Socializing 4.35 3.27 4.42 3.85 3.67 
Usefulness 4.44 2.79 4.47 3.50 3.49 
Enjoyment 4.52 3.03 4.62 3.60 3.50 
Attitude 4.49 2.86 4.50 3.83 3.86 
Intention 4.53 2.91 4.57 3.71 3.71 
Involveme
nt 3.88 2.78 3.26 3.20 3.05 
Connection 4.41 2.91 3.81 3.20 3.46 
Learning 4.08 2.93 2.49 1.90 3.93 
As revealed no significant clusters centroids data raised 
from increasing number of clusters. 

As shown in Figure 2 the resulted decision tree shows 
that the high-level using SNS’s in collaborative 
learning mainly by learning construct, BSc, with high 
enjoyment, intention, while the low level using SNS’s 
in collaborative learning Usefulness and Attitude. 
To finalize the knowledge discovery process, another 
model is developed. It aims at identifying the extent of 
correlation of these features. It has as input the features 
extracted from the previous clustering model. 
The Rules display the qualified association rules. The 
rule grid displays all qualified rules and their 
probabilities (correctness).  
 

 
Table 4: Clusters general description summary 

Cluster Size of 
Evaluated Data  

Percentage 
(Density) 

Given Name Description CL Rank 

Cluster 1 2,294 21% Periodical User Periodically use SNS’s mainly for socializing 
(responding to others) 

4 

Cluster 2 2,886 26% Socializing User Usually use SNS’s and initiating conversations 
mainly for socialization purposes 

3 

Cluster 3 3,108 28% Frequent user Use SNS’s in common purposes including 
collaborative learning 

2 

Cluster 4 2,812 25% High Frequent 
User 

Use SNS’s often efficiently with highest enjoyment 
and collaborative learning best candidate 

1 

Total 11,100 100%    

 

 
Figure 2: Decision tree induction for the classified data 
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The following Table 5 shows the set of rules produced 
by the model, which explains the power of relationship 
between different attributes. 
The main contributors for socializing within inducted 
rules were mainly measured by the learning group with 
low values (lower than 2.38) then connection group, 
while the collaborative learning identified by mainly 
learning group with high values (higher than 3.2) then 
the intention group. 
 
Table 5: Rules produced by the applied model. 

 Classified as: 

Rules Socializin
g 

Collaborativ
e 

Neutral 

if learning > 3.226 then 
COL 

1 129 9 

if learning ≤ 2.381 then 
SOC 

83 0 1 

if Univ = Cairo then INT 2 0 38 

if Usefulness ≤ 3.250 then 
INT 

1 1 10 

if Usefulness > 4.375 and 
Intention ≤ 4.875 then 
INT 

0 0 9 

if Univ = Helwan then 
INT 

0 2 5 

if Connect > 3.167 then 
SOC 

5 0 0 

if Intention ≤ 4.375 then 
COL 

0 3 0 

else INT  (0 / 0 / 0) 0 0 0 

 
These results conforming to the decision tree results 
within the learning part while slightly changed in the 
socializing part. 
 

VI. DISCUSSION 

The clustering technique resulted in four clusters. The 
findings identified cluster 4 respondents as “the best 
user” of SNSs in both collaborative learning and 
socializing. Moreover, no differences were identified 
between undergraduate and postgraduate students.  
The results drawn from the association rules technique 
underscored that the respondents have high level of 
intentions towards SNSs, which is reflected in their 
usage in collaborative learning. Yet, the findings did 
not show any significance between undergraduate and 
postgraduate with respect to the abovementioned 
results. Whereas, the Decision Tree technique 
emphasized that undergraduate students usage of 
SNS’s in collaborative learning was dependent on their 

level of perceived enjoyment as well as their intentions 
to use SNS’s. 
In conclusion, the results of the three data mining 
techniques applied emphasized the following: 
1) All three techniques underscored that intention 

towards SNS’s usage is positively associated with 
its use in collaborative learning. Likewise, partial 
support for this result was emphasized by Labib 
and Mostafa [2] that underscored statistical 
significant association between intention towards 
SNSs and collaborative learning among 
postgraduate students only. 

2) 2) Both Decision Tree and clustering techniques 
identified those respondents Perceived Enjoyment 
is significantly related to collaborative learning. 

3) Clustering and association techniques show 
insignificant differentiation between undergraduate 
and postgraduate respondents. Such result is 
consistent with the same study previously 
mentioned [2] where statistical results revealed 
insignificant differences between under and post 
graduate students in terms of collaborative learning 
and socializing. 

 

VI. CONCLUSION AND FUTURE WORK 
The triangulation of techniques led to reliable results. 
The findings did not show significance for any of 
demographic attributes of respondents, or between 
undergraduate and postgraduate. 
All three techniques addresses that SNSs’ usage is 
positively associated with its use in collaborative 
learning. The perceived enjoyment, learning, and 
intentions were the most significantly related 
constructs to collaborative learning. 
Based on the previous results and discussion, a number 
of issues may be considered as future opportunities to 
be explored by interested researchers. They are the 
following  
1. Compare between linear and non-linear techniques 

in the use of SNs in Collaborative learning. 
2. Extend the sample used to cover larger 

demographic scale and to include more 
dimensions. 

3. Use the output of the model to improve the e-
learning practices used in education in MENA 
region. 
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Abstract - In this study, a statistical drought early warning 
method is proposed using novel machine learning algorithms, 
with the inclusion of multiple drought-related attributes from 
precipitation, satellite-derived land cover vegetation indices, 
and surface discharge. The forecast is made for the long-term 
hydrological drought in the region of Central Valley, 
California. The wavelet transform analysis is employed in 
combination with support vector regression and artificial 
neural network algorithms for improving the drought 
prediction effectiveness. The performance of the drought 
prediction is evaluated using three statistical metrics: 
Coefficient of Determination (R2), Root-Mean-Square Error 
(RMSE), and Mean-Absolute-Error (MAE). The results clearly 
indicate that using hybrid precipitation and satellite remotely-
sensed data, the proposed wavelet-coupled machine learning 
method can effectively predict long-term drought in the area 
of Central Valley California, over a lead time of 3 to 6 
months, which is crucial for agricultural planning, reservoir 
management, and authorities’ allocation of water resources. 

Keywords: Drought Forecast, SPI, NDVI, NDWI, Machine 
Learning, Wavelet Transform 

 

1 Introduction 
  Among all natural disasters, drought is the most costly 
environmental catastrophe [1]. As drought is the consequence 
of precipitation deficiency over an extended period of time, 
mitigating the detrimental effects of droughts fundamentally 
lies in the ability to forecast droughts accurately ahead of time 
to enable the effective planning of water resources. 
   Due to complex atmospheric processes, accurate drought 
prediction over a large time span has been one of the biggest 
challenges in hydrology. In the United States, the U.S. 
Drought Monitor [2] provides a weekly update of current 
drought conditions at the national and state levels by 
publishing an interactive colored-map. However, few uniform 
drought early warning systems exist globally due to the 
complexity of the drought process and expensive operational 
land surface models. 
 Over the last decade, there has been growing scientific 
interest in using statistical data-driven methods for drought 
forecast. Various machine learning algorithms have been 
investigated, including Autoregressive Integrated Moving 
Average [3, 4], Artificial Neural Network (ANN) and Support 

Vector Regression (SVR) [5-8], and Adaptive Neuro-Fuzzy 
Inference System (ANFIS) [9]. More recently, wavelet 
analysis has been introduced for analyzing the time series data 
at different frequency bands, which demonstrates positive 
impacts in solving a number of problems in water resources 
when combined with different machine learning algorithms 
[10-13]. 
 The above studies, however, have been carried out using 
only precipitation data for drought prediction. Meanwhile, 
there has been an increasing popularity of using satellite 
remote sensors for drought condition monitoring, as satellite 
data are consistently available and nearly continuous in space 
and time. For example, Y. Gu performed 5-year grassland 
drought assessment using Normalized Difference Vegetation 
Index (NDVI) and Normalized Difference Water Index 
(NDWI) [14], and L. Wang introduced Normalized Multi-
band Drought Index (NMDI) for monitoring soil and 
vegetation moisture with remotely-sensed satellite data [15].    
 Considering the strong correlation between satellite-
derived vegetation indices and drought conditions, this study 
focuses on combining multiple drought-related attributes, 
including precipitation, satellite-derived land cover vegetation 
indices, and surface discharge, for forecasting long-term 
drought in the region of Central Valley, California. The 
research first investigates how to characterize drought 
behavior from different monitoring sources, and how to 
properly combine those attributes for statistical analysis. The 
wavelet transform (WT) is incorporated with both the ANN 
and SVR algorithms for drought forecasting. The results are 
presented for a forecast lead time of up to six months. The 
performance is analyzed and future improvement is discussed 
in the end. 

2 Study area and methodology 

 This study aims to forecast drought in the region of 
Central Valley, California. Over the last decade, the 
California State has suffered severe drought over consecutive 
months, resulting in significant reduction in groundwater 
level, lake water capacity, stream-flow, and reservoir storage 
that were all reflected in the long-term precipitation 
anomalies. Therefore, this study focuses on the long-term 
drought forecast associated to the hydrological system. The 
methodology used in this study is shown in Figure 1. 
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Figure 1: Methodology 

The following sections discuss the methods used to 
characterize drought behavior using the data collected from 
precipitation, satellite remote sensor and surface discharge. A 
correlation analysis among those drought attributes is studied 
for determining the effective inputs to the machine learning 
algorithms. 

2.1 Standardized precipitation index 
calculation 

In this study, the Standardized Precipitation Index (SPI) 
is used for forecasting drought in California, because it allows 
for temporal flexibility in evaluation of precipitation 
conditions [16]. Based on the number of months over which 
the statistical precipitation is calculated, the SPI is defined as 
SPI3 and SPI6 that represent short-term agricultural drought, 
and SPI12 and SPI24 that represent long-term hydrological 
drought. Here SPI3, SPI6, SPI12 and SPI 24 are the SPI for a 
period of 3, 6, 12, and 24 months respectively. This study 
focuses on hydrological drought impact so the forecast will be 
made based on SPI12 and SPI24.  

To calculate the SPI, the monthly precipitation from 
1948 to 2014 is collected at the two in-situ weather stations 
close to the cities of Stockton and Sacramento, CA, from the 
National Oceanic and Atmospheric Administration (NOAA). 
The concept of SPI12 and SPI24 calculation is described 
below: 

1) Calculate the cumulative precipitation value for 
SPI12 and SPI24 for each month from 1948 to 2014. 

2) Fit the precipitation data for the same month of each 
year into a Gamma distribution. 

3) Convert the Gamma distribution into a standard 
Gaussian distribution based on an equal probability 
transformation. 

4) The SPI is a z-score and represents an event away 
from the mean value in Gaussian distribution. 

Based on the calculated SPI values at each time scale, 
the drought can be classified as given in Table I [16]. 

 
 

Table I: SPI value and drought conditions 
SPI Value Drought Class 

         SPI  2.0 Extremely wet 
1.5 ≤ SPI < 2.0 Very wet 
1.0 ≤ SPI < 1.5 Moderate wet 
-1.0 ≤ SPI < 1.0 Normal 
-1.5 ≤ SPI < -1.0 Moderate drought 
-2.0 ≤ SPI < -1.5 Severe drought 
          SPI < -2.0 Extreme drought 

 In this study, the SPI12 and SPI24 are calculated using 
SPI_SL_6 program developed by the National Drought 
Mitigation Center, University of Nebraska-Lincoln. 

2.2 Grassland vegetation indices from satellite 
remote sensor 

 Satellite remotely-sensed data are a promising source of 
drought condition monitoring as it is possible to measure 
every component of the hydrological cycle at the land surface 
and the status of natural vegetation and agriculture, at a very 
high spatial resolution and nearly real time. To calculate the 
regional satellite-derived indices for surface land vegetation 
condition assessment, a study area is chosen near Stockton in 
the Valley, with a grassland cover that allows the influence of 
drought to be isolated from other human effects. The satellite 
remotely-sensed data are acquired from the Moderate 
Resolution Imaging Spectroradiometer (MODIS) aboard the 
Aqua and Terra satellites. 
 Two satellite-derived indices are used to assess 
vegetation and soil moisture conditions. The Normalized 
Difference Vegetation Index (NDVI), as defined in Equation 
(1), is an indication of live green vegetation conditions by 
detecting the reflection to sunlight at two optical wavelength 
bands as illustrated in Figure 2. Here 645nm and 860nm are the 
reflection detected at 645nm and 860nm respectively. A larger 
NDVI value means a higher density of green vegetation. 

 
645nm860nm

645nm860nm

ρρ
ρρNDVI  (1) 

 

 
Figure 2: Sunlight reflection vs. wavelength 
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The Normalized Difference Water Index (NDWI), as 
defined in Equation (2), uses a similar principle to that for the 
NDVI to assess soil moisture by detecting the reflection to 
sunlight at other two optical wavelength bands: 

 
1240nm860nm

1240nm860nm

ρρ
ρρNDWI  (2) 

where 860nm and 1240nm denote the reflection detected at 
860nm and 1240nm respectively. The satellite data acquired 
in this study are 8-day composite of 500-meter surface 
reflectance data from 2000 to 2014. Data from different 
optical bands are extracted for multiple pixels. The NDVI and 
NDWI for each month are calculated according to Equations 
(1) and (2).  

2.3 NDVI12/24 and NDWI12/24 calculation 
To utilize satellite-derived indices for drought 

forecasting, the monthly NDVI and NDWI are converted in 
the same time scale as SPI12 and SPI24 so that they 
effectively represent the drought conditions to be predicted. 
First, the moving average is applied to both NDVI and NDWI 
at each month over its previous 12-month or 24-month 
separately. Due to the fact that the satellite data are only 
available for 14 years, which is not long enough to represent 
an effective statistical distribution, a simple deviation from 
the mean value of the overall 14 years is calculated for each 
month. The newly calculated time series are referred to as 
NDVI12, NDVI24, NDWI12 and NDWI24 respectively. The 
time series data for SPI12, NDVI12 and NDWI12 are 
depicted in Figure 3, and SPI24, NDVI24, NDWI24 are 
plotted in Figure 4. 

The surface discharge or stream-flow data from 2000 to 
2014 are obtained from the United States Geological Survey 
(USGS) gage station located in a natural stream near 
Stockton. A similar method as described above is applied to 
the discharge data for calculating Discharge12 and 
Discharge24, which are newly introduced indices based on 
surface discharges of 12 months and 24 months. 

 

Figure 3: SPI12, NDVI12 and NDWI12 time series plot 

 

 
Figure 4: SPI24, NDVI24 and NDWI24 time series plot 

2.4 Correlation analysis 
 Before applying NDVI, NDWI and Discharge for 
augmenting SPI forecast, a correlation analysis is made to 
ensure that the data taken for the study area are well 
correlated with the SPI observation data such that they can be 
helpful for drought prediction. The correlation results are 
shown in Table II and Table III respectively. 

Table II: Correlation coefficient (R) between SPI12 and 
NDVI12, NDMI12, and Discharge12 

R NDVI12 NDWI12 Discharge12 
SPI12 0.62 0.72 0.57 

 
Table III: Correlation coefficient (R) between SPI24 and 

NDVI24, NDMI24, and Discharge24 

R NDVI24 NDWI24 Discharge24 
SPI24 0.73 0.78 0.69 

 Table II and Table III clearly indicate that NDVI, 
NDWI and Discharge all have a reasonably good correlation 
with the SPI, therefore are useful for augmenting the SPI 
forecast. 

3 Wavelet-ANN and wavelet-SVR 
 This section discusses the model development using the 
ANN and SVR, as well as the method used to apply wavelet 
transform for data pre-processing. The complete data sets 
from 2000 to 2014 are divided into two sections: the data 
from 2000 to 2010 are used for training in each machine 
learning algorithm; the data from 2011 to 2014 are used for 
validating the performance of the models. 

3.1 Artificial neural network 
 The ANN is a machine learning method which was 
inspired by how neurons communicate in the human brain. 
The ANN architecture used in the present study is a feed-
forward hierarchical structure that consists of an input layer 
with multiple input elements, a hidden layer with multiple 
neurons, and an output layer called the target layer. The ANN 
used in this study can be represented by [8]:  
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where M is the number of neurons in the hidden layer, N is 
the number of input attributes, i is the input element, j is the 
hidden neuron, and t is the function of time. Xi, Wji, fn, fo and  
Ŷ represent the input viable, the weight operators, the 
activation function of hidden neuron, the activation function 
of output neuron, and the forecast output respectively. A 
recursive, multi-step neural network approach is chosen such 
that the forecast performance for each leading month can be 
optimized, as illustrated in Figure 5. 

 

Figure 5: ANN with recursive architecture 

In Figure 5, the ANN is trained using Levenberg–
Marquardt (LM) algorithm with back propagation [7]. For 
each leading month forecast, a program is developed using 
Matlab to optimize the following parameters: 

• Number of input combinations 
• Number of neurons in the hidden layer 
• Activation function in the hidden layer 

The optimized ANN model is chosen, which gives the highest 
determination coefficient (R2) for the validation data set. 

3.2 Support vector regression 
The SVR is a novel machine learning algorithm 

characterized by the usage of the kernel function, -insensitive 
loss function, and capacity control obtained by a trade-off 
between the margin maximization and the smoothness of the 
function f(x) [13]. To solve a non-linear regression problem, 
the input data space is firstly mapped onto an m-dimensional 
kernel-induced feature space where linear regression can be 
applied: 

  b(x)w(x) jj

m

1j
f  (4) 

where wj is the weight factor, b is the bias term, j denotes a 
set of non-linear transformation functions in the feature space. 
The goal of the SVR algorithm is to estimate the regression 
function f(x) that minimizes the following: 
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 Equations 5 and 6 describe the trade-off between the 
empirical risk and the flatness. The term y)(f(x),L  is called 
-insensitive loss function, where y denotes the observed data 

with a total set number of n, and ε controls the width of the -
insensitive zone, which can affect the number of support 
vectors used to construct the regression function. 

n

1i
ε y)(f(x),L

n
1C  is called an empirical error, which measures 

the deviation of the training samples outside of the -
insensitive zone. C is the control capacity that determines the 
trade-off between the tolerated empirical error and the flatness 
of the model. The smoothness of the function is measured by 

2w
2
1 .  

 In this study the SVR model is developed using -SVR 
function from LibSVM Matlab toolbox (Chang & Lin, 2014). 
The kernel function uses Radial Basis Function (RBF) 
characterized by  [17]. For each leading month forecast, the 
parameters C, , and  are optimized through a trial-and-error 
method for getting the best R2 for the validation data set. 

3.3 Wavelet analysis for data pre-processing 
 Despite the fact that both the ANN and SVR are 
powerful in dealing with non-linear hydrologic problems, they 
both have limitations that input data must be stationary for a 
reliable operation. By analyzing the SPI12 and SPI24 time 
series data and their autocorrelation function (ACF), it can be 
found that SPI12 and SPI24 are not highly stationary, with the 
ACF showing a slowly decaying sinusoidal behavior over a 
number of lags. To mitigate this shortcoming, the wavelet 
analysis is applied for data pre-processing that allows the use 
of larger time intervals for more precise low-frequency 
information and shorter time intervals for extracting high-
frequency information, thus generating a time-frequency 
representation of the time series signal. Using the wavelet 
analysis algorithm, the original time series data can be 
hierarchically decomposed into N-level sub-series at different 
frequency bands for noise reduction or peak detection. This 
technique is especially useful for analyzing time domain 
waveforms where sharp spikes need to be localized, which 
appear to be the case for data plotted in Figure 3 and Figure 4. 
 In this study, the discrete wavelet transform (DWT) is 
used to decompose each of the input attributes to the ANN or 

Int'l Conf. Data Mining |  DMIN'15  | 53



SVR models into a number of sub-series at different 
resolution levels. The Daubechies mother wavelet is used, 
which provides a family of wavelets called dbN, where N is 
the order of wavelets. The data decomposition is done by 
passing the input data through a series of high-pass and low-
pass filters, to obtain the detailed series (D) and 
approximation series (A), as illustrated in Figure 6. 

 

Figure 6: 6-level WT decomposition for SPI(t-1) 

As an example, Figure 7 shows the SPI12(t-1) decom-
posed waveform for D1-D6 and A6, using Daubechies db1 as 
the master wavelet. 

 

Figure 7: SPI12 decomposed waveforms using DWT 

After data decomposition, a portion of the signal 
associated with certain frequency bands will be eliminated if 
there is a poor correlation between the decomposed signal and 
the observation data. Only the decomposed signals that have 
significant correlation with the observation signal will be used 
in the forecast model. Figure 8 shows the methodology of 
using the WT-ANN (WT based ANN) and the WT-VSR (WT 
based VSR) for forecasting SPI12 and SPI24. 

After a correlation analysis, it is found that the newly 
formed time series data using the DWT algorithm appear to 
have a better correlation with the observation data than the 
original time series. Therefore using the DWT for data pre-

processing should be helpful for improving SPI12 and SPI24 
prediction accuracy. For each leading time prediction using 
the WT-ANN and WT-SVR, a program is developed using 
Matlab that optimizes drought forecast performance by using 
different Daubechies wavelets for data decomposition. The 
wavelet that gives the highest R2 and the lowest MAE and 
RMSE will be selected. 

 

Figure 8: WT-ANN and WT-SVR configuration 

4 Performance evaluation 
 To assess the performance of the WT-SVR and WT-
ANN models, three statistical performance evaluation criteria 
are used: R2, RMSE and MAE. The R2 measures the degree of 
linear correlation between the predicted data and the observed 
data, the RMSE gives the variant of the total errors, while the 
MAE provides the absolute error information. The models 
with the highest R2 and the lowest RMSE and MAE indicate 
the best performance. The R2, RMSE and MAE are defined in 
following equations: 
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where n is the number of data points, yi is the observed value,   

iŷ  is the predicted value, and iy  is the mean value of the 
observation data. 

5 Results and discussion 
 Using the algorithms described above, drought forecast 
based on SPI12 for a lead time of up to 3 months and SPI24 
for a lead time of up to 6 months have been investigated using 
the statistical methods described above. The forecast 
performances are evaluated on the validation data sets from 
January 2011 to May 2014, and the results are presented in 
Table IV and Table V. Figure 9 and Figure 11 illustrate the 
time series plots for SPI12 and SPI24 using the WT-ANN, 
including observation, training and validation data sets; 
Figure 10 and Figure 12 show the corresponding scatter plots 
for the validation data set, at a 1-month lead time. 
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Table IV: SPI12 prediction using ANN and SVR 
Leading 

Time 
WT-ANN WT-SVR 

R2 RMSE MAE R2 RMSE MAE 
1-month 0.91 0.29 0.21 0.91 0.29 0.21 
2-month 0.74 0.52 0.34 0.73 0.50 0.32 
3-month 0.69 0.59 0.41 0.60 0.62 0.40 

Table V: SPI24 prediction using ANN and SVR 
Leading 

Time 
WT-ANN WT-SVR 

R2 RMSE MAE R2 RMSE MAE 
1-month 0.97 0.13 0.10 0.97 0.14 0.11 
2-month 0.95 0.19 0.12 0.95 0.19 0.15 
3-month 0.95 0.21 0.16 0.95 0.19 0.15 
4-month 0.95 0.20 0.17 0.94 0.21 0.17 
5-month 0.93 0.24 0.18 0.93 0.27 0.21 
6-month 0.94 0.21 0.17 0.90 0.34 0.27 

 
Figure 9:  SPI12 time series for observation, training and 

validation using WT-ANN 

 
Figure 10:  SPI12 scatter plot using WT-ANN 

 
Figure 11: SPI24 time series for observation, training and 

validation using WT-ANN 

 
 

Figure 12:  SPI24 scatter plot using WT-ANN 

 To demonstrate the impact of using satellite data on 
drought forecast, Figure 13 and Figure 14 illustrate the results 
of comparison between analyses with and without satellite 
data, when the same WT-ANN model is used.  
 

 
 
Figure 13:  SPI12 forecast analyses with and without satellite data 

 

 
 
Figure 14:  SPI24 forecast analyses with and without satellite data 

 The aforementioned results indicate the following:  
 1) Using both the WT-ANN and WT-SVR models, the 
inclusion of satellite data provides a better accuracy than the 
results obtained with precipitation data only. The effect of 
hybrid precipitation and satellite data becomes more obvious 
as forecast leading time increases. This can be explained by 
the partial autocorrelation function analysis which shows a 
strong correlation between SPI(t) and SPI(t-1), therefore, for 
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one-month lead time prediction, the SPI(t) will be dominated 
by SPI(t-1). 
 2) For the SPI24 forecast, the obtained R2 is greater than 
0.9 using both the WT-ANN and WT-SVR methods for a lead 
time of 1-6 months ahead. The superior forecast accuracy is 
partially due to the fact that SPI24 represents the average 
precipitation over a period of 24 months, therefore is less 
sensitive to the monthly variation in precipitation. 
 3) For the SPI12 forecast, both the WT-ANN and WT-
SVR indicate R2 greater than 0.9 for a one-month lead time, 
but the results are getting worse as lead time increases. This 
can be explained by the SPI12 observation, training, and 
validation plots in Figure 9, which shows sharp spikes in 
multiple time slots that are not well predicted even for one-
month lead time. This error will be accumulated as lead time 
increases. In fact, using Daubechies wavelet for data pre-
processing has helped greatly in reducing the sensitivity to big 
changes in monthly precipitation within the SPI12. Further 
improvement of SPI12 forecast can be investigated by using 
other types of wavelet transform or parameter optimization of 
machine learning algorithms. 

6 Conclusions 
 This study aims to investigate the ability of machine 
learning methods for long-term hydrological drought forecast 
in the region of Central Valley, CA, based on SPI12 and 
SPI24. A solution is proposed, for the first time, using hybrid 
precipitation and satellite remotely-sensed data for drought 
forecast. The results indicate that integrating precipitation and 
remotely-sensed data is a promising solution for an effective 
drought forecast. It is also demonstrated that combining 
wavelet analysis with novel ANN or SVR is a powerful 
method for improving the drought forecast accuracy, 
especially when data is not stationary. To enhance the drought 
prediction capability, especially for SPI12, further work can 
be carried out including an investigation of other wavelet 
functions, as well as taking other drought-related attributes 
into account, such as ground water level, snowpack and soil 
moisture. A hybrid geographic and statistical method can also 
be considered for future study [18]. 
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Abstract - In this paper we introduce the concept of an 
interactive data quality system. Today one of the most 
challenging goals of data processing is to achieve and to 
maintain high data quality. Especially when the data is added 
manually by multiple users. The idea was originated out of the 
need to analyze the data set from a recognition assistance 
system. The system supports aerial image analysts in the task 
of the object recognition. Depending on which object features 
the aerial image analyst selects the solution set of the object 
types gets more precise. Especially in this field mechanisms 
that improve high data quality are important. Therefore we 
developed an interactive data quality system that helps experts 
generating potential rules through correlation that describe 
the whole data set. More precisely, we search for rules within 
the data set that are in general valid for a certain group of 
object types.  

Keywords: data quality, interactive data analysis 

1 Introduction 
 The main idea was to develop a system that analyzes a 
given set of data with the help of an interactive data quality 
system and thereby derive rules that are valid for the entire 
data set.  The underlying data set was taken from the WDI 
(World Development Indicators). This data set is a collection 
of development indicators from international resources. It 
presents the most current and accurate global development 
data available, and includes national, regional and global 
estimates. The database contains more than 900 indicators for 
over 210 countries [1]. For example the country 
“Switzerland” contains the indicators “GDP per capita” and 
many other indicators. In this case, the countries represent our 
objects and the indicators are the features of the objects that 
describe every country in a particular way. What we did was 
the first introductory step in a whole quality assurance 
process. The idea was originated out of the need to analyze 
the data set from a recognition assistance system. The system 
supports aerial image analysts in the task of object recognition 
by allowing them to describe single object features. Thereby 
the aerial image analyst can interactively classify the objects 
by selecting the visually extracted object features. The 
solution set contains only the amount of objects that match the 
selected features. In a previous step the objects are added 
manually by multiple users to the database or multiple 

databases are fused. Obviously, this is a critical issue. Why? 
First, the user can assign the features to the wrong objects or 
can forget to assign a potential feature to an object. Second, 
the feature values can be out of range for a certain group of 
objects. This means that probably for certain object types only 
a specific range is right. All this causes can lead to wrong or 
incomplete solution sets. The potential benefit for the user, in 
this case to recognize a specific object, is getting lost. We 
took the data from the WDI as underlying data set because the 
military data set is confidential and cannot be released for 
publication purposes. In addition it is irrelevant which data set 
is used as long there is an object-feature relation between 
them.  

2 Quality assurance process 
 In order to be able to achieve and maintain a high quality 
data set we build up a quality assurance process. From 
analyzing the data set with algorithms, we receive certain rules 
that are probably generally valid for a certain group of objects 
containing the same object features and correlate very 
strongly. First, the data needs to be analyzed and rules have to 
be derived. The second step is then to apply the potential rules 
on the data set in order to prevent misentries in advance. 

 
Fig. 1.  Data quality assurance process 
 
Figure 1 illustrates the general process of the data quality 
assurance. The data set we regard to analyze is the data set 
that already contains objects from the assistance system. The 
objects in this case are the countries, the features of the 
objects are the indicators that describe them. First, the data 
needs to be enriched. The data set of WDI e.g. did not contain 
the continents within the data point of a single country. 
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Therefore we enriched every country with the corresponding 
continent to be able to group them afterwards also by their 
continents. The Data Cleaning includes that empty data points 
are deleted from the data set that are considered into the data 
mining analysis. The next stage is to apply the data mining 
algorithm to find specific rules. The last step is to visualize 
the found rules for the analyst in a structured way. A strong 
correlation does not always imply causality and therefore the 
found rules within the data set need to be reviewed by the 
analyst before they can be applied to the whole data set as 
guideline. 
2.1 Structure of the underlying data set 
 Figure 2 illustrates the structure of the underlying WDI data 
set in the interactive data quality system. In this case the 
countries are our objects symbolized with flags and the 
indicators listed below are the features of the objects.  

 
Fig. 2. Structure of the WDI data (Screenshot of the interactive data quality 
assistance system) 
 
For example the country Colombia contains data points for the 
indicator “Education”. 
 

2.2 User interface 
 The user interface is split up into four different sections. 
The first section “Filter countries” offers the analyst the 
possibility to filter the data regarding a specific indicator. In 
case of the WDI data set it is possible to filter between 
specific ranges of numbers, e.g., within the “GDP per capita”. 
This function is quite useful to find rules only within a 
specific filtered data set. The second section “Choose 
parameters for data mining” offers the analyst the possibility 
to only consider the relevant indicators for the data mining 
analysis. Although it is possible to consider all indicators for 
data mining. The section “Navigation and Results” provides 
the opportunity to navigate through the decision tree by 
selecting the provided intervals. In decision trees, the data is 
represented by a hierarchal tree, where each leaf refers to a 
concept [2]. Furthermore the section shows the diagrams of 
the selected rule and the corresponding countries. The 
intervals are generated automatically on the basis of 
information gain. Furthermore it displays all rules that are 
found within the data set. The section “Countries” illustrates 

which countries match with the selected rule symbolized by 
the national flags. 

2.3 Applied algorithm 
 The underlying algorithm we used is k-means clustering 
with the application of the Lloyd algorithm. Clustering in 
general means partitioning a group of data points into 
different arrays. K-means clustering is a method to 
automatically partition a data set into k groups. The 
application of the Lloyd algorithm is efficient and resulted in 
the optimal solution for our specific problem to find rules that 
serve as guidelines within the data set. The algorithm has four 
major steps that need to be done in order to cluster each data 
point [3] [4]:  

1. Initialize the centroids of the clusters 
2. Search for every data point the closest cluster 
3. Set the position of each cluster to the mean of all data  
    points belonging to that cluster 
4. Repeat the steps 2 and 3 until convergence 

 
After performing the algorithm on the specified data set each 
object, in this case the countries, are assigned to a specific 
cluster. In order to navigate through the decision tree 
containing the different indicators, we split them 
automatically on the basis of the information gain. The 
information gain is predicated up on the reduced entropy after 
a data set is split up on an indicator. The major task during 
building up a decision tree is to find the attribute that returns 
the highest information gain. So in a first instance the entropy 
needs to be calculated. The second step is to split the data set 
on the different indicators.  After this, the entropy for each 
branch is computed and added proportionally to get the entire 
entropy for the split. This entropy is then subtracted from the 
entropy before the split. The outcome is the information gain. 

2.4 Example 
 In this section we want to illustrate an example rule 
generated by the interactive data quality assistance system. To 
control the variety of rules in advance we chose the 
parameters “GDP per capita” and „ Mortality rate, under -5 
(per 1,000 live births) “for the data mining algorithm. Under 
five years mortality rate is the probability per 1000 that a 
newborn baby will die before reaching age five [1]. After 
starting the data mining algorithm, the highest information 
gain is found at „Mortality rate, under -5 (per 1,000 live 
births)”. Figure 3 illustrates the separation for „Mortality rate, 
under -5 (per 1,000 live births)”. 
 

   
  Fig. 3. Separation for „Mortality rate, under -5 (per 1,000 live births)”. 
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In the next step we chose the interval with the highest 
mortality rate. After choosing this interval the next 
recommended separation is at “GDP per capita”. Figure 4 
illustrates the separation for “GDP per capita”.  

 
Fig. 4. Separation for „GDP per capita”. 
 
Countries with a high “Mortality rate, under -5 (per 1,000 live 
births)” seem to have a lower “GDP per capita”. The derived 
rule is then:  

 

Fig. 5. Derived rule from data mining algorithm. 
 

Figure 5 illustrates for this derived rule a 92 per cent match 
for the countries within.  

3 Conclusions 
 At the first stage we build up the interactive data quality 
assistance system with the underlying data set of the WDI. The 
system delivers rules that are supposedly general valid for the 
data. The next step will be to substitute the data set with the 
military data set and to apply the data mining algorithms on it. 
We need this step to be able to perform pilot studies with 
experts to improve the correctness of the derived rules and to 
compare different algorithms and the results. Furthermore this 
derived rules after being checked by the experts then will be 
applied as a guideline to the recognition assistance system 
while inserting a new object. 
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Abstract— In this research, we propose that the AHC (Ag-
glomerative Hierarchical Clustering) algorithm should be
used for clustering words, considering the feature similarities.
Among the features, their dependencies and relations are
available in the reality; texts which are features for encoding
words into numerical vectors have own similarities with
others. In this research, we define the similarity measure
which considers both the features and the feature values,
and use it for modifying the AHC algorithm as the approach
to the word clustering. As the benefits from this research,
we may obtain the potential possibility of more compact
word representations and the more tolerance to the sparse
distributions of numerical vectors. Therefore, the goal of this
research is to implement the word clustering systems with the
benefits.

Keywords: Word Clustering, Feature Similarity

1. Introduction
The word clustering refers to the process of segmenting

a group of words into subgroups of content based similar
words. The group of words is encoded into their structured
forms and a similarity measure between them is defined. The
words are arranged into their closet clusters based on the
similarity measure, as the clustering proceeds. The results
from clustering the words are unnamed clusters and cluster
naming and cluster prototype definition are regarded as other
tasks in this research. The scope of this research is restricted
to cluster words by their meanings.

Let us mention some challenges which this research tries to
solve. The strong dependency among features exists especially
in the text mining tasks, so the Bayesian networks which
considers it was proposed as the approach, but it requires very
much complicated analysis for using it [1]. If the indepen-
dences among features are assumed, it requires many features
for encoding words or texts into numerical vectors. Since each
feature has very little coverage in the domain of text mining,
we cannot avoid the sparse distribution of numerical vectors
which represent words or texts[3]. Therefore, this research
is intended to solve the problems by considering the feature
similarity as well as the feature value one.

Let us mention what we propose in this research as its idea.
In this research, we consider the both similarity measures,
feature similarity and feature value similarity, for computing
the similarity between numerical vectors. The AHC (Agglom-
erate Hierarchical Clustering) algorithm is modified into the
version which accommodates the both similarity measures.
The modified version was applied to the word clustering task.

Therefore, the goal of this research is to improve the word
clustering performance by solving the above problems.

Let us mention the benefits which we expect from this
research. The consideration of both the feature similarity and
the feature value similarity provides the way of reducing the
dimensionality of numerical vectors, potentially. We discover
semantic relations among words through this research for
performing other text mining tasks. The improvement of dis-
criminations among even sparse numerical vectors is caused
by computing the similarity between numerical vectors using
the two measures. Therefore, the goal of this research is
to pursue the benefits for implementing the text clustering
systems.

This article is organized into the four sections. In Section
??, we survey the relevant previous works. In Section 3,
we describe in detail what we propose in this research. In
Section 4, we mention the remaining tasks for doing the
further research.

2. Previous Works
Let us survey the previous cases of encoding texts into

structured forms for using the machine learning algorithms
to text mining tasks. The three main problems, huge di-
mensionality, sparse distribution, and poor transparency, have
existed inherently in encoding them into numerical vectors. In
previous works, various schemes of preprocessing texts have
been proposed, in order to solve the problems. In this survey,
we focus on the process of encoding texts into alternative
structured forms to numerical vectors. In other words, this
section is intended to explore previous works on solutions to
the problems.

Let us mention the popularity of encoding texts into
numerical vectors, and the proposal and the application of
string kernels as the solution to the above problems. In 2002,
Sebastiani presented the numerical vectors are the standard
representations of texts in applying the machine learning
algorithms to the text classifications [4]. In 2002, Lodhi et
al. proposed the string kernel as a kernel function of raw
texts in using the SVM (Support Vector Machine) to the
text classification [5]. In 2004, Lesile et al. used the version
of SVM which proposed by Lodhi et al. to the protein
classification [6]. In 2004, Kate and Mooney used also the
SVM version for classifying sentences by their meanings [7].

It was proposed that texts are encoded into tables instead of
numerical vectors, as the solutions to the above problems. In
2008, Jo and Cho proposed the table matching algorithm as
the approach to text classification [8]. In 2008, Jo applied also
his proposed approach to the text clustering, as well as the text
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categorization [12]. In 2011, Jo described as the technique of
automatic text classification in his patent document [10]. In
2015, Jo improved the table matching algorithm into its more
stable version [11].

Previously, it was proposed that texts should be encoded
into string vectors as other structured forms. In 2008, Jo mod-
ified the k means algorithm into the version which processes
string vectors as the approach to the text clustering[12]. In
2010, Jo modified the two supervised learning algorithms,
the KNN and the SVM, into the version as the improved
approaches to the text classification [13]. In 2010, Jo proposed
the unsupervised neural networks, called Neural Text Self
Organizer, which receives the string vector as its input data
[14]. In 2010, Jo applied the supervised neural networks,
called Neural Text Categorizer, which gets a string vector as
its input, as the approach to the text classification [15].

The above previous works proposed the string kernel as
the kernel function of raw texts in the SVM, and tables and
string vectors as representations of texts, in order to solve
the problems. Because the string kernel takes very much
computation time for computing their values, it was used
for processing short strings or sentences rather than texts.
In the previous works on encoding texts into tables, only
table matching algorithm was proposed; there is no attempt to
modify the machine algorithms into their table based version.
In the previous works on encoding texts into string vectors,
only frequency was considered for defining features of string
vectors. Texts which are used as features of numerical vectors
which represent words have their semantic similarities among
them, so the similarities will be used for processing sparse
numerical vectors, in this research.

3. Proposed Approach
This section is concerned with modifying the AHC (Ag-

glomerative Hierarchical Clustering) algorithm into the ver-
sion which considers the similarities among features as well as
feature values, and it consists of the three sections. In Section
3.1, we describe the process of encoding words into numerical
vectors. In Section 3.2, we do formally the proposed scheme
of computing the similarity between two numerical vectors.
In Section 3.3, we mention the proposed version of AHC
algorithm which considers the similarity among features as
the approach to word clustering. Therefore, this article is
intended to describe in detail the modified version of KNN
algorithm and its application to the word clustering.

3.1 Word Encoding
This subsection is concerned with the process of encoding

words into numerical vectors. Previously, texts each of which
is consists of paragraphs were encoded into numerical vectors
whose attributes are words. In this research, we attempt to
encode words into numerical vectors whose attributes are text
identifiers which include them. Encoding of words and texts
into numerical vectors looks reverse to each other. In this
Section, we describe in detail the process of mapping words
into numerical vectors, instead of texts.

In the first step of word encoding, a word-document matrix
is constructed automatically from a text collection called
corpus. In the corpus, each text is indexed into a list of
words. For each word, we compute and assign its weight
which is called TF-IDF (Term Frequency-Inverse Document
Frequency) weight [2], by equation (1),

wi = TFi(log2 N − log2 DFi + 1) (1)

where TFi is the total frequency in the given text, DFi is the
total number of documents including the word, and N is the
total number of documents in the corpus. The word-document
matrix consists of TF-IDF weights as relations between a
word and a document computed by equation (1). Note that the
matrix is a very huge one which consists at least of several
thousands of words and documents.

Let us consider the criterion of selecting text identifiers as
features, given labeled sampled words and a text collection.
We may set a portion of each text in the given sample words
as a criteria for selecting features. We may use the total
frequency of the sample words in each text as a selection
criterion. However, in this research, we decided the total
TF-IDF (Term Frequency and Inverse Document Frequency)
which is computed by equation (1) as the criterion. We may
combine more than two criteria with each other for selecting
features.

Once some texts are selected as attributes, we need to
consider the schemes of defining a value to each attribute.
To each attribute, we may assign a binary value indicating
whether the word present in the text which is given as the
attribute, or not. We may use the relative frequency of the
word in each text which is an attribute as a feature value.
The weight of word to each attribute which is computed by
equation (1) may be used as a feature value. Therefore, the
attributes values of a numerical vector which represent a word
are relationships between the word and the texts which are
selected as features.

The feature selection and the feature value assignment for
encoding words into numerical vectors depend strongly on
the given corpus. When changing the corpus, different texts
are selected by different values of the selection criterion
as features. Even if same features are selected, different
feature values are assigned. Only addition or deletion of texts
in the given corpus may influence on the feature selection
and the assignment of feature values. In order to avoid the
dependency, we may consider the word net or the dictionary
as alternatives to the corpus.

3.2 Feature Similarity
This subsection is concerned with the scheme of computing

the similarity between numerical vectors as illustrated in
Figure 1. In this research, we call the traditional similarity
measures such as cosine similarity and Euclidean distance
feature value similarities where consider only feature values
for computing it. In this research, we consider the feature
similarity as well as the feature value similarity for computing
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it as the similarity measure which is specialized for text
mining tasks. The numerical vectors which represent texts
or words tend to be strongly sparse; only feature value
similarity becomes easily fragile to the tendency. Therefore,
in this subsection, as the solution to the problem, we describe
the proposed scheme of computing the similarity between
numerical vectors.

Fig. 1
THE COMBINATION OF FEATURE AND FEATURE VALUE SIMILARITY

Text identifiers are given as features for encoding words
into numerical vectors. Texts are dependent on others rather
than independent ones which are assumed in the traditional
classifiers, especially in Naive Bayes [1]. Previously, various
schemes of computing the semantic similarity between texts
were developed [2]. We need to assign nonzero similarity
between two numerical vectors where non-zero elements are
given to different features with their high similarity. It is
expected to improve the discriminations among sparse vectors
by considering the similarity among features.

We may build the similarity matrix among features auto-
matically from a corpus. From the corpus, we extract easily
a list of text identifiers. We compute the similarity between
two texts by equation (2),

sij = sim(di, dj) =
2 × tf(di, dj)

tf(di) + tf(dj)
(2)

where tf(di, dj) is the number of words which are shared by
both texts, di and dj , and tf(di) is the number of words which
are included in the text, di. We build the similarity matrix
which is consists of similarities between text identifiers given
as features as follows:

S =

⎛⎜⎜⎜⎝
s11 s12 . . . s1d

s21 s22 . . . s2d

...
...

. . .
...

sd1 sd2 . . . sdd

⎞⎟⎟⎟⎠ .

The rows and columns in the above matrix,S, correspond to
the d text identifiers which are selected as the features.

The texts, d1, d2, ..., dd are given as the features, and the
two words, t1 and t2 are encoded into the two numerical
vectors as follows:

t1 = [w11, w12, ..., w1d]

t2 = [w21, w22, ..., w2d].

The features,d1, d2, ..., dd are defined through the process
which was described in Section 3.1. We construct the d by

d matrix as the similarity matrix of features by the process
mentioned above. The similarity between the two vectors are
computed with the assumption of availability of the feature
similarities, by equation (3),

sim(t1, t2) =

∑d
i=1

∑d
j=1 sijw1iw2j

d · ‖t1‖ · ‖t2‖ (3)

where ‖t1‖ =
√∑d

i=1 w2
1i and ‖t2‖ =

√∑d
i=1 w2

2i. We get
the value of sij by equation (2).

The proposed scheme of computing the similarity by equa-
tion (3) has the higher complexity as payment for obtaining
the more discrimination among sparse vectors. Let us assume
that two d dimensional numerical vectors are given as the
input for computing the similarity between them. It takes only
linear complexity, O(d), to compute the cosine similarity as
the traditional one. However, in the proposed scheme takes the
quadratic complexity, O(d2). We may reduce the complexity
by computing similarities of some pairs of features, instead
of all.

3.3 Proposed Version of AHC Algorithm
This section is concerned with the modified version of AHC

algorithm which considers both the feature similarity and the
feature value one. The words which are given as clustering
targets are encoded into numerical vectors whose features
are texts by the scheme which was described in section ??.
The numerical vectors which represent words or texts tend to
be sparse, inherently; zero values in each vector tend to be
dominant over 90%. In the proposed version, the similarities
among the numerical vectors are computed by equation (3).
In order to provide the detail explanation, we describe the
proposed AHC version, together with the traditional one.

The traditional version of AHC algorithm is illustrated in
Figure 2. Words are encoded into numerical vectors, and it
begins with unit clusters each of which has only single item.
The similarity of every pairs of clusters is computed using
the Euclidean distance or the cosine similarity, and the pair
with its maximum similarity is merged into a cluster. The
clustering by the ACH algorithm proceeds by merging cluster
pairs and decrementing number of clusters by one. If the
similarities among the sparse numerical vectors are computed,
the traditional version becomes very fragile from the poor
discriminations among them.

The proposed AHC version is illustrated in Figure 3. Words
are encoded into numerical vectors, and the clustering begins
with individual items. The similarities among numerical vec-
tors are computed by equation (3) which was presented in
section 3.2. Clustering proceeds by merging the pair with its
maximum similarity. By replacing the Euclidean distance or
the cosine similarity by equation (3), it is expected to improve
the discriminations among even sparse numerical vectors.

We may consider several schemes of computing a similarity
between clusters. We may compute similarities of all possible
pairs of items between two clusters and average over them as
the cluster similarity. The maximum or the minimum among
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Fig. 2
THE TRADITIONAL VERSION OF AHC ALGORITHM

similarities of all possible pairs is set as the cluster similarity.
In another scheme, we may select representative members of
two clusters and the similarity between the selected members
is regarded as the cluster similarity. In this research, we adopt
the first scheme for computing the similarity between two
clusters in using the AHC algorithm; other schemes will be
considered in next research.

Let us compare the both AHC versions with each other.
Both versions begin the clustering process with individual
numerical vectors. In computing the similarity between two
numerical vectors, the traditional version uses the Euclidean
distance or cosine similarity mainly, whereas the proposed
one uses the equation (3). Like the traditional version, the
pair of clusters with its maximum similarity is merged into
a single cluster in doing the clustering process. However, the
proposed version is more tolerant to sparse numerical vectors
in computing the similarities among them than the traditional
version.

4. Conclusion
Let us mention the remaining tasks for doing the further

research. We need to validate the proposed approach in spe-
cific domains such as medicine, engineering, and economics,
as well as in generic domains such as ones of news articles.
We may consider the computation of similarities among some
main features rather than among all features for reducing the
computation time. We try to modify other machine learning
algorithms such as Naive Bayes, Perceptrons, and SVM
(Support Vector Machine) based on both kinds of similarities.
By adopting the proposed approach, we may implement the
word clustering system as a real program.

Fig. 3
THE PROPOSED VERSION OF AHC ALGORITHM
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Abstract - Police investigation activities are conducted on 
historical, records and occurrences reports in 
informations data bases structured and not structured, 
where are extracted knowledge to elucidate authorship, 
interests, crime dynamics and objects involved in criminal 
activities. The complexity inherent in not structured 
informations sources and police records, the restrictions 
associated time and resources available to authorship 
analysis assume a critical condition in the elucidation of 
the crimes. As a result, the automatic extraction of 
knowledge in criminal databases assume great 
importance in generating intelligence maps and research 
activities. Criminal reports, source of the research and 
criminal knowledge, usually present themselves in not 
structured format, inaccurate in content and difficult to 
analyze 

Keywords: Datamining, Shortest-path Algorithms, Law 
Enforcement Analysys 

 

1 INTRODUCTION 

In a criminal report are transcribed all the facts, people, 
circumstances and relationships that characterized the police 
report. Because the need to capture the occurrence with 
maximum accuracy of reality, investigative studies devoted to 
authorship analysis are based on historical police, whose 
transcription, aims to provide freedom for communication 
through narratives, often developed by people of different 
features, both comunicante and witnesses, as police 
responsible for the occurrence record 

The discovery of traces who carrying the criminal to the 
crime scene or their activities to achieve the offense becomes 
one of the fundamental problems encountered in the 
authorship's investigations of criminal analisys [1]. 

The police reports are dense, complex and characterized 
by scattered data. The not structured police report, done on 
free text style, offers better support for research evidence and 
relationships, imposing, however complexity, time and 
personnel allocated in analysis. 

Gradually criminal activities are growing in sophistication, 
technology and planning. Employing resources and 
technologically advanced methods, criminals are connecting 
in social networks and using modern communication systems 
such as Internet, wifi, telephone and radio. Crimes fraud 
related, drug trafficking, money laundering  and gangs's 

investigation, an activity of complex and sophisticated police 
intelligence [1]. 

Analysts and researchers produce criminal knowledge from 
information sought as a bulky bases of police reports [2] . 
The biggest challenge for analysts, researchers and police 
intelligence departments is to achieve efficiency and accuracy 
in the face of growing demand for raw data found in criminal 
intelligence bases [3] . The potential demand of police reports 
without authorship identified in countries with high volumes 
of criminal incidents, as verified in Brazil, is the 
characterization of the impunity. 

Xu and Chen [4] reported that the successful construction 
of concept maps, based on documents and police reports 
analyzed in the criminal investigation, depends on extensive 
use of techniques to automate the most of the data mining 
operations and identification of useful entities such as people, 
places, events, organizations or objects involved in the 
researched historical, whose identification will contribute to 
clarifying the facts and understanding of the relationships 
investigated. However, the efficiency to be obtained in the 
extraction of useful entities for analysis depends essentially 
on the cleaning  of the data entered in the extraction process 

Oriented systems to support the extraction of relevant 
entities and intelligence activities in unstructured documents 
are intended to increase the speed in the analysis and 
reduction of  researchers's time in the preparation activities of 
relational maps extracted from criminal reports. 

Expert systems, however, require many hours in the 
preparation of information for procedural support, such as 
dictionaries, references and linguistic rules [5]. 

According Baluja et al [5], specialized systems in data 
mining are specific in their goals, such as tax evasion, money 
laundering, census or commercial research, those systems 
require many hours in the preparation of information for 
procedural support, and its operation have restricted rules.  
Dictionaries are originally built in language English, Japanese, 
Portuguese, etc, for this reason, they are restricted, starting 
to understand only a particular branch of knowledge [6] .It 
would not be possible, for example, migrate directly rules and 
special specifications used by an extractor system of criminal 
organizations operated in the United States for the extraction 
of entities in criminal bulletins in Brazil [5]. An extensive list 
of previous procedures for preparing the extractor systems 
should be deployed, to meet the restrictions and formalities 
language as a basis for nominal entities extraction in any 
language. Some authors mention the use of automated tools 
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to accelerate the preparation of these lists in support of 
expert systems. 
No matter the method used, the expert system development 
will require a training method in order to obtain the best 
efficiency in the analysis and recovery of entities that can 
meet the principles and necessary rules for entities extraction 
in textual documents. 

2  NETWORK RELATIONSHIPS AND CLASSIFICATION OF ENTITIES 

Actors, objects, events and relationships captured in the 
police reports can provide valuable historical evidence and 
provide crime patterns, usually hidden in the reports and 
police reports. A synthesis drawing format and simulated 
scenarios is known in police and criminal context map, 
research map or intelligence map, topological representations 
of the crime scene [1]. The represented social network in the 
intelligence maps must  integrate all parts of research 
activities and identify possible connections between actors 
and potentially involved events [4]. The map or criminal 
relationship tree is often treated as a network [7], provides 
valuable evidence of extracted crime patterns in 
investigations, resulting in accumulated knowledge in the 
analysis of relationships between entities involved in the 
criminal offense. 

The intelligence maps allow inter-relate several useful 
entities extracted from texts treated, establishing an 
association value between these various entities. These 
associations are of great relevance to the criminal 
investigation. The resulting structure aims to provide aid for 
research and pattern recognition in criminal offenses [8]. 
Systems for intelligence analysis are applied for tracking of 
individuals and organizations involved in criminal activities 
such trafficking, terrorism and fraud. [9]. The collect of 
entities is based on previous patterns, becoming simplified for 
not requiring the understanding of the text by the system 
entities extraction operator [10]. Extractors Systems are also 
employed to identify patterns such as dates, times, numeric 
expressions and email addresses. 

The arc value associated between entities in an intelligence 
map expresses the intensity, on which the entities are closer 
or distant from each other. The value assigned to the mapped 
relationships helps the visibility of existing links, identifies 
involvement of the actors present in the scene and produces 
knowledge to generate conclusions and reports on the facts 
of the cases analyzed [1]. 

Various distance types are used to calculate specific 
measures of distance between entities in the vector space. 
Some measures are used applying simple Euclidean distance 
while others are used applying the square Euclidean distance 
or absolute Euclidean distance, where the distance is the sum 
of the square of distances, avoiding the square root 
calculation, which offers advantages for computational speed 
in applied calculations [6]. 

According to textual entities standardization procedures 
developed in the MUC-7, Seventh Message Understanding 
Conference and Second Multilingual Entity Task [11], 
nominal entities are defined as proper names, numbers, 

people, local references, schedules dates, percentages and 
monetary values . The scenario selected for extraction site is 
built according with the events in which the entities are 
participating, whose definition of domain and importance 
depend on the purpose of the analysis and presence of the 
entity on the analyzed text. Entities assist the police 
investigation and provide the necessary allowance for 
identifying patterns related to the "modus operandi" of the 
crime [2]. 

For each extracted entity must be associated attributes 
residing in a specific parameter table representing the 
properties and characteristics. This table is called Elements 
Table (TE), whose purpose is to qualify the identification of 
each entity, beyond the simple name reference. 

Selecting the domain of entities and structure of the model 
elements table depends on the size of each entity in the 
specific scenario in which it is inserted. The MUC-7 provides 
that such definitions depend subjectively system of the 
author, however its accuracy is linked to the wealth of the 
parameters associated with the entities, serving to increase its 
effectiveness with the users [11]. 

Chen and Lynch [12] cite knowledge bases specialized on 
automatic creation of  thematic dictionaries and algorithms 
for generating statistical coefficients related to frequency 
ratios between concepts extracted from text documents . 
Furthermore, the available literature provides in various 
academic segments developed studies in both fields, 
information science and cognitive studies, confirming the 
creation of specific areas for scientific dictionaries, such as 
medicine, engineering and business that resulted in the 
creation of efficient thesaurus, robust potentially available as  
basis for information retrieval applications [13] . Chen and 
Lynch [12] cite the specific steps for the implementation of 
preparatory processing for recovery of useful entities : 

 Development of the list of objects and 
documents 

 Filter the objects 
 Indexing 
 Analysis of co -occurrence (frequency studies) 
 Recovery of associations 

The crime often involves organized gangs, whose members 
are connected by various associations such as common 
interests, friendship, neighborhood or criminal association . 
This relationship, similarly can be treated as a network in 
which such criminals can perform various activities and illegal 
actions . Textual documents such as police reports and others 
are rich in information, from which you can extract entities, 
converting them into a topological representation connected 
by their criminal relationship and their criminal activities. The 
base of knowledge, represented by a semantic network in 
which nodes are words, phrases and concepts and 
connections represent the semantic relationship between 
nodes [12]. The system for capturing concepts consists of 
rules or procedures operated, on according the knowledge 
base, similar to the decisions rules from experts patterns 

3- MODELING INTELLIGENCE MAPS 
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Martins [1] presented an expert system to capture entities  
from free texts and intelligence maps modelling, called 
Anaphora that apply as example for illustration of an 
automatic extractor system model. Used by some  
intelligence agencies in Brazil, the Anaphora system 
integrates the major phases of an extractor project: 
construction of thematic dictionary, training the useful 
entities and network construction. The final output provides 
network representation on a Graph format that examines the 
strongest connections between nodes of entities network, 
using one shortest path algorithm. 

The first phase of Anaphora system involves the 
construction of a specialized dictionary in radicals, using 
policial languagem,  which will serve as  keywords for later 
extraction of knowledge. 

Cognates are words derived from the same root. Is the 
irreducible element common to all the words of the same 
family [14], also called lexical family [15]. The element is 
irreducible when it can no longer be reduced. 

Some examples of families who have the same root: 

• Moon, moonlit, moonligth 
• Sea, salt, sailor  
• Crime, criminal, criminology  
• Love, loving 
• friendly, friend, friendship 

Monteiro [14] mentions that the internal structure of word  
consists of words with associated elements which represent 
the minimum elements of language emissions containing 
individual significance. The radical in its original form is the 
root, the minimum element of a family of words and 
irreducible and common element of this family of words. The 
root is the element from where the first morphological 
operation, so their root shall be different from the radical. 
The radicals may have one or more affixes derivative. Thus 
the same word can have several radicals. The neighbor word 
can offer three degrees radical : 

I. neig 
II . neighbor 
III. neighborhood 

The meaning is essential in the root concept that carries the 
semantic word load . The suffixe particularizes the generic 
meaning of the root ( smaller part of the word) in a series of 
derivatives. The more affixes ( words derived by prefixes and 
suffixes ), less general will be the meaning of the word. The 
roots are minimal morphological construction of a core, 
which may be free or attached [15]. The high degree of 
radical will include all derived words. We can conclude the 
following assertions, mutually inverse : 

 A higher volume of derived words requires a higher 
degree of extracted radicals, as close as possible to its 
original form, that is, the smallest format . 

 It is important to keep the meaning of the radical in its 
minimal primitive form, keeping  the association of 
meaning with the derived word [14], avoiding multiple 

interpretations or derivations with the family of other 
extracted derivatives [16]. 
The specialist pre-processing dictionary is based on the 

principle of extracting radicals, derived from training sets. 
The extracted lists are then used as keywords, in an 
interactive way for  obtaining derived words. The resulting 
structure is refined, obtaining also stop words, which are 
words with little meaning in the analyzed text. Dictionaries 
are generated from classified information, contained in 
documents belonging to the application domain, which are 
converted into specialized structures through continuous 
training [12]. Research in dictionaries is an important source 
for retrieval  information systems [16]. Dictionaries include 
selected information in documents, databases or manually, 
generated by experts who provide guidance for extraction 
algorithms such as keywords and critical debugging routines.  
The resulting structures, prepared in automatic form or 
manually allow extracting keywords from textual documents 
with little or no manual interference [1]. 

Automatic dictionaries or semi- automatic dictionaries can 
be generated from processed radicals,  by algorithms that 
serve as keywords for knowledge extraction. The initial 
structures are subsequently processed through specialized 
training performed by learning machine [18]. Dictionaries 
generated manually can be obtained by combining public 
domain words (geographic information, professions, usual 
acronyms, common names, titles etc). The resulting 
structures, prepared in automatic form or manually allow 
extracting keywords,  from textual documents with little or 
no manual interference [1]. 

The construction of specialist dictionary is based on 
linguistic studies, which provides the basic guidelines for the 
learning algorithm of extraction model. An ordered set of 
phonemes is considered a word when has a meaning . The 
words include the names (nouns, adjectives and adverbs  and 
verbs [14]. 
Table 1 shows an example of extracted key from historical 
words that belong to the domain of a collection of documents  
that were investigated. 
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The second stage of the extractor system involves the 
extraction of useful entities, modeling of relationships and 
calculations of co-occurrences between the extracted entities. 
We used the Hauck algorithm [19] adapted from the method 
developed by Chen and Lynch [12], an algorithm for 
treatment of co-occurrences on data mining routines. The 
algorithm sets relative levels of importance between the 
extracted entities on researched documents, calculating 
weights for relationships between each pair of extracted 
entity. The weights are calculated based on statistics 
frequencies corresponding to a value for the co- related 
associations. The Hauck algorithm calculates the relative 
weight of each entity, on each document of collection. 

Originally, the co-occurrences analysis approach was 
devoted to the automatic generation of dictionaries based on 
textual documents, reflecting the frequency with which two 
sentences appeared together in the same document . The 
modern statistical approach defines co-occurrence as the 
frequency among entities,  based on lexical statistics. 
Assuming that two entities appear together in a same 
document, there may be an association and involvement 
between these entities . A co-occurrence with non-zero value 
indicates the weight of the rapprochement between entities, 
so strongly associated so higher be the value represented by 
their co -occurrence [20] . 

Statistics co-occurrence are related to the useful words 
found in the analyzed text. The co-occurrence concept is 
based on the proposition of Chen and Lynch [12] for 
calculating the statistics co-occurrences between extracted 
words on text documents. Xu and Chen [4] define co-
occurrence or associative relationship as the relationship 
between a pair of entities, when they are found together on 
one document 

Step 1.1 

The Hauck algorithm [2] calculates the relative weight 
of each entity, in each document of the collection (Dij; 
entity - document). 

Equation [1] shows the calculation of the co-occurrence 
Dij in each document of the collection, given by : 

 
(1)  

Where: 

i - represents each document of the collection 
j - represents each entity found on document i 
N -  number of collection's documents 
Dfj - Number of documents in which j is present 
Tfij.  number of occurrences of J entity in each document 
in which j entity was located 
Wj - factor of importance of j entity on extraction process 
( relative value that can assume, greater or lesser degree, 
according to importance of entity on extraction process) 

Step 1.2 

The algorithm calculates the co-occurrence between each 
pair of entities found together in documents in the 
collection (Wjk and Wkj), using a asymmetric function, 
shown in (2) and (3) 

 

(2) 

 

(3) 

Where: 
j -  represents the first entity of each examined pair in 
document i 
k - represents the seond entity of each examined pair in 
document i 
Wij - represents the final weight among entity j and k 
entity 
Wkj - represents the final weight calculated between the 
entity k and entity j 
dij - weight of the entity j, calculated as shown in step 2 of 
this topic 
Dfjk  - represents the number of documents in the 
collection N, where the entities j and k are revealed 
together. 
Dijk  - Hauck algorithm calculates the combined weight of 
each pair of entities found together in each document in 
the collection.  
Equation (4) shows the calculation of the combined weight 

of pair jk on document i and (5) shows the calculation of the 
combined weight of the kj on document i. The difference 
between these functions is the factor of relative importance 
(Wi / Wi) in the calculation of the function  

 
(4) 

 
(5) 

Where: 

WeightingFactor j e WeightingFactor j - Influence 
factor that reduces the value of the very common generic 
instances, reducing the value of their respective influences. 
WeightingFactor is obtained through the calculation 
shown in (6) and (7): 

 
(6) 
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(7) 

Where: 

WeightingFactor k - reduction factor for the entity k  (6) 

WeightingFactor j  - reduction factor for the entity k j  (7) 

The algorithm proposed by Hauck et al. [2] produces 
asymmetric values for associations between entities , 
however penalizes with a final reduction factor the value of 
words most often found in the studied texts . This reduction 
factor is used in order to minimize the importance of 
extracted generic terms. 

Figure 1 shows an example of useful entities extracted 
from the analyzed domain. The columns present the results of 
calculations processed by each stage of the frequency and 
approximation algorithm. 

 
Fig 1.  Função WeightingFactor [29] 

In the third phase of construction, the entities are extracted 
from textual documents and organized in a structure indexed, 
by document , keeping data available for access of the 
algorithm . Each pair of extracted entities is analyzed, 
according to frequency computed in each document , 
subsequently consolidated in accordance with the totals 
processed throughout collection. The product obtained by 
this method comprises a weighted array of relationships 
where each array element represents a entity and the 
extracted weights computed represents the importance of 
these relationships . The depiction of a network in matrix 
format provides a means to describe a graph , eliminating the 
existence of a list of nodes and arcs to build or a 
representative drawing of a network [21] . 

Let N be a weighted matrix with m rows and n columns, 
corresponding to each of the extracted entities (vertices) . 
Let nij the representation of the element in the ith row and 
column jth [21] . Each element nij of the array corresponds to 
an arc (i, j ) and refers to a association value between entities  
i and j  if these entities are present in the extracted 

relationship. The resulting structure is so called matriz of 
Criminal Relationships . As a result of extraction, the 
Anaphora system produces the following results:  

Step 2.1 

Construction of a temporary structure containing the 
totalization of frequencies and the temporary variables, 
such as strengthening's factor for each pair of entity 
extracted 

Step 2.2 

Construction of a temporary array containing 
consolidated frequencies for each pair of extracted 
entities calculated by the co-occurrences algorithm. The 
raw results processed by the algorithm will be in 
accordance with the frequencies computed, between 
each pair of entities. 

Step 2.3 

Constructing a normalized final results matrix containing 
co-occurrences for each pair of entities. 
The resulting structure of the normalized matrix 
corresponds to a directed graph , whose vertices are 
represented by nominal extracted entities and their arcs 
are represented by the results of the entity - entity 
The structure is stored in an auxiliary file (setting file) 
generated for further analysis , completing the cycle 
developed by Anaphora System [29]. 
The file for analysis consists of three types of 

information, corresponding to each pair of entities 
associates: 

 Numeric code of connected vertices; 
 Association value, calculated by Anaphora system 

[29]; 
 Reference name of connected entities. 

4 - ANALYSIS OF THE STRONGEST LINKS BETWEEN ENTITIES 
IN THE INTELLIGENCE MAP 

From associations's matrix, is then constructed a second 
array that will contain the reverse tracking of possible paths 
between pairs of entities present on the graph . This structure 
called Reach matrix is based on the reverse access tracking of 
Dijkstra algorithm, optimizes the use of the intelligence's 
Map because provides the pre-calculation of all possible 
paths between related entities , thus avoiding the time spent 
processing the strongest associations in research activity [1] . 

Each  cell of the Reach Matrix represents an entity of 
reference identified by column number where it is located, 
indicating the associations of the reverse path between pairs 
of entities line / column of the matrix . 

The Dijkstra algorithm [22] is the classic method for 
minimum cost  of path calculation from a source node to all 
other nodes of a weighted graph [4] , assuming that the graph 
contain no negative arcs [23] . Dijkstra lent his studies for the 
more efficient algorithms and solutions to shortest path, the 
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principles of which were based on the original structures of 
Dijkstra algorithm. Xu and Chen [4] mention that in a 
criminal network represented by a directed graph, the value 
of a connection, which can assume a number between zero 
and one, can be treated as an probability measure for 
approximation calculation between two directly connected 
entities. As a general rule, the joint probability of occurrence 
of a group of mutually independent events is equal to the 
product of the individual probabilities of occurrence of these 
same events. If two nodes in a graph are only connected 
through a sequence of intermediate connections , the 
association value between the two nodes is equal to the 
product of intermediate weights. The strongest association 
between a pair of nodes is represented by the largest product 
of the weights between the nodes.  

Since the shortest path algorithms recognizes the shorter 
distances between graph nodes, where the value of the arcs 
indicates the weight of the associations ,  the representation 
of the strongest connections, after application of the shortest 
path algorithm will not guarantee that the strongest 
associations will be identified [1] . 
Xu and Chen [4] proposes a heuristic search for 
transformation by the shortest path to the location of the 
strongest connections in a directed graph , using the 
logarithmic transformation :  l = -ln (w)     0 < w ≤ l  
 Where:  

l is the weight of the connection in the new transformed 
graph 
w is the corresponding weight in the original graph 

With the proposed transformation are obtained the following 
axioms [4] : 

 All the connections in the transformed graph are non 
negative numbers.: 

 Since:  0 < w ≤ l,  thus   ln (w) ≤ 0, wich sugest that:  - 
ln (w)  ≥ 0;  

 The lowest values of the arches in the transformed 
graph correspond to higher values in the original 
graph  

 If   l1 < l2,   then   –ln (w1) < -ln (w2)   or   ln (w1) > 
ln (w2).  

 Since ln (w) is a monotonic increasing, is follows that 
w1 > w2; 

 The shortest paths using the sum of the weights values 
of the transformed graph, correspond to larger 
Arches products using the original network. 

   After the modeling of a associations matrix , represented by 
a directed graph and constructed as a relationship between 
the product extracted entities from text files , the stronger 
links between the graph's entities are calculated. The 
associated weights with arcs provide calculation probabilities 
between each pair of entities , with the possible path and the 
representative value of the strongest chances of 
approximation between entities [1].  

   The calculated results are presented in a matrix of 
associations, as shown in Figure 2. 

 
Fig 2.  Relationships matrix containing precalculated associations [29] 

5  CONCLUSIONS AND PROBLEMS IN THE EXTRACTION OF 
ENTITIES FROM THE POLICE REPORT 

Various errors may occur during data mining, particularly 
when treating extractions in textual documents, which can 
make inconsistent modeling,  contribute for distortions or 
inconclusive results [1] . 

Kohonen [24] quotes that are frequently occurring errors 
when converting text to entities, producing inaccuracies in 
the calculation of distances. 

Goldberg & Senator [25] reported that several information 
bases have inconsistencies, incomplete data or multiple 
identifications for the same extracted references. 

Han & Kamber [26] reported that many inconsistencies 
may occur in information bases such as violation of 
restrictions or cases of redundancies that can be removed by 
integrating of data routines. Some attributes can take 
different names in heterogeneous information bases. The 
errors and inconsistencies can be deleted manually through 
external references, imposing dependencies between 
attributes, correction parameters or creation of criticism 
against violation of restrictions . 

May occur with some functional inadequacies applied in 
entities extraction model in the surveyed bases. The data 
handlers must identify, debug or discard incompatible 
documents and routines to reduce errors and deviations that 
would minimize the expected results in the extraction 
routines [27] . 

Xu and Chen [28] point to problems observed in the 
extraction of entities related to incomplete data, incorrect or 
inconsistent in searched data records. 

Incomplete data - criminal networks operate in stealth 
mode or hidden . Criminals minimize interactions, in order to 
not attract police attention. The data captured may become 
incompletes, causing the loss of connections between the 
nodes and loss of integrity on the the network structure. 

Incorrect data - inaccuracies relating to identification, 
physical or addresses can result in errors in the transcription 
of information that are generated intentionally by the 
criminals themselves, aiming to confuse the police 
investigations . Criminals lie about their addresses and their 
identities when captured or investigated, which can 
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introduces ambiguities and inaccuracies in the bases of police 
records. 

Inconsistency - information on criminals can come from 
multiple sources entries simultaneously, feeding the police 
records inputs, not necessarily consistently. The criminal may 
appear in historical police records with multiple 
identifications, presenting itself as different individuals, 
causing inaccuracies in the processed queries. 

Working with criminal historic records and other 
intelligence policial sources used for investigation, the 
policial activity lacks intelligence tools to aid and elucidate 
crimes and discover knowledge in databases occurrences of 
policials records. 

The shared effort between preventive police action and 
investigative policing is a complex scenario for operational 
planning decisions. Prevent and investigate deal with the 
same variables represented by the police force and should be shared as 
cooperative resources, but competitors in the search for the final results 

The efficiency and effectiveness of police investigation 
request the use of automated tools to cover the entire 
research cycle, comprising the record of the occurrence, 
analysis and extraction of the police historical knowledge.  
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Abstract - The information needs of search engine users 
vary in complexity. Some simple needs can be satisfied 
by using a single query, while complicated ones require 
a series of queries spanning a long period of time. The 
search task, consisting of a sequence of search queries 
serving the same information need, can be treated as an 
atomic unit for modeling user search preferences and 
has been well applied in information retrieval to 
improve the accuracy of search results. Most existing 
studies have focused on over-session based task 
identification and heavily relied on human annotations 
for supervised classification model learning, which are 
not ideal in large, real time search applications where 
users have long-term interests spanning over multiple 
search sessions. In this study, a cross-session based 
method is proposed for discovering search tasks by 
modeling the latent structure of task information in the 
search log dataset, without needing human annotations.
Experimental results show that the proposed cross-
session based method contributes to an increased 
accuracy of task identification.  

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information 

Search and Retrieval 

General Terms 
Algorithms, Performance, Experimentation 

Keywords 
Search Session, Search Task, Search Log 

 

1. Introduction 
The information needs of search engine users span a broad 
spectrum. Some simple information needs, such as finding 
a person’s homepage or navigating a social networking 

site, can be accomplished in a single search session. Yet 
addressing complex information needs, such as planning a 
vacation, organizing a wedding, or repairing a laptop, 
requires a user to issue a series of queries, spanning a long 
period of time and over multiple search sessions. For 
example, if a user’s laptop is broken and he wants to find 
the solution on the internet, usually, he will search a query 
first, such as “macbook pro broken”, and then go through 
search results. If the user fails to find relevant information, 
he would most likely revise his query. Moreover, a user 
may open multiple web browsers and work on several 
search tasks at the same time. In this study, the user’s 
search activity is examined at the task level based on the 
session information, where a search task is defined as a unit 
of representing one distinct information need.  

In most of the existing studies [1, 2], a search task is 
defined as one or multiple sessions that correspond(s) to a 
distinct information need. The task is extracted based on 
the segmented session information, which is also used as 
the unit for extracting user’s interests. These methods are 
referred to as over-session based task identification, 
because the task information is constructed over the session 
units. One obvious problem is that it oversimplifies the 
user’s search activity by assuming that users only work on 
the same search task within a short period of time. Yet 
people might work on different search tasks at the same 
time. Thus, it is needed to examine the search task both 
within and cross session boundaries to improve the 
performance of task identification.  

Recently, several studies have been conducted on 
identifying tasks within search sessions. For example, some 
studies [3, 4] adopt supervised methods to label search 
tasks using a pairwise classification methods. However, 
pairwise prediction might not be consistent. For example, 
two pairs: (query qi and qj), (query qi and qk) are predicted 
to be in the same task, while query qj and qk are not. 
Meanwhile, some studies [5, 6] use an external dataset such 
as the Open Directory Project or Wikipedia. Because the 
labels and categories of search tasks are generated from an 
external dataset, the total number of labels or categories is 

Graph-based Link Prediction in  
Cross-session Task Identification 
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fixed rather than adaptive to the user’s search activities. 
However, it is usually the case that most users have 
multiple information needs and they are dynamically 
changing [7]. To solve these problems, in this study, a 
cross-session based query analysis method with a best-link 
model is proposed to improve the performance of task 
identification. Specifically, search queries within a search 
session are segmented into sub-tasks by using the best-link 
model to learn query connections from users’ search 
activities. And a graph-based representation method is 
utilized to calculate the contextual pairwise similarity of 
queries. Then, search tasks are identified by grouping 
similar sub-tasks from all search sessions together. 

This paper makes the following contributions: 1) a cross-
session based task identification method; 2) a best-link 
prediction method for identifying the structural 
dependencies of queries; and 3) a graph-based 
representation method for determining the link relation 
between a pair of queries.  

The rest of the paper is organized as follows. Section 2 
summarizes related studies. Section 3 presents the proposed 
cross-session based task identification method. Section 4 
introduces the dataset, experimental design, evaluation 
methods, and performance comparison between the 
proposed method and baselines. Section 5 summarizes the 
main conclusions of this study.  

2. Related Work 
A search session, as defined by Boldi et al. [4], is a 
sequence of queries issued by a single user within a 
specific time limit. The related queries of the same session 
often refer to the same search goal or search activity. Based 
on this assumption, He et al. [5] propose to group queries 
into search sessions through detecting the topic shifts 
among queries. Hassan et al. [6] adopt topic models to 
extract session-level search goals. It is concluded that the 
method of examining user search activities through search 
sessions outperforms the traditional approaches that are 
based on only relevance feedbacks. Piwowarski et al. [7] 
model a hierarchy of users’ search activities through a 
layered Bayesian network to identify distinct patterns of 
users’ search behaviors. They use classification methods to 
learn the connection of latent states for a clicked document 
to the relevance assessment of that document without 
considering the document content. Mei et al. [8] propose a 
framework of studying the sequences of users’ search 
activities, in which an algorithm is introduced to segment 
the query stream into goals and missions.  

Recently, several studies have noticed the necessity of 
going beyond the session boundary and examining the 
user’s information needs in a task. For example, Spink et 
al. [17] indicate that multi-tasking behavior occurs 
frequently in which users switch search tasks within a short 
period of time. Lucchese et al. [14] model task-based 

sessions to extract multiple tasks from the search session. 
Meanwhile, Hassan and White [9] indicate that a search 
task can be complex and span a number of search sessions. 
To tackle this, they propose a method to generate a task 
tour which comprises a set of related search tasks. Kotov et 
al. [11] explicitly define the cross-session task as the one 
extending over multiple sessions and corresponding to a 
certain high-level search intent. To extract cross-session 
tasks, Jones et al. [18] have built classifiers to identify task 
boundaries and pairs of queries belonging to the same task.  
Agichtein et al. [19] have examined the cross-session task 
identification by using a binary classification method and 
have found that different types of tasks have different life 
spans. Besides, a few studies [11, 20, 21, 22, 23, 24, 25] 
have proven the effectiveness of classifying queries and 
web pages into search tasks on improving the search 
performance. Although they prove that the search task 
information contributes to the improvement of search 
performance, all of them have two main issues. The first 
issue is that they define the search task manually. The fixed 
number of search tasks is not suited to predict the user’s 
future search activities – since it will be an incomplete 
representation, if the number is too small; and noises will 
occur, if the number is too large. The second issue is that 
existing classification-based methods rely on human 
annotated dataset for training models, which is not 
applicable when only few manual annotations are available.  

The main difference between this study and existing cross-
session based task identification studies is that we model 
this problem as a link prediction problem rather than a 
binary classification problem. The advantage of this study 
is that the latent dependencies between queries within each 
task are modeled explicitly. 

 
3. Methods 
3.1 Task analysis 
Search logs are proven as a valuable data resource for 
analyzing user’s search activities and information needs. In 
this study, the AOL search log dataset is examined to 
extract users’ search tasks. A search log is a dataset that 
records users’ search activities, which can be denoted by 
the vector < ai, qi, ti, ci, ri >, where ai is the identifier of the 
user, qi is the query submitted by the user ai, ti is the time of 
the user activity, ci is the click on the relevant result 
returned for qi, and ri is the rank position of ci [10].  
The primary mechanisms for segmenting the logged query 
streams are session-based. A search session is usually 
considered as the basic unit of information in search log 
analysis [1]. In a search engine which works in the session 
mode, the user’s search activities are recorded and earlier 
search data, i.e. queries and results clicked, in the same 
session is used to update user’s current search actions. A 
search session is defined as a sequence of search activities 
S ={< aj , qj , tj , cj , rj >…< ak , qk , tk , ck , rk >} issued by a 
single user within a specific time limit.  
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Table 3.1 Sample of Session Segmentation 

Methods of extracting relevant sessions from search logs 
should examine all queries issued by a user. Short 
inactivity timeouts between user actions are applied as a 
means of demarcating session boundaries [4]. In the field 
of session segmentation, the relations between queries are 
categorized as Topic Continuation and Topic Shift. In 
Figure 3.1, query q1 and q2 are semantically related, so they 
should be grouped in the same session and the relation 
between them is Topic Continuation. On the contrary, q2 
and q3 have no semantic relation, so the relation between 
them is Topic Shift, which generates a session boundary. In 
this study, user inactivity periods are adopted to segment 
the search session. The time interval within a search 
session should be less than a threshold σ (where σ is set at 
25 minutes according to an empirical study). Table 3.1 
shows a sample of segmented sessions.  

Task 1

q1 q2 q3 q4 q5 q6 q7 q8

q1 q2 q6 q7 q8

Task 2

q3 q4 q5 ...... ...

Query Sequence in Search Log

Session 1 Session 2 Session 3

...

Topic Shift

 
Figure 3.1  Task identification by grouping similar search 

sessions. 
Meanwhile, search engine users have various search 
intentions. Addressing complex information needs usually 
requires a user to issue a series of queries, spanning across 
multiple search sessions. To tackle this problem, a fine-
grained task identification method, which is also called the 
cross-session based task identification method, is proposed 
in this study. As shown in Figure 3.2, search queries within 
a search session are segmented into sets of queries which 
are formed to achieve specific search tasks. Each set of 
queries is called a sub-task. For example, in the first 
session, predicting q2, q4 and q5 belonging to the same task 

would immediately lead to the conclusion that all these 
three queries are in the same task, even though q2 and q5 
are not directly connected to each other. Then, after 
examining all search sessions of the user, search queries 
related to a particular search task are identified by grouping 
similar sub-tasks together.  
To generate these sub-tasks for each search session, an 
unsupervised best-link model is proposed. The main idea is 
that the best-link defines a hierarchical tree structure of 
“strong” connections among the queries: rooted in the fake 
query q0, and each sub-tree of q0 corresponds to one 
specific search sub-task in a search session. For a new 
query, it can only belong to a previous search task or be the 
first query of a new task. Therefore, the temporal order 
provides a helpful signal to explore the dependency 
between queries. 

Specifically, given a query sequence Q = {q1, q2, …, qm} 
within a search session, f is introduced to refer the latent 
best-link structure. f(qi, qj) indicates the existence of a link 
between qi and qj as following:  

               (3.1) 
where f(qi, qj) =1, if query qi and qj are directly connected; 
and otherwise, f(qi, qj) = 0. φ(qi, qj) indicates the similarity 
between query qi and qj. To model the first query of a new 
search session, i.e., the query that does not have a strong 
connection with any previous queries, a fake query q0 is 
added at the beginning of each search session. All the 
queries connecting to q0 would be treated as the initial 
query of a new search sub-task. Besides, it is enforced so 
that a query can only link to another query in the past, or 
formally, 

               (3.2) 

Note that the best-link method is conducted within each 
search session to generate a list of sub-tasks. Similar sub-
tasks are grouped together as a search task using the 
hierarchical clustering [8].
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Task 1

Q1 Q3 Q2 Q4 Q5 Q6 Q8 Q10

Q1 Q2 Q3 Q4 Q5

Q1 Q3 Q6 Q8 Q10

Task 2

Q2 Q4 Q5 ...... ...

Search Sessions

Q9 Q10 Q11Q0 Q6 Q7 Q8 ...

Sub-Tasks

Q7 Q9 Q11

Search Tasks

Q0

Q7 Q9 Q11

 

Figure 3.2 Task identification by grouping similar sub-tasks. 

3.2 Graph-based Link Prediction 
To achieve the latent structure f(qi, qj) as defined in 
formula 3.1, φ(qi, qj) should be determined first. As shown 
in Figure 3.3, the pairwise similarity between relevant 
feedback documents of qi and qj is adopted for determining 
the link relation between two queries. Specifically, the 
queries resulting in none click action are defined as invalid 
queries, such as q3, q4 and q6. By contrast, the queries 
resulting in at least one clicked result are defined as valid 
queries, such as q2 and q5. All invalid queries are ignored in 
this study as did in one existing study [16]. For example, to 
determine if q2 and q5 belong to the same task, two 
similarities between the relevant feedback documents of 
these two queries are calculated, including sim(d2,1, d5,3) 
and sim(d2,1, d5,5), where d2,1 denotes the first retrieved 
document of q2, sim() represents the similarity between a 
pair of queries. Then q2 and q5 are segmented into the same 
task if sim(d2,1, d5,3) or/and sim(d2,1, d5,5) is/are bigger than 
the  as indicated in formula 3.1. 

q2

d2,1

q3 q4 q6

d5,5

q5

d5,3?

?

 

Figure 3.3 Example of the pairwise similarity. 

However, there are two problems of calculating the above 
pairwise similarity using the original page contents, 
including data noise and data scarcity [12]. On one hand, 
many relevant documents contain other non-pertinent 

information such as advertisements and navigations, 
causing difficulty in summarizing their latent meanings. On 
the other hand, for a search log dataset, such as AOL, it 
does not contain snippets, but URLs that might not point to 
a live site anymore, or for which the content might have 
been changed after the dataset was created. To tackle these 
problems, a two-step graph-based representation method is 
proposed for predicting the pairwise similarity between the 
relevance feedback documents from two different search 
queries.  

u1

u2

u3

q1

q2

q3

q4

d1

d2

d3

d4

Users Queries URLs

www.cnn.com

www.yahoo.com

www.bbc.com

www.aol.com

(2)

(3)

(3)

(2)

Figure 3.4 Example of a click graph. 

First, a click graph is constructed for generating the 
pseudo-document of each clicked URL. An example of a 
click graph with four queries and four URLs is shown in 
Figure 3.4. The edges of the graph capture the relationships 
between the queries and the URLs. Based on the 
observation that different users may use different queries to 
describe their latent topics of interests within a particular 
web page, it is proposed to generate a pseudo-document for 
each URL by combining all its connected queries in this 
graph. For example, two different queries (q1 and q2) from 
different users (u1, u2 and u3) are connected to the same 
URL, “www.yahoo.com”. The queries (q1 and q2) are then 
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combined to represent the pseudo-content of 
“www.yahoo.com”.  

q1

q2

q3

D1

T1

T2

T3

T4

T5

Tesla Car

Musk Tesla Patent

Patent Open-Source

Http://www.bbc.com/
news/business-27824698

Tesla

Car

Musk

Patent

Open-Source

D1

 
Figure 3.5 Graph-based representation of a relevance 

feedback document. 

Second, simply adopting a bag-of-word to represent the 
content of a document will lose the structural semantic 
information. To tackle it, a graph-based representation of 
the pseudo-document is proposed. Specifically, the unique 
terms, denoted as {Ti}, are extracted from the pseudo-
document. For example, as shown in Figure 3.5, there are 
five unique terms within the pseudo-content of D1, 
including T1: “Tesla”, T2: “Car”, T3: “Musk”, T4: “Patent”, 
and T5: “Open-Source”. Afterwards, a pair-wise 
examination is automatically conducted within each query 
string to determine the existence of a binary non-directional 
edge between two terms. For example, T1 and T2 are 
connected with an edge because they are in the same query 
q1; T2 and T3 are not connected because no query in D1 
contains both of them. Then each pseudo-document is 
represented as a graph G = (N, E), where N denotes the 
nodes (unique terms) and E denotes the edges. Finally, 
given two semantic graphs G1 = (N1, E1) and G2 = (N2, E2) 
constructed for two relevance feedback documents, a graph 
similarity measure is adopted to estimate their semantic 
relatedness. Specifically, the metric called “p-
homomorphism” [13] is adopted as the underlying graph 
matching method, because the p-homomorphism concept 
extends the traditional graph homomorphism and sub-
graph isomorphism concepts by additionally mapping 
edges from one graph to their corresponding edge paths in 
another graph. 

4. Experimental Design 

4.1 Data Sets and Evaluation Methods 
Lucchese et al. [14] develop a Web application that helps 
human assessors manually identify the optimal set of user 
tasks from the AOL query log. They produce a ground 
truth that can be used for evaluating any automatic user 
task discovery method, which is also publically available at 
“http://miles.isti.cnr.it/~tolomei/downloads/aol-task-
ground-truth.tar.gz”. It contains a total of 554 search tasks 
with average 2.57 queries per task. And 143 cross-session 
tasks are contained in this dataset. In this experiment, this 
dataset was adopted as the ground truth for comparing the 

performance of the proposed task identification method and 
the baselines.  

To evaluate the performance of the proposed task 
identification method, it is necessary to measure the degree 
of consistency between manually-extracted user tasks of 
the ground truth and search tasks generated by our 
algorithms. Specifically, both classification- and similarity-
oriented measures [14] were adopted in this experiment. 
Predicted task indicates the user task where a query is 
assigned by a specific algorithm, while true task indicates 
the user task where the same query is in the ground truth. 

Classification-oriented approaches measure how closely 
predicted tasks match true tasks. F1 is one of the most 
popular measures in this category, as it combines both 
precision and recall. In this study, precision measures the 
fraction of queries that were assigned to a user task and that 
were actually part of that user task. Instead, recall measures 
how many queries were assigned to a user task among all 
the queries that were really contained in that user task. 
Globally, F1 evaluates the extent to which a user task 
contains only the queries that were actually part of it. Two 
notations, pi,j and ri,j, are introduced to represent the 
precision and recall of predicted task i with respect to true 
task j, then F1 corresponds to the following weighted 
harmonic mean of pi,j and ri,j. 

        F1 = 2  pi,j  ri,j / (pi,j + ri,j)                 (4.1) 

Similarity-oriented measures consider pairs of objects 
instead of single objects. Let T be the sets of predicted 
tasks, four values were computed, including: 1) tn - number 
of query pairs that are in different true tasks and in 
different predicted tasks (true negatives); 2) tp - number of 
query pairs that are in the same true task and in the same 
predicted tasks (true positives); 3) fn - number of query 
pairs that are in the same true task but in different predicted 
tasks (false negatives); 4) fp - number of query pairs that 
are in different true tasks but in the same predicted task 
(false positives). Then, two different measures were 
adopted as following: 

Rand index:   R (T) = (tn + tp)  /  (tn + fp + fn + tp)   (4.2) 

Jaccard index:   J (T) = tp / (fp + fn + tp)    (4.3) 

4.2 Experimental Setup and Results 
The experiment analyzed the contributions of the proposed 
cross-session based task identification methods including 
best-link method (BL) and best-link with graph-based 
representation method (BL-G). The difference is that BL 
adopts the bag-of-word method for representing the 
features of the pseudo-document while BL-G uses the 
proposed graph-based representation method for modeling 
rich semantic features.   

Three baselines were adopted in this experiment, including 
one over-session based method and two cross-session 
based methods. The best performing over-session based 
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method (OS) is proposed by Luxenburger et al. [15] who 
adopt a hierarchical clustering method in which the atomic 
units to be clustered are past sessions. The two best 
performing cross-session based methods, QC_wcc and 
QC_htc, are proposed by Lucchese et al. [14]. Specifically, 
QC_wcc performs clustering by dropping “weak edges” 
among queries and extracting the connected components as 
tasks. QC_htc assumes that a cluster of queries can be well 
represented by only the chronologically first and last 
queries in the cluster; therefore only the similarity among 
the first and last queries of two clusters is considered in the 
agglomerative clustering.  

The annotated log dataset was randomly split into a 
training set with 270 annotated search tasks, and a test set 
with the other 270 annotated tasks. The parameters in each 
model were tuned by a 5-fold cross-validation on the 
training set. All baselines and our methods were trained on 
the same training set. 

 

Figure 4.1 Performance comparisons of proposed methods 
with baselines. 

Figure 4.1 shows the performance comparisons between 
proposed methods and baselines. It was first observed that 
the session boundary does impact the performance of all 

compared task identification methods. Most of them 
achieve the highest performance on these three evaluation 
metrics when the time interval is set at 25 minutes, which is 
consistent with existing studies [7, 15]. The proposed 
methods BL and BL-G outperformed QC_wcc and QC_htc 
significantly in all three metrics. The reason is that both 
QC_wcc and QC_htc target on predicting whether two 
queries represent the same task. However, the pairwise 
prediction cannot directly generate the task information and 
post-processing is required to obtain the tasks. Such a post-
processing is independent from the classifier training 
therefore is not necessarily optimal.  

Also, the OS baseline, as the over-session based method, 
performed much worse than the others especially on Rand 
Index and Jaccard Index metrics. The possible reason is 
that it assumes that users work on the same task within 
each period of a search session which results in a high fp 
value. Finally, BL-G performs better than BL, because BL-
G utilizes the proposed graph-based representation while 
BL adopts the bag-of-word representation in which the 
semantic structure is lost.   

Table 4.1 Performance Comparisons between Session-
based and Non-session based Task Identification Methods 

So far, the proposed best-link model for task identification 
is conducted within a session scope. One interesting 
question is whether the session information is contributive 
in the proposed best-link method. Table 4.1 illustrates the 
performance comparisons between the best-link methods 
using the search session and the ones without using the 
session data (denoted as BL-NoSS and BL-G-NoSS 
respectively). Note that both BL and BL-G were optimized 
by setting session interval at 25 minutes. It was observed 
that the proposed methods, BL and BL-G, using session 
information performed much better than the ones without 
using the session data, i.e., BL-NoSS and BL-G-NoSS. For 
example, the F1 scores of BL and BL-G were 0.628 and 
0.695, whereas those of BL-NoSS and BL-G-NoSS were 
0.560 and 0.603. The major reason for these performance 
differences is that the session plays the role of setting a 
temporal boundary for identifying the latent link structure 
of queries from the same search task. And this boundary 
prevents the incorrectly predicted link information from 
spanning so that the prediction error made in previous 
session will not affect the prediction accuracy in the current 
session. Furthermore, the fact that BL-G and BL-G-NoSS 
outperformed BL and BL-NoSS respectively, indicates that 
the proposed graph-based representation for query 
similarity computation is more effective.  
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5. Conclusions 
Users switch search tasks frequently during their search 
activities, thus developing methods to extract these tasks 
from historical data is central to understanding longitudinal 
search behaviors and developing search systems to support 
users’ long running tasks. In this study, a new cross-session 
based method is presented for extracting search tasks from 
users’ historic search activities. Specifically, a best-link 
model is introduced which is capable of learning query 
connections from users’ searching activities. Then a graph-
based representation method is utilized to estimate the 
contextual pairwise similarity of queries. Finally, an 
experiment using a publically available annotated dataset 
from AOL log is conducted to demonstrate the superior 
performance of our method in identifying search tasks 
versus a number of state-of-the-art algorithms.  
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Abstract— Nowadays, the best ways to attract job candidates is
through dedicated web-based portals, and therefore match their
related data automatically using optimized algorithms. In this
perspective, with the goal of sharing, at best, the job offers, many
online job boards have been created, the choice of which can be
sometimes very hard for the recruiters that aim at attracting the
best possible candidates in the shortest amount of time. Based on
these considerations, in this paper, we propose a novel jobboard
recommendation system that aims at estimating the best potential
job-boards for a given text job offer. Our efficient predictive
model for job boards recommendation, is based on a hybrid
representation, that combines semantic knowledge and time series
forecasting. The semantic classification of job boards requires a
textual analysis using domain knowledge. The time series analysis
module is to predict the best job board for a given offer. The
proposed system has been evaluated on real data, and preliminary
results seem very promising.

Index Terms— Recommendation; Time series; Clustering;
Forecasting; Data Mining; Big Data.

I. INTRODUCTION

Since the last two decades, the use of Internet for re-

cruitment purposes has grown considerably. This recruitment

process, also known as ”e-recruitment” is based on the

use of information technology and communications. In this

context, expansion of the Web has led to an increase in the

number of job diffusion web sites (also called job board) and

consequently the number of candidates that can be contacted

through these intermediary tools. However, despite the wide

dissemination of existing platforms of e-recruitment, the

main concern of recruiters rest of ”finding” the best profiles

(i.e., the most talented potential candidates) for a given

position. To better target potential candidates, some problems

are to be solved such as clarity of the offer and its relevance

to potential candidate profile, or adequacy of the job board

in relation to the core business of the offer itself even. The

search for the best candidates for a given offer returns among

others target the most appropriate job board, and after that the

most relevant profiles among the mass of available profiles.

Current recommendation systems process only a part of

the recruitment process, concentrating on matching offers

with CVs. However, the selection of the most appropriate

job board regarding an offer is also very important for the

optimization of this fully digital recruitment process. For this

reason, various questions arise concerning the criteria for

relevance of a job board over a given offer. For example,

is a job board considered relevant if the number of offers are

increasing? Or, if the number of visits and / or the number

of clicks to view the offers by potential candidates tend to

grow compared to those observed in the past?

Our main goal is to provide a tool to help recruiters to i)

select the most relevant job board for a given position, ii)

diffuse more effectively job ads, that is to say at the right

place at the right time, iii) provide tools to connect candidates

and offers automatically.

To meet the above objectives, we are also faced with prob-

lems related to the specificity of the data to be processed.

We dispose from our industrial partner, a history of job

advertisements on web sites, and the quantity of their visits

(clicks), that are stored in a big database. The recorded

data also concern the number of candidates obtained through

various job boards and social networks. In this context, we

propose a recommendation system of job boards based on

a hybrid model combining modular semantic classification

approaches, and time series forecasting [4]. The semantic

classification of job boards and job ads requires a textual

analysis of the content on the basis of business description

that is given by a public french organization (ROME code
1). The time series analysis module, aims to predict the best

job board for a given offer, combined with textual analysis

module.

The rest of this article is organized as follows: a state of the

art will be discussed in section 2. The proposed model will

be presented in section 3. Finally, in section 4 we discuss

preliminary results and conclude the paper in section 5.

II. STATE OF THE ART

Nowadays, few automatic recommendation systems of job

offers to particular users exist. These systems are generally

classified into three main categories namely textual recom-

mendation systems [1], recommendation systems based on

collaborative filtering, and hybrid recommendation systems

[5].

Textual-based recommendation systems analyze the content

of job descriptions as well as information provided by users

to identify the semantic content. To that aim, two types

of semantic analysis approaches exist: approaches based on

ontologies [8] and text mining approaches [10]. Whatever

the approach used in the purely textual recommendation

systems, weaknesses may occur. Indeed, the existing ap-

proaches require manual annotation by the recruiter and the

1www.pole-emploi.fr/candidat/le-code-rome-et-les-fiches-metiers-
@/suarticle.jspz ? Id = 15734
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candidate to describe both job offers and CVs. Therefore, the

volume of processed data is quite large and require the use of

highly optimized algorithms. Collaborative filtering systems

are based on the analysis of the opinions of a group of users.

Their opinions are considered similar to that of an active

identified user. These recommendation systems can target

CVs only from items related information (such as the title).

The use of items certainly reduces the mass of processed

data but with a loss of precision. As for hybrid systems,

they combine the two previously mentioned categories.

In parallel of the semantic approaches, more formal ap-

proaches based on vectors and probabilistic models have

been proposed [7] for profiling applications according to

a specific offer. Although these approaches seem to be

transposed to our problem since they concern the profiling

of a job boards for a given job, they are unusable in our

context because they only deal with text data. Finally, another

approach is essentially based on the predictive linear models

was proposed in [10]. This work considers the problem of

recommendation as a prediction of the performance of offers

on a job board regardless of the behavior of this job board in

the past. The linear model was proposed in that work assumes

that the model parameters are independent for simplicity. But

the real data do not always check their working hypothesis

since the dependencies are spatial order (depending on the

job board) and also temporal (dependent of the past).

Most of these recommendation systems could be improved

if the temporal dimension of information related to the job

board was more taken into account in the models. We wish in

this work, to consider the information relative to the temporal

aspect of the dissemination of offers in the different job

boards, to create a predictive model based on the values

observed in the past. We propose a representation based

on time series, for highlighting the trend and seasonality

in the recruitment data. With these informations, decision-

making and recommendation of relevant job boards for job

opportunities, could contribute to long-term automating the

assignment of these bidding job offers to one or more the

most appropriate job board. It is this approach that we

favor in our study and that we will detail starting with the

presentation of our model in the following sections.

III. DESCRIPTION OF THE TEMPORAL RECOMMENDATION

SYSTEM ARCHITECTURE

As reported in the precedent section, our interest in this

study is to characterize the best job boards for a given

job offer to automatize the the process of diffusion of

vacancies (postings). Job boards of vacancies available on

the web are multiple. Some may be specialized to broadcast

certain categories of business or certain types of deals, for

example, internships, PhD, or fixed-term contracts. Defining

the intrinsic characteristics common to all job boards is a

very important step for the analysis of their behavior in

order to compare and evaluate them. These characteristics

are related to the properties of vacancies advertised on these

job boards. In particular, in this study we consider initially

the business description of the offer, and number of its clicks

accrued per job board over a given period. We first present

the classification used for the characterization of offers based

on their type of business. This classification is used later in

the formalization of data relating to job boards.

A. Data formalization

For the formalization of offers, we will use two different

types of textual content: jobs and job categories (business

classes). An offer can be defined as a structured text docu-

ment used to formalize an offer of an employer. It is divided

(or can be divided theoretically) in various fields such as title,

business description, skills, education level, etc., organized

according to the publisher and / or some high standards level.

Given this definition, we formalize the contents of a job offer

j as a set of vectors, each representing a text field, as follows:

oj = ( �vj,1, �vj,2, ..., �vj,k) (1)

where k is the number of text fields in the offer j and v is

a vector of weighted keywords representing the frequencies

of words of each field (according to the method described

by [9]). Specifically, considering a generic text field i (with

i ¡k) of job j, we formalize its contents with a vector vj,i

�vj,i = {wj,i,1, wj,i,2, ..., wj,i,n} (2)

where n is the size of vocabulary of the field and wj,i,k

is the inverse frequency (TF-IDF) of k terms in the i
field in the j offer. Similarly, a job category (also known

generically category in this article) can be defined as a

textual description of a specific category of occupations. Its

definition is generally provided by a domain expert (or any

authority) and can be used effectively for classification and

indexing of job offers. In our case, we used the French

public ROME code categories. Thus, according to the same

principle, we formalize the contents of a job class c as

ci = ( �vi,1, �vi,2, ..., �vi,l) (3)

where l is the number of terms describing the job class c, v
is the key words vector representing the frequency of terms.

Then we used a vector-based distance and an SVM classifier

to annotate each job offer to a semantic business category.

Each day, a set of offers is deposited on one or more

job board on a given date. An offer made on a job board

has a finite life cycle. In this period, the number of clicks

associated with each bid is incremented. Therefore, the daily

number of clicks associated with an offer and job boards

is available. This number is shown on other time scales:

weekly, monthly, and annual midyear. We denote by T the

period or the time scale associated with the number of clicks

considered. To formulate such data, in particular the number

of clicks, we consider a job board, noted JB, as a set of

offers on a given period T :

JBT = ∪joj for j = 1, ..., p (4)

Using the vectorial classification of offers described previ-

ously, each JB become a class of offers on a period T :

JBT = ∪kck for k = 1, ...,m (5)
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and a class cj as the union of offers contained in :

cj = ∪ioi for i = 1, ..., n (6)

For each class cj , we introduce a ratio Xcj calculated as

the total number of relative clicks of offers in this class in a

period T :

Xcj =
nb.clic

|cj | (7)

in particular, when j=1 in a JB then XJB = nb.clic
|JB| .

In the following of this paper, we consider T a discrete inter-

val [1, N ]. Having a series of observations X
cj

1 , X
cj

2 , .., X
cj

N

on a fixed period T , we propose the definition of previsions

on a date N with a time series of observations, to estimate

X̂cj (N, h) on future dates within a given horizon h. The

objectives of temporal analysis in our study are multiple.

Firstly, it concerns the prevision of future realization of a

random variable Xcj using the previously observed values

X
cj

1 , X
cj

2 , X
cj

N for each class cj and for each JB. Secondly,

we are interested by estimating the trend of time series.

In addition, we are interested in analyzing the variations;

for example, one may ask whether an observed change in

the number of visitors to a JB is the result of a seasonal

fluctuation or is a reflection of a trend. Finally, evaluation

of the impact of an event on a variable will measure the

JB sensitivity to potential disturbances and noise. For these

reasons, we will use univariate time series only, and we

notice the variable Xcj by xt observed at time t. We chose

to use a regression model applied to the time series using

the information on the number of clicks on the offers. The

figure 4 give an example of a time series of job board, where

values xt are the clicks ratios between 2008 till 2014 (1716
days).

1) Statistical Data Analysis: To analyze a time series

(x1, x2, ..., xn), it is useful to have statistical indexes to

summarize the series. As an indicator of central tendency, we

calculated firstly the average as follows: x̄n = 1
n

∑n
j=1 xj .

We also calculated the index of empirical variance (or

standard deviation), to rise up comprehensive information

on the dispersion of temporal observations with respect to

their central tendency. The variance of a set of values in

a time series is defined by: σ̂(0) = 1
n

∑n
t=1(xt − x̄n)2.

Later we calculated dependencies between two successive

observations by the empirical auto covariance (of order h):

σ̂n(h) = 1
n−h

∑n−h
t=1 (xt − x̄n)(xt+h − x̄n). After that we

calculate for each series the empirical autocorrelation that

is given by the ratio of auto-covariance and the empirical

variance: ρ̂n(h) = σ̂n(h)
σ̂n(1) . These autocorrelations characterize

dependencies between series values (x1, x2, ..., xn−1) et (x1,

x2, ..., xn). This value can provide an overall idea about the

implicit regression in the data set. Indeed, linear regression

can be observed if the value of ρ̂n(h) is close to +1 or -1.

More auto-correlation tends to 1 in absolute value, the higher

the series has a trend. The slope of the linear regression line

follows the sign of ρ̂n(h), while the cloud of the series values

is more rounded when it is close to zero.

2) Trend and seasonality in time series: As part of our

study, we seek to identify seasonality and trends in job boards

time series. Seasonality is an important factor that indicates

the repetition frequency of a phenomenon in a periodic

manner. The trend is an attendance indicator of a stationary,

increasing or decreasing job board. Therefore, it is useful to

decompose a time series in order to separate the content of

the trend, irregular components and the seasonal component,

if it is present. In the case where the series is non-seasonal,

that means it is composed of a trend and an irregular residual

component. Thus, the decomposition generally requires the

separation of the three (or two) sources and estimation of

the trend. There are several decomposition models present in

the state of the art [11]. Among these models, we opted for

the special Holt-Winters (HW ) probabilistic model [3], [6].

This method has the advantage of being simple to implement

and can take into account both the trend and seasonality.

Given the probabilistic aspect of this model, it is robust

to noise and provides a single model to extract the three

components. Two scenarios of decomposition by HW model

are possible: additive and multiplicative. As we have no

information a priori, we consider the two scenarios using

a sliding window throughout the series. Figure 7 shows an

example of decomposition. In the first part, we have the

observed series of a job board (top), followed by trend

(2nd), the seasonal component (3rd) and finally the noise

fluctuations. This is so important because if we have a job

board where the trend is decreasing hence the probability of

recommending offers in it will be weak.

B. The Global Architecture of the System
The proposed recommendation system of job offers in the

job boards is described in Figure 1. It is based on two main

phases namely learning predictive model step and the recom-

mendation step. During the first phase (left part of the figure),

we used the previously described vectorial model and SVM

classifier to annotate each job offer with the French job offers

semantic vocabulary (ROME code). After that, we performed

a clustering process, to regroup similar job offers on the basis

of their shared semantic annotations. The clustering step is

based on GLA (Generalized Lloyd Algorithm) that generates

a Voronoi tessellation on the input data, by separating the job

offers into convex regions (see Step 1 in Figure 1). These

regions represent the classes ζposting (or clusters) of job

offers (postings) obtained with GLA. Since we have more

than 1 Million offers, we implemented a Hadoop MapReduce
version of the clustering algorithm on R using rmr2 and rhdfs
packages, on Hadoop 2.5 CloudEra version. Results of the

produced Voronoi tessellation with GLA clustering algorithm

are displayed in figure 2.

Similarly on the same DB, we have several thousands

of job boards. For each Job board and for each class of

postings ζposting , we construct a time series vector (see

step 2 in Figure 1). Hence a time series will represent the

temporal behavior of a job board by considering only job

offers belonging to a similar semantic class ζposting . Then,

for each time series, a regression model is learned using
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Fig. 1. Global architecture of the recommendation system.

Fig. 2. Voironoi tessellation with GLA clustering algorithm.

Holt Winters probabilistic model, and future values of clicks

ratios are predicted within an horizon h. After that, the job

board(s) maximizing the different predicted ratio values are

considered the most appropriate for the dissemination of

the offers belonging to the considered class (see Step 3 in

Figure). A hash table is created, containing key / values as

class of offers, winner job boards.

In the second phase (the online stage), we seek to identify the

job boards adapted to receive the diffusion of a new incoming

job offer. The recommendation comes in two stages. Firstly,

the system seeks to identify the nearest pre-generated class of

offers compared to this new offer in term of its similarity with

the centroid of the class (see Step 4 in the Figure). Since we

already have an association for each class, the corresponding

winner job board, thus we recommend the diffusion of this

new offer on this job board(the fifth step on the figure).

C. The prediction algorithm

The Algorithm 1 illustrates the great steps described pre-

viously of our recommendation system. As we have shown

in the previous section, this algorithm requires a list of

jobs classes, regrouped by supervised manner (classification)

or not (clustering). For a cluster of offers, the algorithm

generates for each job board portal, a representation in time

series of ratios.

IV. EXPERIMENTAL RESULTS

A. Description of the dataset

To evaluate the proposed model, we used a big database of

job offers and job boards. This complex DB, large and with

heterogeneous information has been provided by an indus-

trial partner (Multi Posting) in Sonar Project (http://sonar-

project.com/). By considering confidentiality issues we can

not present the architecture of the Data Base. However, we

can attest that it represents more than a six-year follow-up

containing about ten thousand of job boards and millions of

job offers.

B. Results discussion

1) Quantitative analysis of the dataset: In order to quanti-

tatively explore our data set, we firstly analyzed the variation

of diffusing job offers in the different job boards, at different

times. Figures 3.(a) and 3.(b) respectively show the distribu-

tions of job vacancies advertised and consulted on channels

with different dates. For example, in Figure 3.(a), we can see

that between 2008 and early 2011, the amount of vacancies

advertised in the job boards was low. By cons, in the interval

2011-2012, offers are constant and distribution deals are

around 10000 offers per day (to a maximum of about 15,000

offers). Between 2013 and early 2014, the increase is of the
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Algorithm 1 Clicks forecasting in each job board.

Require: A cluster Coff of similar offers, a list of job

boards JB, and an horizon value h.

Ensure: The appropriate job board which maximizes the

predicted value of clicks ratio.

Begin
Maxclic = 0
By considering all the offers postingj in Coff

for Each job board JBi in DB do
for each Instant t ∈ Δt do

Calculate the ratio: x(t) = |clics|
|Coff | .

end for
Construct time series X(JBi)={x(t)|t ∈ Δt}.

Apply moving average filter on X(JBi) to reduce

noises.

Learn Holt-Winters model on X(JBi).
Calculate forecast(JBi)h to estimate future values

of clicks in an horizon h.

if Maxclic ≤ forecast(JBi)h then
Maxclic = forecast(JBi)h

end if
end for
return the winner JBi having Maxclic.

End

order of 25,000 to 30,000 offers per day with two points of

visible change between late 2012 and early 2013. Scattering

peaks are visible in the months of January, June or September

which could be interpreted by the fact that certain offers are

Seasonal. Referring to Figure 3.(b), we can see that there is

a correlation between the number of diffusion of offers in

Figure ref dist2.(a) and the number of clicks in the second

figure 3.(b). The number of clicks is constant for a number of

offers between July 2011 and November 2012. We also note

that from November 2012 to August 2013, a sudden increase

in clicks is notable for a constant number of offers. Finally,

from August 2013, we can observe an extreme increase in

clicks of job offers (average 120,000 hits per day). Slopes

changes corroborate these observations.

2) Quantitative analysis using statistical indicators:
Qualitative analysis is to explore, through statistical indi-

cators, the properties of a series representing a job board.

Figure 4 illustrates the variation of the ratio as a time series of

a job board in our DB. Peak values can be seen in 2008, early

2010 and late 2012. Visually analyze a series seems difficult;

for this reason, it is useful to use descriptive statistical

tools to extract hidden information. For example, Figures

5 and 6 represent variations of calculating co-variances and

correlations between the observed time series on different

neighborhoods. We can see that for smoothing sliding win-

dows (Lag) ranging from 1 to 10, the auto-correlation indexes

are positive and close to 1.

3) Analysis of trends and seasonality: The information

generated in the time series can look very noisy. This is due

to random fluctuations intrinsic to the measures. To remedy

(a) Job offers distribution.

(b) Clicks on job offers distribution.

Fig. 3. (a) : Distribution of the diffusion of Job offers on different job
boards of our DB at different dates. (b) : Distribution of the number of
clicks of the offers on job boards at different dates.

this, and to visualize potential trends in the series, we used

a moving average filter with different neighborhood sizes.

After filtering the input time series with moving averages,

it is now possible to build a predictive model. We decided

initially to use the method of Holt-Winters [3], [6]. Figure

8 shows the result of Holt-Winters prediction; in Black, the

original series and dark, we have a prediction of the number

of clicks in a five-day horizon. We can therefore see the

execution of our algorithm which, for a set of job board,

calculates the prediction with the exponential model, and

offers the portal that maximizes the prediction in terms of

number of clicks.

4) Evaluating the predictive model: To evaluate the per-

formances of Algorithm 1, we followed a test protocol that is

to cut each time series of a job board channel into two parts.

The first part of the series is used to create the regressive

model with Holt-Winters. Then, we use the second part of

the time series to compare the predicted values with the

rest of real values. The difference is calculated using the

mean square error. In Table IV-B.4 we illustrate the results

obtained for a set of 22 job boards only due to space limit.

We can observe the number of seasonality obtained with

the additive and multiplicative decomposition, the trend and

the prediction errors. A total of 11 JBs have an upward
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Fig. 4. Time series representation of a job board where clicks ratios values
are calculated between 2008 and 2014.

Fig. 5. Auto-correlation Analysis between observed values of the series
on different neighborhoods (Lag 1 to 10).

trend (U), and we can observe that the number of additives

and multiplicative seasonality are almost similar with higher

values during each year. It means that these JBs not only

have increasing clicks values, but also offers high diffusion

frequencies in the year by their attractiveness. In addition,

the prediction error in these job boards remains on average

low, and thus they are highly recommendable to disseminate

job offers. We can also see that there are 8 job boards with

downward trends (D). These channels have a variable number

of the two kind of seasonality models, averaging 5 to 6. For

stationary job boards, there are 3 JBs with low seasonality.

V. CONCLUSION AND PERSPECTIVES

In this paper, we have presented a recommendation system

based on semantic knowledge and temporal representation

by time series. The objective is to diffuse a job offer to

one or more adequate job boards. The system is based

on two main stages namely learning the predictive model

step and the recommendation one. We have shown the need

of taking into account the seasonality for finer predictive

studies, particularly in the context of the diffusion of job

Fig. 6. Correlogram of the same series with different lag values.

Fig. 7. Example of an additive decomposition of the original time series
data with it seasonality, trends and residues.

offers. We have integrated the probabilistic model of Holt-

Winters to decompose the time series in order to identify

trends, seasonality and possibly the residual noises.

Recommendation phase takes place in two stages: the iden-

tification of the most similar class of job offers regarding

a new offer; then, the recommendation of job boards that

maximize the ratio of the prediction of the clicks.

We presented some results of our experiments that revealed

potential interesting job boards for certain class of job offers.

The perspectives of this work will concern mainly taking into

account other domain knowledge. On the other hand, the

success of social networks has also contributed significantly

to the evolution of the recruitment market on the Internet.

Indeed, personal information posted by users of a social

network such as LinkedIn can identify with more or less

precisely their profile (academic curriculum, professional

background, passion, etc). The integration of this informa-

tion into the process of recommendation could refine the

relevance of the proposed job board.

Processing numerical time series could represent a hard

task and has the inconvenient of manipulating complex and
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Fig. 8. Time series of the job board represented in Figure 4 with an
exponential model generated by the Holt-Winters approach.

possible noisy data. We would like to use symbolic time

series representation to avoid such problems and to transform

the time series into symbolic sequences. Thereafter it will

be possible to use symbolic data mining methods such as

motifs discovery or similarity search [2]. We want also, in

this context, to use other prediction algorithms on the the

symbolic sequences such as Markov Models.
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Abstract- Advances in technology have made user-
generated content ubiquitous. This includes user reviews of 
products which are publicly available on the internet and 
has led to an increase in the use of text mining to analyze 
consumer behavior. This paper presents a framework for 
using text mining to gather customer feedback. Text mining 
techniques are used to aggregate the top attributes 
associated with groups of devices, laptops and tablets, as 
well as individual devices. A case study comparison of three 
devices compares and contrasts positive and negative 
aspects mentioned by the users, which is useful to improve 
future generations of products. Manufacturers can 
incorporate and review product attributes when a product is 
launched and over time correct product issues, understand 
customer requirements, and maintain customer satisfaction. 
 

Keywords: text mining, customer, reviews, R 

1. Introduction 

User reviews on E-commerce websites like Amazon.com 
have a large influence on product reputation as they are 
heavily viewed by prospective buyers before they decide to 
make purchases. Text mining tools and algorithms can help 
uncover customer attitudes and sentiments on products they 
have purchased and used. This paper reviews a method of 
applying text mining techniques to compare and highlight 
top customer opinions of a product (in this case, laptops and 
tablets) as a means to provide feedback to enhance future 
products. Understanding the overall positive and negative 
perceptions of a product enables manufacturers to be in tune 
with the reception of their products. It also enables them to 
identify, fix, and resolve issues uncovered in user reviews.  
    Flanagin and colleagues [1] found that product ratings are 
used as a barometer of product quality, where higher 
perceived quality is associated with greater purchasing 
intentions. User ratings are considered a credible source of 
information about products consumers are intending to buy 
though users may only attend to average product ratings 
when making purchasing decisions. When a product reached 
a certain level (4.4 stars), a ceiling effect was found and 
ratings above the level did not result in perceptions of 
enhanced product quality. Potential buyers may only look at 
top level information to make purchasing judgments,  
 

 

however, the review text gives insight as to what contributes 
to their overall rating. 
    Several studies on review helpfulness suggest that 
extreme reviews are the most helpful. Chen and Tseng [2] 
found that high-quality reviews are those that subjectively 
comment on several product features. There is greater 
ambiguity in positive product assessments than in negative 
product assessments when comparing extreme reviews (4 
and 5-star reviews vs. 1 and 2-star reviews). Mudambi, 
Schuff, and Zhang [3] call attention to the text of the review 
to get accurate details on the user’s view of product quality. 
They compared the rating differences between feature-based 
goods and experience goods. Users interested in buying 
feature-based goods, such as music players, prefer reviews 
that outline pros and cons of the product and contain mainly 
objective inform mation with only few subjective statements 
on the product. In contrast, users rely on personalized, 
sentimental reviews, not captured by the product 
description, for experience goods like a movie DVD [5]. 
Review characteristics such as subjectivity and readability 
were also key feature categories that determine review 
helpfulness to the potential buyer [6]. These studies 
emphasize the need to not only pay attention to the summary 
characteristics of the product reviews, but also the detailed 
nuances of a user’s likes and dislikes of the product. 

2. Research Questions 
 

    There are many possible ways to collect feedback from 
users about products they have purchased and used. One 
typical way to do so is to ask users to complete surveys. 
Another is to do experimental research or an observational 
study of users interacting with devices. In this study, text 
analyses were completed using Amazon review data. 
Amazon reviews are considered a good source of data for 
capturing consumer perceptions primarily because of the 
large number of data points. In addition, customers are able 
to post their  reviews after they have used the product and 
know its pros and cons, and while they are in a low-to-no-
pressure setting, usually sharing their thoughts and feelings 
at home versus being in a timed lab setting.  
    These research and analyses were conducted as part of a 
larger project to identify, understand, and evaluate the basics 
of system performance, specifically in tablets and laptops. 
Essentially, the research question was, what basic features 
are most important to users of the product and most 
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influential in molding their perceptions? Similar to 
collecting feedback, there are several ways one could go 
about assessing “importance.” Some possible ways are to set 
a threshold for how many people share the same perception 
or what percentage have similar views. The determinant of 
importance in this research was frequency; the topics that 
came up the most were prioritized and used as a standard to 
assess how important all other opinions of a product were 
when considering the group of users as a whole.  
    The end goal of the project was to have assessments of 
both individual products (e.g. a specific laptop) and groups 
of products (e.g. laptops in general) that provided 
information about what features were important to excel at 
or improve upon to create a better customer experience with 
the product. Lastly, these assessments would become 
recommendations to the manufacturers for future product 
development and improvement. The focus of this paper is to 
detail the methodology and results of said investigation of 
Amazon reviews. 

3. Methods   
 

    This analysis of Amazon product reviews focused on 
evaluating a variety of user reviews of tablet and laptops. 
“Two-in-one” devices were not included because they 
straddle between the two device types and could make 
category comparisons more difficult.  To cover an 

assortment of products, 40 devices were chosen; 20 laptops 
and 20 tablets. The devices were chosen to create a diverse 
set of products, to ensure variety in operating systems (OS), 
price, brand, popularity, and to be representative of what 
was available and purchased by consumers on the (Amazon) 
marketplace.  
    Amazon review data was web scraped and text mined 
using R, a statistical software. R is an open-source 
programming language commonly used for statistical 
computing. R has both data mining (web scraping) and data 
analyses (statistical and text analysis) capabilities and the 
analyses are scripted, customizable, and repeatable. An R 
script was developed in this research to pull Amazon 
reviews of the devices of interest. In total, the number of 
reviews collected across all devices was 19,080.  
    The number of reviews per device ranged from 50 - 
4,100. The prices ranged from $46.99 - $2,249.99. Table 1 
(a) lists the price and number of reviews associated to the 
laptops; Table 1 (b) lists the tablets used in the study. 
Thirty-seven out of the 40 products had over 100 reviews. 
Using calculations based on power analysis, 100 reviews 
was estimated to be a large enough sample size to begin 
finding significant relationships [7] [8]. The three products 
with less than 100 reviews were chosen because of their low 
ratings. This was a potential confound as consumers do not 
often choose to buy poorly rated devices. Therefore, less 
people purchased these devices and they had less reviews, 

 
TABLE I (a) 

 
LAPTOP PRICES AND NUMBER OF REVIEWS 

 
Laptop ID Product Price Number of Reviews 

A 249.99 230 

B 199.99 2,470 

C 249 280 

P 1779 130 

D 247 550 

V 265 100 

F 299 720 

U 736.59 100 

G 283.38 390 

H 387.99 370 

J 1139.99 240 

K 1229 150 

S 1299 90 

T 2249.99 50 

Q 1099.99 100 

E 378 110 

R 588.96 50 

L 439 220 

M 294 140 

N 159.94 110 
 

 
TABLE I (b) 

 
TABLET PRICES AND NUMBER OF REVIEWS 

 
Tablet ID Product Price Number of Reviews 

UU 92.99 140 

ZZ 47.99 570 

EE 169 100 

FF 49.95 270 

GG 149.99 550 

HH 51.99 640 

JJ 89.5 100 

LL 353 2140 

XX 559.99 1770 

WW 309 260 

MM 379 160 

NN 306.83 170 

PP 374.95 250 

QQ 79.95 260 

RR 198.99 4100 

YY 299 190 

SS 46.99 120 

TT 299 380 

VV 124 170 

KK 59.95 140 
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which results in a skew of the total product ratings toward 
higher scores. Also, the character counts of lowly rated 
reviews of 1 and 2 was significantly higher (Median = 
251.5, SD = 699.16) than those of highly rated reviews 
(Median = 163 SD = 786.07), p < 0.05. All of these reviews 
were included in the analyses, however, as they aid in 
understanding what elements of the product caused the users 
to rate the device well or poorly.  
 
4.  Analyses 

    The research was primarily focused on understanding 
what was really important to users, what positively or 
negatively affected product reviews, and what specifically 
users choose as highlights or pain points when reviewing 
laptop and tablets. This then, in terms of ratings, translated 
into which reviews were the best and the worst. The analyses 
focused on subsets of the data: the lowest ratings (ratings of 
1 and 2) and the highest ratings (ratings of 5). Ratings of 1s 
and 2s were grouped together because the positive ratings 
outweighed the negative ones. As mentioned previously, 
products that are highly rated (and therefore have a good 
reputation), have more positive reviews than negative ones 
as potential buyers are unlikely to purchase a product that 
many people rated badly and has a poor reputation. 
Therefore, in order to get a large enough sample of lowly 
rated reviews, both 1 and 2 rated products were combined 
into a single category. In the end, there were 11,730 5-rated 
reviews and 1,678 1- or 2-rated reviews (Figure 1). 

 

 

 

 

 

 

 

 
 

Fig 1. Histogram of the total number of reviews by rating 
 
    After collecting all the data, common text mining 
techniques [4] [5] were performed to prepare the data for 
analysis. Another R script was developed to analyze and 
understand patterns of discussion across groups of reviews. 
The scripts developed for the following analyses used the R 
libraries plyr, tm, RStem, stringr, ggplot2, and xml. The 
reviews were treated as documents and were aggregated into 
larger corpuses depending on what subset of data was being 
analyzed - all reviews, laptops, tablets, reviews from a single 

device, and review groupings that mentioned common key 
terms (for example, “battery life”).  
    Regular expressions were used to break the data into 
desired groups based on a word or words with similar 
meanings. Examples include words about the screen, touch, 
and resolution, and adjectives that describe the goodness of 
a product and its features - great, good, excellent, amazing, 
etc. Some of the words and general product features that 
were examined included battery life, display, touchscreen, 
touchpad, keyboard, and price. These product features were 
defined from previous work on the overall project which 
aggregated common attributes mentioned from technical 
press reviews. The key terms were also used to parse out 
specific sentences for further analyses. 
    After being turned into a corpus, punctuation and extra 
symbols were removed. Words were converted to lowercase, 
and stopwords were removed. Plots were created to 
ascertain correlations between numeric variables and 
significance testing was conducted on the proportions of 
times words and phrases appeared in different groups to see 
if there was a real difference in how many times one group 
mentioned a topic compared to another. Lastly, n grams 
were performed, which is a text mining technique for 
assessing the frequency of words and phrases (with n being 
the length of the phrase) in a corpus. Lastly, the three 
devices with the most reviews are presented in this paper as 
a case study for individual analysis. 

5.  Results 

5.1  Overall user feelings 
    Assessing all 19,080 reviews across the 40 devices in 
aggregate, the most common aspects that were addressed 
overall by users were the: 1) battery life, 2) (touch) screen, 
3) value/price and 4) generally (positive) feelings about the 
device. In reviews rated 1 or 2, reviewers used negative 
adjectives like bad, poor, worse, worst, and horrible most 
often when they were describing the quality of the product 
or the customer service provided. In reviews rated as 5 stars, 
reviewers used the positive adjectives “nice”, “best”, 
“good”, “great”, “perfect”, “excellent”, and “amazing” most 
often when they were describing the battery life, screen, and 
keyboard. These positive adjectives were also often 
associated with describing the sound (audio quality), value, 
and physical traits of the device, but to a lesser extent. 
Positive emotive words such as like, love, and happy were 
most often used by reviewers to describe a general love for 
the device and to lesser extent, to describe the screen and 
backlit keyboard. In an interesting contrast, the words “like” 
or “love” were some of the most common words whereas the 
word “hate” rarely if ever appeared, even in the reviews of 
poorly rated devices. 
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 5.2   Frequent words and phrases 
    When analyzing the reviews, some words and phrases 
were more popular and mentioned more frequently than 
others. These words and phrases will be addressed in 
general and a few have been selected to be addressed in 
detail to provide more context of the analyses conducted.  
    Reviewers often mentioned the purpose of buying the 
product and wrote about key features that were surprising 
when encountered. Only a small percentage of reviewers 
(3.2%, 609 reviewers) mentioned that a product was “bought 
for” someone else, not for themselves. For example, this 
could be a parent purchasing the device for their children. 
Thus, the majority of reviewers have personally used their 
devices and are capable of talking about its specific features, 
their likes, and dislikes. In addition, users revealed that their 
“time” is valuable to them by negatively reviewing the 
length of time it took to accomplish tasks for setup or 
troubleshooting a new device. Some key words also 
highlighted specific features that were important to 
customers. For example, SD card slots were an unexpected 
feature that customers seemed to appreciate and miss when 
not present. The power button differentially appeared in low 
versus high ratings for two reasons: 1) In low ratings, the 
power button received negative reviews for being broken, 
and 2) In high ratings, reviewers mostly disliked the 
placement of power and volume buttons. Lastly, one 
operating system (OS) present in several devices received 
many mentions for varied reasons. For example, reviewers 
voiced frustration with the difficulty of interacting with their 
device due to the software, the incompatibility of the 
software version loaded on their device with another 
similarsoftware version, and the limited content of the app 
store. On a positive note, for those who mentioned this OS, 
the ability to multi-task on tablet devices was also 
mentioned in 10.3% of the user reviews as an appreciated 
feature. Example text from two reviewers, one that gave a 
low rating and one that gave a high rating, is shown with 
some of the most common concepts bolded in Figures 2 &3. 

Fig. 2 Example low rating review 
 

Fig. 3 Example high rating review 

5.3  Battery life 
     Battery life was mentioned most often across all devices, 
in 2,665 1-5 star reviews, across device types (laptop, tablet) 
and individual devices. Additionally, reviewers mentioned 
battery life statistically more often when they were giving 
high ratings than low ratings (162 out of 1,678 1-2 star 
reviews, 9.6%; 1,539 out of 11,730 5 star reviews, 13%, p = 
0.0). The reviews mentioning battery life were mined to 
further understand the context of why battery life was so 
prominent and to analyze battery life expectations in hours. 
For laptops, reviewers considered four hours of battery life 
with moderate use satisfactory, around five hours to be  
good or standard, and above eight hours to be noteworthy. A 
further exploration was conducted of highly rated reviews 
that explicitly mentioned both “hours” and “battery [life]”. 
Seven percent of those reviewers said that the battery lasted 
around five hours, and gave the product a rating of 5 (the 
other 93% did not have a unified voice about battery life 
duration). As for tablets usage, many users spoke of 
watching TV and video streaming from their device. 
Reviewers assumed that tablets had a longer battery life 
compared to laptops. Over seven hours of battery life was 
considered satisfactory for a tablet, and 10 or more hours 
was considered excellent. In addition, how long the device 
took to charge seemed just as important as how long the 
charge lasted; this was especially true for tablets.  

1 star rating 
 

“I sent two of these back ...one decided to work off and on, 
and the other ones screen cracked without any impact 
involved. I don’t know if anyone else noticed, but there is a 
paper that comes in the box that basically says call the 
original seller, not Amazon. Fortunately I did not see it. I am 
only dealing with Amazon. Now, I am going to go ahead and 
spend the extra money to get [another device]... Do I want to 
pay that much for these, no, but I know what [it] does, and 
how much more sturdy they are. If I had one way to describe 
these ..., it would be flimsy, with poor technology. By the way, 
they take pictures, and they are poor quality. The battery life 
is too short… I guess I have learned, once again, you get 
what you pay for, with the exception of items you know are 
good, and only get a good sale.” 

4 star rating 
 
“I bought this device mainly because the retail price was very 
low compared to competitors and the device looked attractive 
and had a nice feel... if you don't always have an internet 
connection and use spreadsheets a lot then this device and OS 
is not for you. ..... that I saw was missing here was the speech 
input.... The build quality of this machine is one of the best I've 
seen at this price point! I find it visually appealing …. The soft 
touch material being used for the outer body of this laptop feels 
nice to the hands… This device is also very thin. The device 
also has a nice selection of ports providing USB 2.0, USB 3.0, 
full size HDMI, SD card reader, headphone/microphone combo 
jack, lock slot and an indicator light for sleep/use.:... but for 
$300 I guess you can't expect to get a 1080p IPS display...Some 
back-lit keys would be a nice addition in future models … the 
trackpad had a silky smooth texture to it ...I love the addition of 
trackpad gestures ...So far from my testing the performance has 
been great…. I was able to get 4 days of use out of it before 
having to plug it in and combined use time was 7 hours. 1.75 
hours of this was watching videos so battery life could have 
been better if just used for web browsing and document 
editing... I'm confident 9.5 hours is an accurate claim…. this 
machine should be able to last close to 6 hours for viewing 
back-to-back movies ….Charging time from 5% took exactly 2 
hours to fully charge back to 100% which is great...Overall I 
am pleased with the device but $300 might still be a little high 
for something that only serves as an internet browsing 
machine... It simply doesn’t outperform … has more offline 
functionality on-the-go and the battery life of this machine 
comes up a little short….should allow add-ons or upgrades on 
their website for a backlit keyboard…” 
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5.4  Screens  
    For reviewers who gave low ratings, tablet (touch) screens 
were most often mentioned in reviews, 21% of the time. 
Some reasons users cited were responsiveness issues with 
the touchscreen or the screen being cracked or broken 
(sometimes found upon unboxing the device). Example 
responsiveness issues include slow or lagging performance 
and inaccurate registration of touched screen locations. For 
laptop screens, some were said to have resolution mismatch 
issues, which meant that the capability of the device to 
display at a higher resolution made viewing lower resolution 
content that was not able to scale and adapt to a higher 
resolution unfavorable. In these cases, the product feature 
detracted from the overall experience of the product.  

 5.5  Case study comparison  
   between individual devices 

    This analysis delved into the three devices with the most 
reviews: Laptop B, Tablet RR, and Tablet LL (Table 2). All 
product names and some specifications have been changed 
to protect brand privacy. For each of the three devices, 
analyses were done to find the positive aspects and negative 
aspects of the device. For example, one of the negative 
aspects mentioned about Tablet LL was a general warning 
from past customers to not buy the product from a well-
known website. Delving more deeply into the reviews, 
surfaced the reason: customers experienced differences in 
device quality and customer returns when interacting with  

 

the original supplier of the device compared to a third party 
vendor; discouraging reviews were posted as a result. The 
comparison also highlighted interesting trends such as, 
people use “love” twice as often in reviews of Tablet LL 
than Tablet RR. 
    In addition to the results listed in the table, some data 
mining was done to ascertain user defined problems with the 
devices. Specifically, reviews of rating 1 or 2 that mentioned 
the words “issue” or “problem” were scrutinized. The results 
from this exercise were then compared to published articles 
(e.g. technical press articles) on device issues for 
verification of issues data mined from the reviews. When 
Tablet RR, for example, was compared to the top web 
search results for issues pertaining to that device, all items 
that arose from data mining (battery charging, freezes, 
random reboots, touchscreen responsiveness, and Wi-Fi 
connectivity) were addressed and verified as indeed being 
widespread problems.  

6.  Discussion  
 
    There are some key takeaways from this research. First, if 
one can create a feeling of love for a product, that could 
improve product ratings. The Amazon review data showed 
that people use “love” very often when describing their 
product interaction but rarely use “hate” when talking about 
the product, even for devices that received a poor rating. In 
addition, love was used to describe a general feeling toward  

Device ID, 
number of 
reviews 

Laptop B                        2470 Tablet RR                            4100 Tablet LL                            2140 

Distribution  
 

 

  

Popular 
topics in 
reviews 
rated 5 

•Specific preloaded software and   
operating system 
•Everything they need 
•Battery life 
•Love it 
•Fast 

•Comparing it to a similar tablet 
•App availability 
•Screen 
•Price 
•Fast 

•Would recommend it 
•App availability 
•Easy to use 
•Love it 
•Price 

Popular 
topics in 
reviews 
rated 1 & 2 

•Reboots and deaths 
•Keyboard and trackpad 
•Operating system and its  applications 
•Printer & Wi-Fi connectivity 

•Touchscreen 
•Battery life 
•Customer service 

•Do not buy it from a specific dealer 
•Wi-Fi Connectivity 

TABLE II  
EXAMINING THE THREE DEVICES WITH THE MOST REVIEWS 
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the device, not any particular aspects of it, but the device 
holistically. It is possible that customers are very susceptible 
to product branding, which indicates that product marketers 
stand to benefit from understanding why people love a 
product. Other studies have examined this in detail and have 
cited physical attributes (e.g. the object is beautiful, 
ultimate) and significance in personal value have been 
correlated with users having engrossing or transcending 
experiences with the object that leads to love [10]. The 
association of love for the product may be a key barometer 
of its success.  
    Second, users definitely take note of battery life. They 
have expectations around how good the battery needs to be 
and the data shows it is the most talked about topic in both 
positive and negative reviews.  For tablets, users expected 
battery life to last over seven hours, for laptops, over 5 
hours. Improving battery life can improve product ratings of 
average products to stand apart from other similar devices, 
but not when there are other glaring issues with the device. 
Thus, battery life is a feature that can be improved to get a 
better rating, but is not the only contributing feature for 
devices that have high ratings. Battery issues should not be 
overlooked as they directly affect how long users can use 
their.devices. 
 Last but not least, manufactures need to make sure all 
devices are functional before shipping them out to 
customers. This includes making the touchscreen responsive 
and out of a good material. It is apparent that the level of 
quality control or functionality in some products needs to be 
addressed as many reviewers cited their devices breaking 
within the first few uses, or worse, already being broken 
upon arrival. Too many reviewers complained that their 
devices simply did not meet basic expectations, exhibiting 
issues such as being unable to turn the device on, connect to 
Wi-Fi, have working trackpads, have functioning power 
buttons, etc. Having a reliably functioning device or a means 
to quickly address these problems for the customer may help 
alleviate aggrieved customers with device issues. This 
should be an aim for all manufacturers. 

6.1  Limitations & Next Steps 
    One limitation of this research is that the text mining was 
only conducted on Amazon reviews and it is possible that 
Amazon attracts a unique group of customers.  By 
comparing the results of this research to a few technical 
review articles written by experts, the validity of the results 
was confirmed for one of the devices. However, there may 
still be some misjudgments across other devices. Future 
iterations of this research could include reviews from other 
databases and review websites. An advantage of this text 
mining methodology is that it could be repeatedly conducted 
to gain insight about how customers see products and how 
opinions may change over time with improvements to 
technology and to the products. 
    One major question that resurged repeatedly during this 
research was, “where does one draw the line?” When 

conducting surveys and questionnaires, or asking for 
opinions, deciding the point at which to start considering a 
person’s opinion or problem as an overall issue or problem 
is quite difficult. For example, when deciding to take action 
on customer feedback, does one consider: What are their top 
10 concerns and highlights?  Is the same issue brought up by 
10% or more of the customers?  Do certain highlights or 
concerns appear more often than would be “expected”? How 
does one define how often to expect a word, phrase, or 
concept to appear? So far, the literature in this area is either 
lacking or difficult to find. In this research, the decision was 
made to delve more deeply into the top (defined as the most 
frequent) concerns and opinions of the reviewers. However, 
other ways of assessing where the line is are equally valid. 
    In future iterations of this type of research, deeper 
machine learning type techniques could be applied to the 
conduct a predictive analysis.  For example, one could 
attempt to predict what a product rating would be solely 
based on a review. That exercise in and of itself would help 
tease out what is important to customers and why they may 
rate a product in a particular way. 

7.  Conclusion 
 
    This paper outlines a method to apply text mining to 
understand consumer feedback about purchased products. 
Any person or business can use this framework to quickly 
gain insights about what customers in their field are saying 
about their products and customize the methodology to fit 
their needs. Information about customer preferences, key 
features, and encountered issues can then be used to improve 
upon the product. When this method is applied to review 
one product, the top features that are important to the user 
can be gleaned, as well as the main problem areas of the 
product. When applied to review a group of products, 
comparisons can be made across product types, comparing 
the overall features of importance and from there, 
generalizing to determine what areas need refinement across 
the entire product group. This method can also be used in a 
cyclical manner, to keep track of changes in opinion and 
product specifications over time as new products emerge on 
the market. Tracking of this process could essentially be 
delivered as reports, directly from the consumers to those 
who need this information - designers, product developers, 
etc., and ultimately result in the delivery of a better product. 
This is a practical way to use crowdsourced data in the form 
of online reviews to inform a company on how customers 
think about and react to products and what is most important 
to them and urgent to fix; it is a method of feedback to 
manufacturers.  
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Abstract— Several researches in Natural Language Pro-
cessing (NLP) have developed e-Recruitment systems. De-
spite these researches, none of them has been interested in
the way the similarity and distance measures, using different
vector weights, behave when they have to determine the
likeness of résumés. Therefore, in this paper we present a
comparative analysis of 5 measures using different vector
weights done over a large set of French résumés. The aim
is to know how these measures behave and whether they
validate the idea that selected résumés have more in common
with themselves than with the rejected résumés. We make
use of NLP techniques and ANOVAs to do the comparative
analysis. The results show that the selection of measures
and vector weights must not be considered negligible in
e-Recruitment projects, specially in those where the résumés’
likeness is measured. Otherwise, the results may not be
reliable or with the expected performance.

Keywords: e-Recruitment, résumé analysis, similarity measures,

matching systems, data mining

1. Introduction
During the last 15 years, the massification of computers

and the Internet have had an impact on the way humans

search for jobs and employees [1], [2], [3]. Internet has

become the main medium to select and recruit candidates

[4]. The use of information and communication technologies

to recruit and select candidates for a job offer is what has

been called e-Recruitment [4], [5], [6].

E-Recruitment has brought several benefits to Human

Resources Managers (HRM), employers and job seekers.

Nowadays, employers reach larger audiences [7], [8], HRM

reduce their operating costs [7] while job seekers can

search easily a job offer [9]. Although the e-Recruitment

has brought the aforementioned benefits, some undesirable

consequences have also arisen for HRM: an important in-

crement in the number of unqualified applications [10] and

the recruiters’ difficulty to manage correctly and rapidly the

great amount of received data [11], [12].

Many researches, usually in Natural Language Processing

(NLP), have developed systems in order to increase the

performance of HRM. These systems can be classified in

three types: systems that extract specific résumé1 data [14],

[15], [16], systems that extend the information of job offers

and/or résumés [14], [16] and systems that try to find the best

candidate(s) for a job offer using ontology matching [17],

semantic similarity [6], [8], automatic learning [18], [19] or

relevance feedback [3]. Nevertheless, even if the aim of these

researches is to create tools to assist HRM, to our knowledge,

none of them have analyzed the role that similarity and

distance measures, with different vectors weights, play in

the likeness calculation of résumés. Furthermore, these re-

searches have been developed and tested mainly using small

datasets.

For these reasons, we present in this paper a comparative

analysis of 5 measures applied with at least 3 different vector

weights. The aim of this paper is to determine experimentally

how the likeness of résumés behaves using these measures

and vector weights; the results may be of help to determine

in the future the best methodology to create e-Recruitment

tools. The analysis is done over a large set of French

résumés organized by job offer and which has been used

and annotated by expert recruiters. We make use of NLP

techniques in order to preprocess the data (i.e. language

and résumé detection), and of statistical tests of Analysis

of Variance (ANOVA) to asses each hypothesis.

The structure of this paper is the following: first, in

Section 2, we present the data used in this project and

their preprocessing. Then, in Section 3, we describe the

experimental method. Later, we present and discuss the

results in Section 4 and Section 5, respectively. Finally, in

Section 6, we present the conclusions and future work.

2. Data
The corpus used in this paper comes from a HRM firm and

is a collection of résumés, motivation and recommendation

letters, diplomas, interview minutes and social networks

invitations (LinkedIn, Twitter, Facebook, among others). The

corpus is organized by job positions, which in turn are

divided into candidates. It is annotated with meta-data that

1In some researches and books it is possible to find the Latin locution
curriculum vitæ (CV) instead of the term résumé. However, for [13] both
expressions are synonyms. Therefore, in this paper we will use the résumé
as common term.
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allow us to determine, for each job applicant, its unique ID,

the applied position, the receiving date of each application

and the last recruitment phase reached by the applicant

(Analyzed, Contacted, Interviewed or Hired). French is the

main language in the corpus although it is possible to find

documents in English, Spanish and German. Table 1 shows

the number of files, job offers, and job applications in the

corpus.

Table 1: Number of job offers, job applications and files in

the corpus.

Job offers Job applications Files
296 29,368 47,388

The four recruitment phases were classified into two

classes: Selected and Rejected. The first class, corresponding

to the phases Contacted, Interviewed or Hired, represents the

candidates that are approached by a recruiter. The second

class, contains the candidates that are only Analyzed but not

contacted after reading their résumé. Figure 1 presents the

histogram of Selected candidates, measured by percentage,

in the corpus; the median is 40.94% and the mean 42.93%±
1.44.
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Fig. 1: Percentage of Selected candidates by the number of

job offers.

2.1 Document Conversion and Language
Recognition

Four types of documents are analyzed in this work: PDF

(.pdf ), Microsoft Word (.doc and .docx), OpenDocument

Text (.odt) and Rich Format Text (.rtf ). They represent

80.52% (38,161 files) of the corpus; the rest belongs mainly

to HTML (social networks invitations) and image files. To

be able to apply NLP techniques we first converted these

files into plain UTF-8 text. For this we used:

• Calibre Ebook Management2 for files having a .pdf,
.docx, .odt or .rtf extension. The accentuated letters of

2http://calibre-ebook.com/

PDF files are verified to know if they were correctly

coded (see [20] for a discussion).

• Catdoc3 is used only for files with .doc extension.

In order to detect only the French documents we used

the Google’s Compact-Language-Detector (CLD2)4 through

its Perl module5. The CLD2 is a tool that makes use of

probabilities and 4-grams of letters to predict the language of

documents6. In the corpus, 32,845 documents are in French

(69.31% of the total corpus and 86.06% of the analyzed file

formats).

2.2 Résumé Detection
To sort out the résumés from other types of documents,

like motivation letters, interview minutes and publications

lists, we developed a Résumé Detector based on a Support

Vector Machine (SVM) [21] through LIBSVM [22].

2.2.1 Training

The training corpus was established through a manual

classification of résumés (699) and other documents (635),

all in French, from a collection of spontaneous applications7.

We tested 2 different SVM kernels (linear and radial) fol-

lowing the procedure proposed by [23]. They were tuned

up through a grid-search and a five-fold cross-validation.8

Table 2 presents the results of the cross validation of the

SVM using the best parameters for the linear and radial

kernel. These results are presented in terms of precision,

recall and F-score.

Table 2: Parameters, precision, recall and F-score for the

linear and radial kernel.

Linear (C = 0)

Subcorpora L1 L2 L3 L4 L5 Mean9

Precision 0.972 1.00 0.950 0.971 0.971 0.979
Recall 0.986 0.971 0.971 0.992 0.992 0.982
F-score 0.979 0.985 0.960 0.982 0.978 0.977

Radial (C = 0; γ = 1× 10−4)

Subcorpora L1 L2 L3 L4 L5 Mean10

Precision 0.979 0.963 0.964 0.951 0.932 0.952
Recall 0.986 0.949 0.971 0.985 0.992 0.977
F-score 0.982 0.956 0.967 0.968 0.961 0.964

3http://site.n.ml.org/info/catdoc/
4https://code.google.com/p/cld2/
5“Lingua::Identify::CLD” https://github.com/ambs/Lingua-Identify-CLD
6Documentation available at: https://code.google.com/p/cld2/wiki
7Job applications that are not related to any job offer and in consequence

they do not belong to the experimental corpus.
8For the different models, all the documents from the training subcorpora

passed through a basic preprocessing: stopwords suppression and stemming
(Porter’s Algorithm).

9Mean F-score is obtained from the average Precision and Recall.
10Idem.
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As seen in Table 2, the best results are obtained with the

use of the linear kernel, with an average F-score of 0.977;

this performance was expected, as the number of features (in

this case words) is much greater than the 2 possible classes

(Résumés and Other documents) [23]. The Résumé Detector

was implemented using a SVM with a linear kernel and the

complete training corpus.

2.2.2 Evaluation

The evaluation corpus is a multilingual and heterogeneous

set of 240 documents (résumés, motivation letters, publi-

cations lists, diplomas, etc.), divided into 4 groups of 60

documents: French Résumés, Résumés in other languages,

Other French documents and Other documents in other lan-
guage. It was generated manually by a non-expert recruiter

who classified documents randomly chosen from the corpus.

Two expert recruiters were asked separately to classify the

files from the evaluation corpus into the same groups. The

agreement between both expert recruiters was calculated

with Cohen’s Kappa (κ = 93% ± 0.04) and Kendall’s W
(W = 0.905 p-value = 2.58× 10−13). In order to evaluate

the Résumé Detector, each evaluation corpus (Recruiter 1
and Recruiter 2) passed though the document conversion and

language detection. Then, the Résumé Detector was utilized

to determine which French documents, from both processed

corpora, were résumés. Table 3 shows the results from this

evaluation in terms of Precision, Recall and F-score; a mean

for each measures is presented as well.

Table 3: Evaluation of the Résumé Detector in terms of

Precision, Recall and F-score.

Corpus Precision Recall F-score

Recruiter 1 0.964 0.916 0.939
Recruiter 2 0.982 0.965 0.973

Mean 0.973 0.940 0.956

The Résumé Detector reaches a good performance over

the evaluation corpora with an average F-score of 0.956.

Some cases where the Résumé Detector and the recruiters

did not agree are the documents which are bilingual résumés

or motivation letters that have short résumé attached.

We applied the Résumé Detector over the documents of

the corpus that were detected previously in French. From this

task the module detected 22,439 French résumés (47.35%
of the total corpus and 68.31% of the converted French

documents).

2.3 Résumé Uniqueness
We found that in the corpus there are candidates which

have more than one résumé for the same job offer. This

happens either because the applicants have sent several

résumés for one application or because the applications have

been forwarded more than once. The information inside the

multiple résumés may or not be exactly the same.

To avoid false or biased results from these cases, we

validated the résumé uniqueness in each job offer. The

validation is done using 3 tests applied sequentially over

all the possible couples of résumés in a job offer11:

1) One résumé by candidate: both résumés must come

from two different applicants.

2) Résumés with different content: the Linux tool Diff 12

is used to validate if both résumés are equal13.

3) Not equal e-mails: e-mails addresses14 from the two

résumés must be different.

After the verification, for each existing problematic cou-

ple, the oldest résumé, according to the receiving date, is

deleted.15 Nevertheless, if a Rejected résumé is identical

to a Selected one, the former will be the deleted one.

This exception only applies when a candidate has sent two

applications to the same job offer and the first one was

Selected and the second one, in consequence, Rejected.

3. Methodology
We inferred that the résumés of Selected candidates are

more alike with themselves than with the rest of résumés

sent to a job offer. This is because the candidates with

résumés fulfilling the characteristics of a job offer are the

only contacted by a recruiter. In this paper, we would like to

know how the use of certain measures and data weighting

affects this inference.

If we consider a Likeness Score (LS) as the measure

where the higher the value the more alike are the résumés

and a set J as all the possible couples of résumés for a job

offer, our inference can be represented mathematically with

Equation 1.

LS(Jc
S) < LS(JS) (1)

where LS is the average Likeness Score, JS is the subset of

J that contains all the possible couples of Selected résumés

and Jc
S is the complement of JS . Figure 2 shows an example

of possible couples of subset JS and Jc
S with 3 Selected

résumés and 3 Rejected ones.

3.1 Data Representation
To use a Vector Space Model (VSM) [24] as data repre-

sentation, we converted each résumé into 3 different vectors.

These vectors are constructed from unigrams, bigrams and

skip bigrams (SU4) [25], [26] of words. It should be noted

11The number of possible couples for a certain job offer is given by
all the possible combinations of two résumés (Cn

2 ) taken from the total
number of résumés (n).

12http://www.gnu.org/software/diffutils/
13The Diff tool has been configured to ignore the multiple white spaces

and lines but also to be case-insensitive.
14The e-mails were detected using a regular expression.
15Since the tests are applied in pairs, one résumé can be deleted due to

several reasons.
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Fig. 2: Example of the possibles couples of the subset JS
and Jc

S with 3 Selected candidates and 3 Rejected ones.

that before the résumés’ n-grams extraction, we lowercased

all documents. Also, we removed all the punctuations marks,

numbers and stop-words16 from each document. And we

reduced the documents’ lexicon through Porter’s algorithm

for French (stemming).17 These tasks were done to reduce

the possible noise in the text, the size of the VSM and the

curse of dimensionality [27].

In addition, the 3 resulting vectors have been represented

by 3 types of weights: absolute frequency, relative frequency
and TF-IDF. In the case of the TF-IDF, the values are calcu-

lated with respect to each job offer. The relative frequencies

are obtained résumé by résumé.

3.2 Similarity and Distance Measures
To calculate the Likeness Score of résumés, we imple-

mented 3 similarity measures (Cosine Similarity, Jaccard’s
Index, Dice’s Coefficient) and 2 distance measures (Eu-
clidean Distance, Manhattan Distance). Table 4 recalls the

formula of each measure.

Table 4: Formulæ of the similarity and distance measures.

Measure Formula Measure Formula

Cosine
Similarity

∑
xiyi√∑

x2
i

√∑
y2
i

Jaccard’s
Index

|X∩Y |
|X∪Y |

Manhattan
Distance

∑ |xi − yi| Dice’s
Coefficient

2
|X∩Y |
|X|+|Y |

Euclidean
Distance

√∑ |xi − yi|2

Each measure was applied by type of n-grams (unigrams,

bigrams and skip-bigrams) and type of weight (absolute

frequency, relative frequency or TF-IDF values). In the case

of Jaccard’s Index and Dice’s Coefficient, we only make

use of the absolute frequency as weight. The reason is

that we implemented their binary version, which only takes

into account the existence or absence of elements. As well,

we only applied Cosine Similarity to absolute frequency

and TF-IDF values as the results using absolute or relative

frequencies will be always the same [28, Page 111].

In order to have only one Likeness Score by type of

weight, we decided to merge the 3 n-grams’ Likeness

Scores into one by a simple combination. This combination

16List taken from the Perl’s module “Lingua::StopWords”.
17We used the Perl’s module “Lingua::Stem::Snowball”, an interface for

the stemmers of the Snowball project (http://snowball.tartarus.org/).

consists in multiplying each Likeness Score by an influence
factor and making the addition of the resulting values. The

influence factor of the 3 types of n-grams has been settle

to 1/3, giving the same leverage to all of them. However,

the influence factor can be changed independently on the

condition that the sum of them is equal to one. This merge

is quite naïve but our purpose is to follow an a fortiori
principle. If this combination method leads us to good

results, the use of more sophisticated merging methods or

influence factor setting may lead us to better results.

The calculation of each Likeness Score was parallelized

using GNU Parallel [29].

3.3 Statistical Test
To know whether the Likeness Scores of the groups, JS

and Jc
S are statistically different, we performed a two-tailed

Analysis of Variance (ANOVA) for independent groups.

Owing to the characteristics of the corpus, not all the job

offers are analyzable with our methodology. We found that

there are 63 job offers where it does not exist at least one

French résumés in JS or Jc
S , making impossible to calculate

any measure. These cases represent the job offers without

résumés from a Selected or Rejected applicant, see Figure 1,

and the job offers (≈ 25) where non-French résumés are

dominant. We found as well 9 cases where the number

of résumés of group JS prevent us to verify whether the

measure distribution is normal. These 72 job offers were

deleted from the analysis.

Before doing any ANOVA we suppressed the outliers from

the groups J and Jc
S of each analyzable job offer (224).

We defined the outliers as the values that are 1.5 times the

interquartile range (IQR = Q3−Q1) below the first quartile

(Q1) or above the third quartile (Q3) [30, Page 208]. After

deleting the outliers, we verify that both groups fulfill the

following two assumptions, which are necessary to do an

ANOVA:

• Normal distribution: a Shapiro-Wilk Test (α = 0.05) is

applied to verify data normality. As this test can only

be used in groups that contain between 3 and 5,000

elements [31], the groups with less than 3 elements are

not considered as Gaussian. The groups with more than

5,000 elements are considered as normal even if it may

be a violation of the assumption. However, the ANOVA

is a robust test where the normality assumption can be

discarded with minor effects [32, Page 424].

• Variance equality: The homogeneity of variances is

tested with a Bartlett’s Test (α = 0.05). In case of

heterogeneous variances, the ANOVA is only done if

the biggest variance is not greater than 4 times the

smallest one [32, Page 354].

In case one of the groups of a job offer does not surpass

the previous conditions, the job offer is considered not

analyzable (NA).
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Once the ANOVA of a job offer has been calculated, we

consider that the averages of the Likeness Score for both

groups, LS(JS) and LS(Jc
S), are statistically different only

if the ANOVA’s p-value < 0.05.

4. Results
The results for Cosine Similarity, Manhattan Distance,

Euclidean Distance, Dice’s Coefficient and Jaccard’s Index

are shown in Table 5. The outcomes for the first 3 measures

are divided by vector component weight: absolute frequency,

relative frequency and TF-IDF.

For all the results, we present the number of job offers

where the average Likeness Score (LS) for both groups

is statistically different (p-value < 0.05) and statistically

equal (p-value ≥ 0.05). As well, we present the number of

cases that did not surpass the ANOVA’s conditions (NA),

the number of job offers where the elements of JS have

more in common with themselves (JS+) and the cases where

the elements of Jc
S have more in common with themselves

(JS−). The total number of analyzable job offers in the

corpus was 224.

Table 5: Results for Cosine Similarity, Manhattan distance,

Euclidean distance, Dice’s Coefficient and Jaccard’s Index.

p-value

< 0.05 ≥ 0.05
NA

JS+ JS−

C
o

si
n

e
S

im
il

ar
it

y Absolute/Relative
Frequency

163 11 44 6

TF-IDF 158 10 55 1

M
an

h
at

ta
n

d
is

ta
n

ce

Absolute Frequency 53 90 63 18

Relative Frequency 164 7 50 3

TF-IDF 59 86 62 17

E
u

cl
id

ea
n

d
is

ta
n

ce

Absolute Frequency 69 83 58 14

Relative Frequency 124 30 62 8

TF-IDF 69 78 61 16

Jaccard’s Index 164 1 58 1

Dice’s Coefficient 164 2 56 2

As seen in Table 5, there are seven cases that clearly

follow our inferred behavior (Cosine Similarity; Manhattan

and Euclidean Distances with relative frequencies; Jaccard’s

Index and Dice’s Coefficient) and 4 cases where it is clear

that the inference does not behave as inferred (Euclidean

Distance with absolute frequency and TF-IDF; Manhattan

Distance with TF-IDF and absolute frequency).

With the purpose of comparing easily the results between

the different measures and vectors’ weights, 3 rates and one

score have been established:

SR =
TotalSignificant

TotalAnalyzable job offers

(2)

TR =
TotalSignificant + TotalNot Significant

TotalAnalyzable job offers

(3)

IR =
TotalJS+

TotalStatiscally different

(4)

RS =
3
√
SR ∗ TR ∗ IR (5)

The Significant rate (Equation 2) indicates the ratio between

the number of job offers with a significant ANOVA test and

the total number of analyzable job offers in the corpus.

The Testing rate (Equation 3) expresses the proportion

of job offers tested with an ANOVA regarding the total

number of analyzable job offers. Our inference about the

résumés’ Likeness Scores (Jc
S < JS) is measured with the

Inference rate (Equation 4), which is the number of job

offers following the expected behavior per the number of job

offers with an ANOVA p-value < 0.05. The Ranking Score
(Equation 5) is a value which allow us to rank the measures

according to their Significant, Testing and Inference rates.

For the three rates and the score the higher the value, the

better (the maximum value is 1 while the minimum is zero).

Table 6 shows the values of the 3 rates and the score for

each measure.

Table 6: Significance rate (SR), Testing rate (TR), Infer-

ence rate (IR) and Ranking Score (RS) for each measure.

SR TR IR RS

C
o

si
n

e
S

im
il

ar
it

y Absolute/Relative
Frequency

0.776 0.973 0.936 0.890

TF-IDF 0.750 0.995 0.940 0.888

M
an

h
at

ta
n

d
is

ta
n

ce

Absolute Frequency 0.638 0.919 0.370 0.600

Relative Frequency 0.763 0.986 0.959 0.896

TF-IDF 0.647 0.924 0.406 0.623

E
u

cl
id

ea
n

d
is

ta
n

ce

Absolute Frequency 0.678 0.937 0.453 0.660

Relative Frequency 0.687 0.964 0.805 0.810

TF-IDF 0.656 0.928 0.469 0.658

Jaccard’s Index 0.736 0.995 0.993 0.899

Dice’s Coefficient 0.741 0.991 0.987 0.898

Taking into account the results presented in Table 6, we

can see that in terms of the Significant rate, the highest score

is the one of Cosine Similarity using frequencies (0.776);

in terms of Testing rate, the highest rates are obtained

by Cosine Similarity with TF-IDF and Jaccard’s Index

(0.995). Regarding the Inference Rate, the highest score is

for Jaccard’s Index (0.993). And with respect to the Ranking

Score the leading one (0.889) is also for Jaccard’s Index.

The overall lowest scores are those obtained by Manhattan

Distance using absolute frequency with a Significant Rate of

0.638, a Testing Rate of 0.919, an Inference rate of 0.370

and Ranking Score of 0.600.
Finally, from the results of the 11 analysis we can point

out three points:
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• Seven analysis clearly present results that follow the

expected behavior.

• Relative frequencies as vector weight improve the per-

formance of distances measures.

• Binary measures have comparable performance to Co-

sine Similarity.

5. Discussion
The performance of the Manhattan and Euclidean dis-

tances are not the expected one. We attended to have similar

results, for all types of weights, like Cosine Similarity. How-

ever, only the use of relative frequencies, in both measures,

give the expected outcome. Moreover, the performance of

Manhattan distance can be greatly improved, passing from

the worst Ranking Score (0.600) to the third best (0.896),

better than Cosine Similarity using frequencies.

It can be thought that the disagreement behavior obtained

by Manhattan and Euclidean distances using TF-IDF or

absolute frequency is linked to the Gaussian assumption. We

considered as normal the groups Jc
S or JS having more than

5,000 elements, as their size exceed the superior limit of the

Shapiro-Wilk Test. Nonetheless, the effect of this decision

may not be relevant if it is taken into account that only 45

cases (20.08%) of the analyzable job offers (224) have at

least one group with more than 5,000 elements. Moreover, 44

of these cases have always a homogeneous variance and one

of them, depending on the measure and the vector weight,

can have a homogeneous variance or not.

Actually, we think that the disagreement behavior is

related to the intrinsic characteristics of Manhattan and Eu-

clidean distances. Unlike Cosine similarity, Dice’s Index and

Jaccard’s Coefficient, which are measures always delimited

by the interval of values [0, 1], Manhattan and Euclidean

distances are measures that can have a [0,∞) interval. This

means that the superior interval limit is not defined and

that it is restricted to the size and lexical richness of the

documents. Therefore, two measures of the same distance

may have different interval limits and comparing them may

not be equivalent. For example, for two completely different

documents, their distance X means 0% in common, while

for two documents half different, their distance X means

50% in common; both distances have the same value X but

different scale, making their comparison incompatible.

In our case, the résumés are not limited neither in size

nor in vocabulary, hence the use of not normalized versions

of Manhattan and Euclidean distances, i.e. with a closed

interval, are not reliable in most cases. The exception is

Manhattan Distance with relative frequencies, in this case

this type of weight works like a distance normalization as it

close the interval18 into [0, 2]. It may be thought that the use

18If two vectors X and Y using relative frequencies are completely
different, their Manhattan Distance becomes

∑
Xi +

∑
Yi = 1+ 1 = 2.

Therefore, the maximum value possible in this case is 2.

of Euclidean Distance with relatives frequencies would be

an exception as well, however, the relative frequency does

not close the interval.

In order to understand better our results, we analyzed the

job offers marked as NA. We found that all the NA cases

are job offers with a heterogeneous variance. This means,

that all the analyzed job offers have more than 3 elements

and those between 3 and 5,000 elements have a normal

distribution. In addition, we can see that the number of cases

with heterogeneous variances arises when we make use of

distance measures without relative frequencies.

The performance of Cosine Similarity with TF-IDF did

not turn out as anticipated. We assumed that the use of

TF-IDF would boost the performance of Cosine Similarity,

as the components of the vectors would be weighted by

their importance [33]. Nevertheless, the difference of the

Ranking Score between the use of frequencies and TF-IDF

values is about −0.225%; for the others rates the difference

are: Significant Rate −3.35%, Testing Rate +2.26% and

Inference Rate +0.42%.

Finally, the performance of Dice’s Index and Jaccard’s

Coefficient exceeded our expectation. We never thought that

only the presence or absence of n-grams could be enough

to determine the inferred behavior; however, we found that

binary measures are sensible enough to determine résumés’

likeness. Thus, we can infer that Selected résumés have a

specific vocabulary which is not present in the Rejected

résumés. Moreover, this means that the frequency of “terms”

is not relevant for recruiters, instead of it, the most important

thing is the appearance or not of “terms” related to the job

offer requirements.

6. Conclusions and Future Work
In this paper, we made a comparative analysis of 3 similar-

ity measures (Cosine Similarity, Dice’s Coefficient, Jaccard’s

Index) and 2 distance measures (Euclidean and Manhattan

distances). All the measures, excepting Dice’s Coefficient,

Jaccard’s Index, were compared with at least 3 types of

vector weights (absolute frequency, relative frequency and

TF-IDF values). The objective was to determine how the use

of different measures and vector weight affects the likeness

detection of Selected résumés, i.e. résumés from applicants

contacted by a recruiter.

This work was done over a large annotated recruitment

corpus coming from a HRM firm. We made use of NLP

techniques in order to detect the French résumés from

the corpus. As well, we utilized an Analysis of Variance

(ANOVA) to determine how the 5 measures considered the

likeness of the résumés. And therefore, to compare with our

inference: whether Selected résumés have more in common

with themselves than the rest of résumés do.

Results varied according to type of vector weight and to

measure. The use of Manhattan or Euclidean Distances may

not be reliable to measure the likeness of résumés if some
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considerations are not taken. The document size and lexical

richness affects strongly these measures. Therefore, it may

be better to use their normalized versions.

Cosine Similarity has shown the best results when it is

used with frequencies, relative or absolute. Nonetheless, their

performance was reduced when we used TF-IDF.

The use of Jaccard’s Index and Dice’s Coefficient, pre-

sented a good performance and exceeded our expectations.

Moreover, we think that the use of these measures to find

likeness between résumés, for example in matching systems,

may give good results.

And we believe, according to the results obtained from

Jaccard’s Index and Dice’s Coefficient, that there must be

a specific vocabulary that could lead us to detect easily

the résumés from candidates that should be Selected by a

recruiter or not.

As future work, we are going to analyze other languages,

like English, in order to determine whether our methodology

can be defined as language independent. In addition, we

will implement new procedures to reduce the lexicon, like

lemmatizers or other stemmers. As well, we will analyze

how other types of vector weight affect the tests, for example

other TF-IDF methods. We will improve the method utilized

to merge the likeness score of n-grams, for example using

a weighted mean, calculating the influence factor of each

type of n-gram in the likeness score or creating one vector

with all the n-grams. New distances will be also tested, like

normalized versions of Manhattan and Euclidean distances,

or non-binary versions of Jaccard’s Index and Dice’s Coef-

ficient. The use of non parametric ANOVAs and/or robust

ANOVAs is expected. Finally, we will do more inferences

about the Rejected résumés, and about the job offer and the

résumés.
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Abstract - Knowledge Discovery in Databases (KDD) 
processes are complex, highly interactive and iterative. The 
similarities between KDD processes and software 
development processes suggest that approaches used to 
manage the development of software processes are also 
applicable and in fact advantageous to KDD processes. In this 
paper, we examine the current approaches for supporting 
KDD and note to their limitations in providing comprehensive 
and effective process support. We propose a language-based 
and process-oriented approach for supporting KDD processes 
that is based on explicitly representing KDD processes as 
process programs that can be analyzed, validated, and 
enacted. We illustrate the proposed approach using a novel 
process programming language that is designed to describe 
general process concepts as well as specific KDD concepts. 
Along with the KDD process language, an IDE-style 
development environment is proposed to assist in modeling 
and enacting KDD processes. The overall approach is 
evaluated and illustrated by modeling and enacting a 
traditional KDD process. 

Keywords: Data Mining, Knowledge Discovery in 
Databases, KDD Process, Process Programming. 

 

1 Introduction 
Today, KDD projects are typically approached in an 

unstructured, ad hoc manner [6]. The lack of systematic 
approaches for managing and keeping track of the different 
parts of KDD projects means that some steps may 
unintentionally be repeated, adding overhead to the 
knowledge discovery task. Rudiger et al. [6] have noted major 
problems during the development of many KDD projects at 
Daimler-Benz due to the lack of a methodology and lack of a 
usable process model with proper tool support. Marban et al. 
[28], [29] have noted that the number and complexity of data 
mining projects has increased in recent years, that nowadays 
there isn’t a formal process model for this kind of project, and 
that existing approaches are not correct or complete enough. 
They also noted that not all projects end successfully. The 
failure rate is actually as high as 60%. 

In this paper, we proposes the Knowledge Discovery 
Process Modeling and Enacting Language (KDPMEL) along 

with its Process-Centered Software Environment (PCSE-
KDD) that can be used to develop KDD processes in a way 
that is similar to developing software processes: KDD 
processes as process programs written in KDPMEL and 
exploited by PCSE-KDD to provide execution support and 
management for KDD processes. 

Considerable value can be gained from materializing 
KDD processes via process programming. Novice 
participants, in particular, can benefit the most from knowing 
and learning their roles in the process and how their work and 
contributions would be coordinated and fit with others’ work 
and contributions. It has been observed by many KDD 
practitioners [22] that the results of KDD projects are often 
highly dependent on the experience of the persons doing the 
work. This phenomenon would likely be mitigated by having 
the work explicitly defined in a way that allows sharing the 
experience among the persons doing the work. 

2 Current Approaches for Supporting 
KDD Processes and Their Limitations 
We distinguish three major KDD support approaches 

found in the literature: activity-oriented support, KDD support 
environments, and process-oriented support. 

2.1 KDD Activity-Oriented Support 
This approach provides support only for individual 

activities such as data preprocessing or algorithm selection 
and settings. Examples of such support are proposed by [14]- 
[18], [42]. In this approach, the process concept, if used at all, 
is only represented in the form of documentation and 
guidelines. Also, the tools supporting the process tasks are 
isolated without any means of integration that would facilitate 
their usage and can enforce consistency conditions among the 
produced artifacts. 

2.2 KDD Support Environments 
The development of software environments supporting 

the overall KDD process has been identified by Padhraic [5] 
as a grand challenge for KDD. The architectures proposed for 
such environments are mainly based on a hardwired process 
model such as the traditional KDD process model [1] or the 
CRISP-DM [2] model. Some of the research efforts that fall 
under this category can be found in [8], [19]-[27], [30], [41]. 
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Although these environments can be used to define and 
execute KDD processes, the provided process support is 
mainly derived from the hardwired process model, which 
includes major process phases along with their generic tasks 
and simple interactions. This sort of guidance is too generic 
and clearly insufficient for effectively supporting KDD 
processes, where specialized guidance is needed to assist in 
selecting valid, desirable, and effective process 
configurations. Moreover, the guidance provided by these 
systems is limited to a few standard KDD techniques and 
prescribed set of supporting tools that are mandated by the 
environments. This generic guidance and limited support is 
insufficient for a dynamic field such as KDD where scores of 
new techniques, guidelines, and tools for data manipulation 
and analysis are added on regular basis. 

2.3 KDD Process-Oriented Support 
KDD process-oriented support assures that activities 

performed within KDD processes are properly controlled and 
data analysis and manipulation techniques are used 
appropriately. Very few researchers [7], [22], [32]-[35] have 
addressed the issue of providing process-oriented support. 

The project CITRUS [22] has extended a commercial 
knowledge discovery tool, CLEMENTINE, to enhance its 
user support capabilities by providing a process support 
interface. The main limitations of CITRUS are its dependency 
on CLEMENTINE and its supported process model and 
offered techniques; and its high-level process guidance. 

Osterweil et al. [7] were the first to propose the use of 
process programming to address the coordination of KDD 
techniques. This process-oriented approach is illustrated using 
the Little-JIL language. Little-JIL is a visual language derived 
from a subset of JIL, a “process language” originally 
developed for software development processes [9]. Although 
the use of Little-JIL to specify a representative bivariate 
regression process has shown that many coordination aspects 
of the process can be easily expressed, it has uncovered some 
deficiencies in the language. Although this attempt is very 
promising, it concentrates on supporting only the coordination 
aspect of the process. In addition to the discovered 
deficiencies in Little-JIL, only the simplest processes can be 
modeled visually using Little-JIL. 

Collaboration is another process-oriented aspect that has 
been recently adopted by some KDD support proposals [32]- 
[35], which are based on the paradigm of Service-Oriented 
Architecture (SOA). Collaborative KDD (CKDD) is an 
emerging field that seeks to cope with the distributed structure 
of modern organizations and the consequent increased 
complexity of the knowledge discovery process [31]. 
Although CKDD is beyond the scope of our work, it’s worth 
noting that our process-oriented approach, which employs a 
process-centered environment, inherently promotes the 
collaboration aspect. 

 

2.4 The Need for a more Comprehensive 
Approach for Supporting KDD Processes 

As discussed previously, the current state of KDD 
support is that the first approach (activity-oriented) supports 
only fragments of the KDD process, the second approach 
(KDD support environments) supports only a particular KDD 
process model, and the third approach (process-oriented) 
supports only certain process aspects of the KDD process. 

Each of these half measures is inadequate. The support 
needed for a KDD process varies greatly based on the 
specifications of the concrete KDD process, and cannot be 
based purely on a generic process model. A KDD process 
might have many different configurations and can be 
instantiated in a number of ways, and each configuration 
might require different support. 

Highly specialized KDD process support presently takes 
the form of technical documentation that specifies desirable 
and effective configurations for the process steps in an 
informal way [7]. This requires KDD practitioners to learn 
and apply these specifications manually. While this may be 
acceptable for experienced KDD practitioners who can cope 
with only high level guidance, it is not suitable for the less 
sophisticated KDD practitioners who participate in the 
development and enactment of the majority of KDD 
processes. We believe that the guidance necessary for the 
typical user can be achieved by explicitly representing the 
concrete KDD process using a flexible and rigorous 
formalism provided by the language-based approach of 
process programming. Further, explicit representation of the 
KDD process can be exploited by a process-aware 
environment to support process execution and guide users in 
carrying out their duties. 

3 The Knowledge Discovery Process 
Modeling and Enacting Language 
(KDPMEL) 
KDPMEL is a novel process programming language for 

modeling and enacting KDD and data analysis activities along 
with their resources, interactions, and coordination. 

The process aspects of the language such as process 
structuring and task ordering are similar to those found in 
general process languages, such as JIL [9], Little-JIL [7], and 
PML [11]. The KDD aspects of the language are specific 
features for modeling KDD artifacts, tools, and tasks. 

KDPMEL supports modeling KDD tasks at different 
levels of detail and abstraction in order to specify both generic 
and specialized tasks. Specialized KDD tasks are defined in 
KDPMEL through external commands that are modeled in the 
program and executed through a flexible plug-in mechanism 
for the tools of these commands. 

KDPMEL provides special control constructs to 
explicitly model task dependencies on other tasks. This 
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feature is particularly important for KDD and is intended to 
effectively manage the dependencies between KDD 
techniques. Having these dependencies explicitly defined can 
assure that they are appropriately handled. 

A process program written in KDPMEL is organized 
into three major sections that specify the resources (artifacts, 
roles, and tools) of the process, general information about the 
process (goal, input, outcome, and assessment), and the steps 
(activity, action, and command) of the process along with 
their sequencing (sequence, parallel, choice, and loop) and 
dependencies (disallow, require, and enable). 

3.1 Language Goals 
The major goals of the KDPMEL are the simplicity, 

flexibility, expressiveness, and generality. 

3.2 Language Approaches 
KDPMEL combines both the graphical and process 

language modeling approaches. It employs a number of 
graphical modeling editors on top of a textual process 
programming language designed specifically for KDD. The 
goal of the modeling editors is to facilitate the construction 
and presentation of certain process components, as 
represented by four types of graphs that display the overall 
process (process graph), the resources of the process 
(resources graph), a graph for each activity (activity graph), 
and a graph for each action (action graph). Furthermore, a 
read-only graph that shows the progress of the artifacts within 
the process (artifact flow graph) is provided. The process 
graph indicates process information such as goal, input, 
outcome, etc. The resources graph shows the artifacts, tools, 
and roles/actors of the process. Each activity graph shows the 
activity’s constituent actions while each action graph provides 
information such as tools utilized by the action, the artifacts 
consumed and produced by the action, and the actor assigned 
to the action. In addition to the graphical editors, a number of 
form-based editors exist (process form, activity form, artifact 
form, role/actor form, and tool form) to present and update 
certain information that is best shown and updated in a form-
based style. 

Combining different types of editors and views in 
source-based, graph-based, and form-based styles is novel and 
allows both technical and non-technical users to participate in 
the modeling phase of the process. This hybrid modeling 
approach combines the benefits of the underlying approaches 
and enables specification of high-level process models as well 
as more complex ones in a manner that is convenient for both 
technical and non-technical users. 

3.3 KDPMEL Meta-Model (Abstract Syntax) 
KDPMEL is defined in terms of a meta-model [38] 

based on the OMG’s SPEM [13] and CWM [37] meta-
models, which represents the abstract syntax and static 
semantics of the language. The KDPMEL meta-model 
consists of a Core meta-model upon which the other meta-

models depend, a Process meta-model representing the 
process aspects, and a KDD meta-model representing the 
KDD aspects. 

3.4 KDPMEL Concrete Syntax 
The concrete syntax of KDPMEL is provided in two 

flavors, textual and graphical, to serve different purposes. The 
textual concrete syntax is useful when specific complex 
details must be specified. The graphical concrete syntax is 
easy to understand and use, and is useful for communicating 
structural and higher level views of the process. Also, a form-
based interface is provided for process components to allow 
for presenting and updating their properties. 

3.4.1 KDPMEL Textual Concrete Syntax (Grammar) 
The Process meta-model provides process specific 

entities such as Process, Activity, and Action. The syntax for 
defining these constructs is given by the following rules: 

<process> ::= “process” <IDENTIFIER>  “{“…”}”  
<activity> ::= “activity” <IDENTIFIER>  “{“…”}” 
<action> ::= “action” <IDENTIFIER>  “{“…”}” 

Process Syntax 

A process can be decomposed into an ordered collection 
of activities. The activities can be grouped using one of the 
control constructs sequence, parallel, choice, or loop. The 
process syntax is defined as follows: 

<process> ::=  “process” <IDENTIFIER>  “{“ … 
(<activitySequencing>  | <activity>)* 

           “}” 
Activity Syntax 

An activity represents a composite task and it is mainly 
intended to represent the phases of the KDD process. An 
activity may have pre-conditions and post-conditions to guard 
entry into and exit from the activity. An activity may consume 
and produce some artifacts during its performance, which is 
monitored by an actor. An activity can be decomposed into 
smaller units of sub-activities and/or actions. The activity 
syntax is defined as follows: 

<activity> ::= “activity” <IDENTIFIER> “{“  
[“preconds” <constraint> (“,” <constraint>)*] 

    [“postconds” <constraint> (“,” <constraint>)*] 
    [<consumedArtifacts>] [<producedArtifacts>] 
    [<performer>]  

[“sub-activities” “{” (<activity>)+ “}”] 
       (<actionSequencing> | <action>)* 

         “}” 
Actions within an activity can be grouped using one of 

the control constructs sequence, parallel, choice, or loop. The 
following defines an activity that has two actions grouped by 
the parallel construct: 
activity DataMining { 
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parallel predict { 
action buildDecisionTreeModel {…} 
action buildNeuralNetModel {…} 

} 
} 

The decomposition of an activity allows for defining the 
tasks of the activity. The activity sub-activity decomposition 
provides a strict control, whereas the activity action 
decomposition provides both strict (e.g., sequence/loop) and 
loose control (e.g., choice/parallel). 

Action Syntax 

An action represents a primitive task and it is intended to 
represent the generic tasks of the KDD process. An action 
may have pre-conditions and post-conditions. An action is 
performed by an actor with the help of some tools. An action 
may consume and produce some artifacts. To help perform an 
action, guidance information for the actor may be associated 
with the action. Finally, an action may have dependencies 
with other actions. The action syntax is defined as follows: 

<action> ::= “action” <IDENTIFIER> “{“  
  [“preconds” <constraint> (“,” <constraint>)*] 

    [“postconds” <constraint> (“,” <constraint>)*] 
    [<consumedArtifacts>] [<producedArtifacts>] 
    [<performer>] [<utilizedTools>] 
    [<dependencyDecl>] [<guidanceDecl>] 
          “}” 

The following example is a KDD task for building a 
decision tree model that specifies that the task is performed by 
a data mining analyst with the help of a particular mining tool 
over a specific dataset: 
action buildDecisionTreeModel { 

consume sampleDataset;  
produce sampleDecisionTreeModel; 
performer dmAnalyst; utilize { call miningTool } 

} 

3.4.2 KDPMEL Graphical Syntax 
The Process, Activity, and Action constructs, in addition 

to the process resources are represented in the graphical 
syntax. In addition to the graph-based notation, a form-based 
interface is provided. The source-based, graph-based, and 
form-based notations of the process program share a common 
object model for the process that is updated by and translated 
into the various representations of the process program. 

3.5 KDPMEL Semantics 

3.5.1 Control Flow and Ordering 
The activities within a process and the actions within an 

activity can be grouped using one of the control constructs 
sequence, parallel, choice, or loop. The default grouping is 
sequence. Additionally, activities may be decomposed into a 
hierarchy of sub-activities and actions. 

3.5.2 Dependency Control Constructs 
The states of KDPMEL tasks and their dependency 

requirements are recorded during the execution of the tasks. 
Upon beginning the execution of a task, a test is performed 
against the completed actions to check whether their disallow 
dependency prohibit execution of the task. The enable 
dependency is checked only for the choice control construct to 
determine if one of the choices has been enabled by a 
completed action. If that was the case, the actor making the 
choice will be notified. Another test is performed upon 
beginning the execution of an action to check its require 
dependency against the completed tasks to determine if the 
action can be executed. An action can only be executed if its 
required tasks are completed.  

We believe that this is a novel approach for managing 
KDD task dependencies that are dynamically reflected at 
runtime, as opposed to statically structuring these tasks 
according to their dependencies at modeling time [7], which 
provides more flexibility not only in modeling time but in 
execution time also. In addition, it also leads to much shorter 
programs. 

3.5.3 Action Specialized KDD Tasks 
KDPMEL models specialized KDD tasks through the 

use of external commands that can be associated with an 
action and a tool. Each tool that is associated with an external 
command is represented by a plug-in module that is invoked to 
execute the command. 

3.5.4 Task States and Transitions 
The states and transitions of KDPMEL tasks are 

implemented using the State Pattern [40]. Tasks within a 
KDPMEL program go through several states during the 
execution of the program. The state of a task changes based on 
the control flow of the program, the availability of the 
resources needed by a task, and the explicit response from 
human actors. KDPMEL adopts states similar to those of 
Little-JIL--posted, started, completed, terminated, and 
retracted--- and adds the two new states suspended and 
resumed that have been suggested by Lee [12]. Figure 1 
illustrates KDPMEL task states and their transitions as 
suggested in [12]. 

 

 

 

Fig. 1. Task State Transitions in KDPMEL [12] 

When a KDPMEL task becomes available for execution, 
a task instance is created and its state is set to posted. A 
posted task instance is started by an explicit start action from 
the task performer (actor), which sends a start event to the 
task controller to change the state of the task instance to 
started. A posted task instance can also be temporarily 

Completed 

Terminated 

Suspended Posted Started Resumed 

Retracted 
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retracted by a retract action. A started task instance is 
completed by an explicit complete action.  A completed task 
indicates that the task has successfully finished execution. 
This causes the enactment engine to continue executing the 
rest of the program by finding and posting the next available 
task. A started task instance can also be terminated by an 
explicit terminate action. A terminated task indicates an 
exception that caused the task not to be finished successfully. 
The handling of a terminated task varies depending on the 
type of control construct governing the task. For instance, 
while a terminated task in a sequence or loop control 
construct causes the termination of the other tasks in the 
construct, a terminated task in a choice control construct 
causes the enactment engine to offer the construct alternatives 
to the actor to select a task. 

4 The KDD Process-Centered Support 
Environment (PCSE-KDD) 
PCSE-KDD is an Integrated Development Environment 

that is built around KDPMEL, with an IDE-style approach to 
facilitate the development, execution, and management of 
KDPMEL programs. The environment offers a variety of 
services, similar to those offered by PCSEEs, but directed 
toward KDD processes. 

4.1 Architecture 
The environment implements the process 

definition/instantiation/enactment paradigm, found in 
PCSEEs, and includes a number of modeling editors for 
modeling KDD processes, an Enactment Engine for providing 
runtime process execution support, and a Repository for 
providing persistency support to both process artifacts and 
process execution states. Figure 2 illustrates the high level 
architecture of the environment. 

The PUI exposes the various services offered by the 
environment. Through the PUI, users are able to define, 
update, and persist process models during the modeling phase, 
instantiate a process model for enactment, participate in the 
enactment phase by performing interactive tasks in the 
process, are notified by the enactment engine about the status 
of the process being enacted, and are guided by the enactment 
engine about what to do next. 

The Enactment Engine is responsible for executing 
KDPMEL programs. It guides and supports users in 
performing their assigned tasks, controls the invocation of 
tools, accesses the process artifacts, and maintains the process 
execution states. It includes three significant components: 
KDPMEL Interpreter, the Repository Management Unit 
(RMU), and the Tool Invocation Unit (TIU). The KDPMEL 
Interpreter implements the semantics of the language. The 
RMU maintains the process data. The TIU manages the 
invocation of tools specified in the process program. 

 
Fig. 2. The high level architecture of the PCSE-KDD 

5 An Example for Developing a 
Traditional KDD Process in PCSE-
KDD 
The example process is used for predicting the 

likelihood that bank customers will reply to a mailing 
campaign for buying a Personal Equity Plan (PEP) [36]. 

5.1 The Example Process Specification 
Data Selection 
The data is available in a comma-separated value (CSV) file. 

Data Preparation 
This stage includes steps to transform the selected dataset file 
into its WEKA dataset representation, remove unnecessary 
attributes, and construct the training and test datasets. 

Data Mining 
A decision-tree technique using the C4.5 (J48) WEKA 
classifier [39] is used to predict the PEP value (YES/NO). 

Interpretation/Evaluation 
The results are evaluated using a tree visualization technique 
to display the decision-tree graph model in addition to 
inspecting the detailed results using a text editor. 

5.2 The KDPMEL Prediction Process Program 

5.2.1 Process Resources 
Figure 3 illustrates the process resources as they are 

depicted in the Resources Graph. 
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Fig. 3. The Example Process Resources Graph 

Artifacts 
Figure 4 illustrates the process artifacts as they are depicted in 
the Artifact Flow Graph. 

Fig. 4. The Example Process Artifact Flow Graph 

Tools 
The tools utilized by the process are Microsoft Excel for the 
data selection tasks, the WEKA data mining framework [39] in 
both the interactive and command-line modes for the Data 
Preparation, Data Mining, and Interpretation tasks, and the 
text editor TextPad for some of the Interpretation tasks. Figure 
5 illustrates the utilized tools. 

 
Fig. 5. The Example Process Utilized Tools 

Roles/Actors 
Three different roles--database, data mining, and business 
analysts--are fulfilled by three different actors are defined in 
the program. Figure 6 illustrates the process roles/actors. 

Fig. 6. The Example Process Roles/Actors 

5.2.2 The Process Phases 
The process includes four phases for data selection, data 

preparation, data mining, and interpretation. Each phase is 
defined using a KDPMEL activity construct as follows: 
process PredictionKDDProcessExample { … 

activity DataSelection {...}  
activity DataPreparation {...} 
activity DataMining {...} 
activity Interpretation {...} 

} 

Figure 7 illustrates the phases of the process as they are 
depicted in the Process Graph. 

 
Fig. 7. The Process Graph of the Example Process 

Each phase includes a number of generic and specialized 
tasks that are defined using KDPMEL action and command 
constructs. For instance, the DataPreparation phase is defined 
in KDPMEL as follows: 
activity DataPreparation { 

action transformCsvData { ...  
command transformCSVDataCommand {...}  ... 

} 
action viewTransformedCsvData {...} 
action constructMainDataset { ...  

command transformCSVDataCommand {...} ...  
} 
action viewConstructedDataset {...} 
action buildTrainingAndTestDatasets { ...  

command buildTrainingDatasetCommand {...} 
command buildTestDatasetCommand {...}  ... 

} 
} 
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The DataPreparation activity (Figure 8) includes a 
sequence of five tasks for transforming the CSV data to its 
WEKA representation, viewing the transformed data, 
constructing the main dataset, viewing the constructed dataset, 
and constructing the training and test datasets. 

Fig. 8. The Example Process DataPreparation Activity Graph 

5.2.3 The Process Actions and Commands 
The process includes a number of generic and 

specialized tasks. For instance, the DataPreparation activity 
includes a specialized task that is used to transform the CSV 
data file to its WEKA format. This is defined as follows: 
action transformCsvData { … 

utilize {  
 call weka_Script_Tool { 

   command transformCSVDataCommand { … 
  input bank_Selected_Data; output … 
  operation “weka.core.converters.CSVLoader”; 
  parameters “”; 

   } 
 } 

} 
} 

5.3 Enacting the Example Process Program 
The PCSE-KDD Enactment Engine establishes a process 

instance and presents it in the Enactment Perspective. The 
Enactment Perspective displays the overall process execution 
flow organized by the actors. Each actor is presented with its 
assigned tasks in a tree view. The description of each task is 
presented in a form view. A GUI mechanism to apply 
appropriate transition states (e.g., a start command to execute 
a posted task) for each task is provided to the actor. 

Figure 9 illustrates the enactment of the 
transformCsvData action. When selecting the start command, 
the Enactment Engine starts the action and identifies its 
utilized tool and specialized command and offers to invoke 
them through dialogs. The actor confirms the invocation. 

Fig. 9. The transformCsvData Action execution dialogs 

5.4 Evaluation and Lessons Learned 
Our experience using KDPMEL to specify the example 

KDD process, as well as other KDD processes, supports our 
first hypothesis that a language-based and process-oriented 
approach is a flexible and effective approach to precisely and 
explicitly specify KDD processes as process programs that 
can be manipulated by programming techniques to reason 
about the process and support its correct execution. 

KDPMEL simplicity goal is achieved by having simple 
syntax. KDPMEL flexibility goal is mainly achieved by 
providing various levels for representing tasks at different 
levels of detail. The generality goal is mainly achieved by not 
making KDPMEL and PCSE-KDD bound to any particular 
process models, techniques, or tools. KDPMEL 
expressiveness goal is achieved by providing constructs to 
represent both generic and specialized tasks along with their 
sequencing and dependencies, consumed and/or produced 
artifacts, utilized tools, and performing actors. 

Our experience using KDPMEL and PCSE-KDD to 
represent and execute the example process supports our 
second hypothesis that effective support and customized 
guidance, which depend on the concrete process itself rather 
than its generic process model, can be achieved by 
manipulating the explicit representation of the process in 

Int'l Conf. Data Mining |  DMIN'15  | 113



order to manage its various components and support its 
performance. 

6 Conclusions 
KDPMEL provides a hybrid modeling approach for 

specifying KDD processes, mixing different types of editors 
and views in source-based, graph-based, and form-based 
styles to allow both technical and non-technical users to 
participate in the development of KDD processes. 

PCSE-KDD is an Integrated Development Environment 
for KDPMEL. It has been prototyped in Java plus a number of 
open source libraries and tools. It has the look and feel of 
Eclipse IDE and has a similar Workbench that includes three 
different Perspectives, similar to Eclipse’s Perspectives, for 
its Modeling, Enactment, and Management functionalities. 

In PCSE-KDD/KDPMEL the process concept is 
supported and enforced according to a specialized KDD 
process that includes specific tasks organized according to 
their sequencing, dependencies, and alternatives. In PCSE-
KDD, tools are loosely integrated through a flexible and 
expandable plug-in mechanism. They are launched 
automatically and dynamically according to the execution 
order of the process tasks. PCSE-KDD provides a centralized 
repository for maintaining and managing the process artifacts. 
PCSE-KDD employs an engineering approach to develop 
KDD processes. It is a language-based and process-driven 
approach. The process is explicitly defined as a program in 
KDPMEL and manipulated by PCSE-KDD to support its 
analysis and execution. Specialized user guidance during 
execution is extracted from the interpretation of the process 
program. Users are offered their assigned tasks and supported 
in executing them. In this language-based approach, KDD 
processes are managed. Their specifications can evolve and 
executions can be repeated. Moreover, they are validated 
according to standard programming techniques. 

Our future work includes modeling a wide range of 
KDD processes and increase the level of sophistication of 
those processes, expanding the support for more detailed 
KDD artifacts, and continuing the development of KDPMEL 
and PCSE-KDD to provide more enhanced and expanded 
graphical modeling to cover the entire process, better user 
interaction during process enactment, and to expand the 
integration with a wider range of external process resources. 
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Exploiting temporal patterns of hot events in Weibo
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Abstract— With explosive growth of the Internet, microblog
has become the largest source of public opinion. The propa-
gation of hot events in microblog has drawn much concern.
In this study, we extract 218 time series of hot events in 240
million tweets crawled from Sina-Weibo, the biggest Twitter-
like microblog in China, and find that the diffusion process
is divided into two step. Furthermore, the patterns can be
clustered to several centroids by applying the K-Spectral
Centroid (K-SC) clustering algorithm. The centroids are
quite qualified for demonstrating the different information
propagation features in weibo. We also introduce a modified
SpikeM model to fit the centroids. Our results demonstrate
that the new model describes all the rise and fall centroids
with high accuracy, while SpikeM is only capable of fitting
the first spike.

Keywords: time series analysis, information propagation

1. Introduction
The emergence of microblog has dramatically changed the

way people access to information. Due to its convenience

and real-time property, people are increasingly engaged in

sharing and consuming information in microblog services,

which turns microblog to a form of online word of mouth

branding [1]. In the case of Sina-Weibo, the biggest Twitter-

like microblog of China, there exists 1.3 billion registered

users and over 150 million monthly active users. So to some

extent, weibo has become the dominate source of public

opinion in the new media age.

Hot events reflect social opinion and impact the society

both positively and negatively in return. The propagation of

hot events has been a hot research topic. However, most of

the researches focus on modeling propagation process over

graph transmitting information from one node to another [2],

[3], which are not suitable for large-scale social networks.

Few researchers study the temporal dynamics of hot events.

Yang et al. [4] propose a time series cluster algorithm K-

Spectral Centroid, and discover six patterns of twitter topics.

Yasuko et al. [5] introduce SpikeM, which is based on the

so-called ’Susceptible-Infected’ (SI) [6] model, performing

well on fitting the six patterns. It shows that the temporal

dynamics of hot events start with an exponential rise and

a power-law decay, which is consistent to our observation

in real data. But SpikeM is only applicable for the patterns

with one spike or additional periodic tails, since it assumes

there exists no ’revive’ state in the social network.

As far as we know, the previous literature concentrates

on modeling the time series of topic mentions. People

participating in the discussion of online topics doesn’t mean

that they are unknown of the information. The periodicity

of temporal dynamics directly owns to users’ repeatedly

participation of discussion. So topic mentions reflect the

popularity of hot events, which is not directly related to

the information propagation process. On the other hand, the

reposting behavior correctly reflect the dynamics of public

awareness over time. When a message is published, all the

user’s followers will have access to it. Secondary reposting

behavior transmits the message to user’s followers’ fol-

lowers, forming information cascade between disconnected

nodes, which will spread to much more audiences. We focus

on modeling reposting behavior to figure out the temporal

patterns of information propagation.

The main goal of this paper is to discover how the

diffusion process of hot events evolves over time, what kinds

of temporal patterns are exhibited by weibo, and how to fit

the patterns with high accuracy. First of all, our data set

and basic statistical findings are introduced in Section 2.

Then in Section 3, we use K-Spectral Centroid algorithm

to cluster the time series of hot events, revealing that there

exists three representative patterns in Sina-Weibo. In Section

4, a modified SpikeM model is introduced, which performs

well as for modeling the diffusion process in Sina-Weibo.

2. Statistical Regularities
2.1 Dataset description

To obtain time series of hot events, we crawled more than

250 million tweets during a three-year period from 2012 to

2014. All the tweets are obtained through Sina Open API.

Then 218 hot events are manually extracted from the dataset,

according to the monthly reported hot events of Sina Weibo

Data Center. Each hot event corresponds to an original tweet,

with a retweet list filtered from the whole dataset. For the

sake of simplicity, we use symbol consisting of a character

"#" and a number to represent specified hot event, such as

"#1" which is short for "the disappearing of MH370 on

Saturday, 8 March 2014".

Table 1 gives several simples of hot events. Every retweet

list is sorted by retweet time, but it needs to be quantized

to create a time series of the amount of retweets per
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Table 1: Four hottest events of Weibo in 2014
Symbol Description

#1 The disappearing of MH370 on 8 March, 2014
#2 The 2014 Kunming terrorist attack
#3 The famous apology of Wen Zhang over affair
#4 The first Memorial Day of China

Fig. 1: CDF of #2

unit time interval. In Fig. 1, it shows that the shape of

Cumulative Distribution Function has almost no increment

after 30 hours, which means the spreading is completed in

30 hours and the subsequent points can be abandoned so as

to concentrate on the analysis of preceding variable shapes.

Further more, in order to get more variations of the time

series shape, we specify the time unit to 10 minutes.

2.2 Findings
Two-stage process. Among the 218 time series, we ob-

serve that all these patterns contain two rise and fall spikes

peaked at different time points, in which the first one is often

much higher than the second one. Fig. 2 shows 4 hottest

events in 2013 and 2014, and this unexpected phenomenon

is quite different from the finding of six patterns in twitter.

In fact, two spikes indicates that the information propagation

process is divided to two stages in the life-cycle of hot event.

The varying parameter of different hot events is spiking time

and the proportion of the first peak and the second peak,

indicating that similar diffusion process shares the same

temporal pattern.

Causes of the two spikes. For the purpose of figuring out

what actually gives rise to the two spikes, we turn to analyze

the number of followers in each spike. In weibo social

network, the so-called opinion leaders have a major impact

on the public opinion, in most cases, and the number of

followers is generally a convincing indicator for measuring

their significance. In fact, the more followers they have, the

more possibility that more people have access to the original

message at one point in time. So it is sufficient to just focus

on calculating the proportion of users with significant follow-

ers. More specially, this proportion is generally very small

since the degree distribution social network has a power-law

tail, indicating that small changes of the proportion might

have huge consequences.

According to the official description, opinion leaders are

those who have more than 5 million followers. In order to

analysis the different influence of opinion leaders and grass

roots, we first divide the number of followers into four levels,

4 to 7, which takes the logarithm base 10, and then calculate

the occupation of each level in different spikes. For the most

part, as we can see from Table 2, the occupation of users with

large number of followers in the first spike, is significantly

higher than the second one. As for users with follower count

greater than 107, who are absolutely authoritative celebrities

in Sina-Weibo, there always exists a small proportion in

the first stage of diffusion, while in the second one, the

proportion is generally zero.

Another special event #4, whose second spike possesses

much higher peak value than the first one, is just presenting

the opposite case. Furthermore, users with larger number

of followers are correspondingly distributed in the higher

spike. The above observations are consistent with other hot

events in the dataset, strongly suggesting that the first stage

of most information propagation process in Sina-Weibo is

directly triggered by opinion leader, while the second long-

lasting stage is generally caused by the crowd.

This observation is exactly consistent with the so-called

Multistep Flow Model [7], which says that most people form

their opinions under the influence of opinion leaders, who

in turn are influenced by the mass idea. A small fraction

of the hot events are exactly the opposite, representing

that the information is first introduced by grass roots and

propagated in a small scale of the social network, then it is

detected by opinion leader which lead to widely spread of the

information after several hours. Moreover, the consistency

of tF and tP also shows that the time of peak point is

quite related to the retweet time of users with the largest

number of followers, which means opinion leader plays a

very important role in the diffusion process.

From the last line of Table 2 we find that for social

security events like #1 and #2, the overall retweets in peak

1 is far more than peak2, while entertainment events like

#3 and #4 tend to have more retweets in the second peak.

This interesting phenomenon indicates that people are more

sensitive to events involving social security, and as for

entertainment events they tend to have a delayed response.

3. Clustering
In order to figure out typical temporal patterns of hot

events in Weibo, we implement the K-Spectral Centroid (K-

SC) clustering algorithm to find the clusters.
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Table 2: Statistics of the four patterns in Fig. 2. The number of followers is in log scale. F1 > 4:The proportion of users

with followers more than 104, and so on. P1:The overall retweets in the first stage. P2:The overall retweets in the second

stage. tF :The time point when user get the most retweets. tP :The time point of the maximum peak.

F1 > 4 F2 > 4 F1 > 5 F2 > 5 F1 > 6 F2 > 6 F1 > 7 F2 > 7 P1 P2 tF tP
#1 22.9% 19.9% 4.02% 3.74% 0.71% 0.19% 0.36% 0 63.9% 28.9% 8 8

#2 6.27% 3.58% 1.47% 0.82% 0.35% 0.23% 0.07% 0 62.1% 34.3% 5 5

#3 17.0% 16.5% 2.01% 2.10% 0.16% 0.14% 0.04% 0 41.7% 52.7% 2 3

#4 10.1% 8.57% 1.56% 2.02% 0% 0.48% 0% 0 10.2% 82.8% 57 58

Fig. 2: PDF of the four events in Table 1.

Fig. 3: Clustering results of K-SC. On the top are symbols of each cluster plus percentages of all the time series.

3.1 K-SC

K-SC is an algorithm similar to the classical K-means

clustering algorithm, which is mainly comprised of similarity

metric and calculation of clustering center. The basic idea

of K-SC is iterating a two step procedure, the assignment

and the refinement step. In the assignment step, every time

series is assigned to the closest cluster by computing the

distance between presenting time series and cluster center.

In the refinement step, the cluster centroids are then updated.

The similarity metric is only related to the shapes of time

series by applying scaling and translation. Given two time

series x and y, the similarity metric d(x, y) is defined as

follows:

d(x, y) = min
α,q

∣∣x− αy(q)
∣∣

|x| (1)
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Fig. 4: Average Silhouette of different number of clusters.

Fig. 5: SpikeM fitting result of #1 with RMSE=189.

where y(q) is the variation of time series y by shifting q
time units and |·| is the l2 norm. On the other hand, the new

cluster center μ∗
k is updated by calculating virtual center of

the cluster Ck, rather than simply averaging every member.

It should be the minimizer of the sum of d(xi, μk)
2 over all

xi ∈ Ck:

μ∗
k = argmin

μ

∑
xi∈Ck

d(xi, μk)
2 (2)

3.2 Experimental Results
As other variants of K-means algorithm, K-SC is also

sensitive to the initially specified cluster centers. We use

evaluation method Average Silhouette to determine the best

number of cluster. Fig. 4 suggests that the Average Silhouette

value keeps fluctuating across a fixed value when cluster

count is bigger than 3. Empirically we find that the cluster

centers are quite stable while setting the number of clusters

from 3 to 8. Hence we choose 3 as the best number of

clusters.

Fig. 3 shows the three cluster centers, which are repre-

sented by C1 to C3. As discussed in Section I, the patterns

have no periodic trailing, which is totally different from the

six patterns in tweeter. Note that the ordinate values are

normalized by scaling. Occupying almost half(53.2%) of all

the time series, C1 is supposed to be the most common

pattern. Its shape is also a compromised of the three cluster

centers, confirming that C1 is a very typical temporal pattern

of hot events in Weibo. It has a brief rising period before

reaching the peak, and then follows a pow law decay after

peak point. The overall period around the second peak is

very long, which means that it takes much long time to

get the information widely adopted by the crowd. This

matches the reality because in most cases the hot event is

initially exposed to a small slice of users, then it is well

adopted by the general public through the opinion leaders’

significant influence which is corresponding to the rapidly

rising period. Soon the propagation process experiences a

descending period after the effect of opinion leader, stepping

into the second stage. It rises and falls much more gently in

the second stage since most users are grass roots with few

followers.

C2 is quite different from C1 both in the first stage and in

the second stage. It doesn’t experience a rising period in the

first stage. This significantly indicates that the information

is directly published by opinion leader. When confronting

celebrity gossips, the general public seems to be much

more sensitive than usual. So the second peak reaches more

quickly and greatly than C1, and the second stage lasts a

shorter period implying high-volatility property.

C3 is entirely different from the above cluster centers.

It represents rare circumstances of diffusion process, pos-

sessing only a proportion of 18.3%. According to C3, the

second stage plays a leading role. It has a much higher peak

and a much longer lasting period than the first stage. In this

case, the original source of information is generally grass

roots. The information is initially spread in their small social

network, soon it is adopted by opinion leaders due to the

increasingly popularity, which in turn creates trend in the

entire network.

4. Modeling the Shapes
4.1 SpikeM

SpikeM is a variation of ’Susceptible-Infected’ (SI) model,

which is the most basic epidemic model. On one hand, it

assumes that the infectivity f of a node decays with pow-

law distribution:

f(τ) = β ∗ τ−1.5 (3)

where τ corresponds to the time. Our observation is concor-

dant with this assumption. In Fig. 4 we can see that every

pattern has two power-law fall periods. On the other hand,

it conditions that the total population of the social network

is finite so as to avoid the divergence to infinity. The base
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Fig. 6: Fitting results of SpikeM-G. On the bottom of each figure is the RMSE of fitting result.

model is defined by the following equations:

ΔB(n+1) = U(n)·
n∑

t=nb

(ΔB(t)+S(t))·f(n+1−t)+ε (4)

ΔU(n+ 1) = U(n)−ΔB(n+ 1) (5)

where ΔB(n) is the number of retweets at time n, U(n) is

the count of un-informed nodes, S(n) is an external shock

generated at birth-time nb.

Although SpikeM model correctly captures the exponen-

tial rising period and the power-law decay period, it is only

appropriate for the patterns with one spike. Because SpikeM

assumes that the diffusion process is consist of only one

stage. According to SpikeM, the number of un-informed

nodes in the social network keeps dropping after the first

peak, neglecting that the general public are unresponsive

which will generate the second gently "shock" after several

hours. Fig. 5 provides the fitting result of #1. Note that

SpikeM model successfully captures the first rise and fall

pattern, while the fitting result keep descending at the second

period. We also evaluate the fitting accuracy by using the

root mean square error (RMSE) metric between estimated

values and real values:

RMSE =

√√√√ 1

n

n∑
1

(Xmodel −Xreal)2 (6)

As expected, the RMSE of SpikeM is 189, indicating a poor

fitting.

4.2 Modified SpikeM
As for the above shortcomings of SpikeM, we propose a

modified SpikeM model named SpikeM-G(short for SpikeM

with Gaussian Function) based on the following assump-

tions:

The information propagation of hot events in Weibo is
consist of two stages. The first stage generally experiences a

short and rapidly spreading period, resulting in a much spiky

pattern. Then after a peak-to-trough period, the "sleeping"

nodes of the social network begin to "wake up", stepping

into the second propagation stage. The accumulation of these

nodes relatively generates another external shock. But in this

stage the propagation process is much more gently and has a

long-lasting period since the "waking up" time of each node

is usually not the same.

Macroscopically speaking, there are two cases of the two-
stage diffusion process of in Weibo. In the first case, which is

more generally, information is propagated from the opinion

leader to the crowd. The former plays an important role,

while the latter act as audiences. The second case is just the

opposite, where information is first published by the general

public, and then it is spread to the whole network under the

leadership of opinion leaders.

SpikeM only models the first stage of the diffusion process

with external shock S(n), so it needs another external shock

at the second stage. We use gaussian function here since

the rise and fall pattern of around the second peak is much

gentle. Our modified model SpikeM-G is governed by the

equations:

ΔB(n+1) = U(n)·
n∑

t=nb

(ΔB(t)+S(t)+G(t))·f(n+1−t)+ε

(7)

ΔU(n+ 1) = U(n)−ΔB(n+ 1) (8)

and G(t) is defined as:

G(t) = a · e−w(t−tp) (9)

where a is the volume of the second peak, tp is time point of

the second peak. The term G(t) is very important. It models

both the overall volume and the lasting period of the second

stage. It also ensures the power-law decaying pattern, since

it is multiplied by the infectivity function f(τ) outside the

brackets.

Fig. 6 describes the results of SpikeM-G fitting on the

three typical clustered temporal patterns. On the bottom of

Fig. 6 displays the RMSE of each fitting result. In this

figure, we can see that SpikeM-G is quite consistent with

the previous two assumptions. Firstly, it successfully char-

acterizes the two stages of information propagation process

in Weibo where SpikeM model fails. On the other hand,

whether information is propageted from opinion leader to
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the crowd or the opposite, SpikeM-G is capable of correctly

capturing the temporal pattern.

5. Conclusions
In this paper, we study the temporal patterns of hot

events in three steps. Firstly, we analysis the statistics of all

the temporal patterns, figuring out two basic fundamentals.

On one hand, the information propagation of hot events

in Weibo is comprised of two stages. On the other hand,

we find out who actually contributes to the spike of each

stage by analyzing the number of followers. Then the three

typical temporal patterns of hot events are uncovered by

implementing the KSC clustering algorithm. Finally, we

introduce SpikeM-G which is based on SpikeM to get better

fittings of the patterns. The experimental results show that

our method performs well as for capturing the shape and

achieving high accuracy.

This study helps to figure out who actually promotes

information diffusion process in social network, which will

contribute to the effectiveness of viral marketing. In order

to produce increases in brand awareness, the viral campaign

can be divided to opinion leader advertising stage and

grass roots advertising stage. What’s more, the study also

provides a new access to public opinion monitoring since

the spreading process is predictable.
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Abstract- Prominence of data streams has dragged the 
interest of many researchers in the recent past. Research is 
going in the direction of formulating association rules on 
data streams for the purpose of prediction. From among the 
classification techniques the associative classification 
mining stands out with better performance over former 
classification techniques. A new technique is introduced 
through this paper, which takes the advantage of the 
associative classification for mining of data streams. To the 
best of our knowledge there are only a few techniques 
existing in the domain of data streams. We have designed a 
compact data structure to maintain data stream efficiently 
without losing important information. We present a PSToSW 
for mining rules from the tree. Subsequently, an optimized 
algorithm called PSToSWMine is proposed for mining a 
classifier which contains set of high qualified classification 
rules. We have conducted experiments both on synthetic and 
real data sets for the purpose of assessing the performance 
of our approach.  The results that we arrived at prove that 
our approach is superior to existing algorithms in terms of 
accuracy of prediction and run time efficiency.  
 
Keywords: Data Streams, Associative Classification, 
Frequent Item sets, Prediction 
 
1 Introduction 

 
Data stream mining deals with gaining knowledge from 

the stream of data. Most of the recent applications involve 
processing of large volumes of data, flowing in continuously 
[11]. To take a few examples, web click streams, financial 
transaction, science surveillance data etc., Given the nature 
of data, mining of these data streams necessitate a real time 
response after analysis. This also means that the technique 
applied should be capable enough to process the data quickly 
as it should be read in a single pass and produce the results 
[11]. Sequential access methods for stream mining are cost 
effective and better than random access methods. As 
mentioned earlier, stream mining is applicable for 
applications of large data sets, this would be impractical to 
store on main memory and hence stored on secondary 

storage devices. Data sets such as sensor data, router packet 
statistics are temporal and need not be stored in disk; these 
must be processed and discarded. And as the size of these 
data sets increases far beyond the space available to an 
algorithm, it is not possible for the streaming algorithm to 
remember too much of data scanned in the past. In order to 
mitigate the challenges posed by the situation mentioned 
above, there is a need to design algorithms that store 
summary of past data, so as to make memory available for 
processing future data. The quintessence of the algorithm for 
data streams would be to examine each data element at most 
once in least possible time and occupy minimum memory 
space for storage.  
Association and Classification are two useful and ubiquitous 
tools in data analysis. Mining based on association is 
concerned with extracting correlated features shared among 
transactions of data streams. These algorithms give the 
statistical relationship between items without giving 
significance of items [4]. On the other hand, classification 
uses class attribute in construction of classifier. The classifier 
needs the significance of items for predicting the class label.  
Integration of these two methods will provide efficient 
associative classifier [13], [1].  We study the associative 
classification in the stream context and provide a streaming 
algorithm with performance guarantees. Associative 
classifier predicts class from rules generated using 
association for unseen stream of data. Compared with 
existing classification techniques, classification based on 
association gives more accurate results due to better 
classifier. Rules containing class information are stored in 
classifier. These rules are generated from frequent pattern 
mining concept of association. So, frequent pattern mining 
plays an important role in associative classification. Many 
frequent pattern mining techniques exist currently and many 
more efficient techniques will evolve in future as these have 
direct impact on performance of associative classification.  
Moreover, classifying data streams using this technique is a 
newly explored area of research [12]. Due to inimitable 
features of streaming data, it is not possible to simply apply 
the algorithms designed for static datasets to data streams. 
Challenges posed on associative classification of data 
streams include working with limited memory, processing 
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data at a glance, concept drift and improving accuracy of 
classification. Many researchers have devoted their efforts to 
frequent item set mining on data streams as this method is 
used for feature selection and classifier construction.  
Time windows are commonly used for handling data streams 
[6], [2], [7]. Based on application, landmark, sliding and 
damped windows can be used. A landmark window is 
divided into many windows and the data in these windows is 
used as updating units.  As the name suggests, in sliding 
window only a fixed number of data elements present in 
recent window can be used for mining. In applications where 
all historical data is needed with more weight age on recent 
data than older data then damped windows are preferred. 
Algorithm for mining classifier containing associative rules 
over sliding window for data streams will be very useful for 
classifying unseen data.  In this paper, we propose a new 
algorithm PSToSWMine, for associative classification 
mining over data streams from sliding window. A new 
storage structure called PSTree [10] which is already 
proposed by us is adopted. It dynamically restructures to 
reflect the growth of item sets frequencies over time.  
Intensive study shows that our proposal is efficient and 
attains high classification accuracy.  
The work we carried out is briefed out below: 

 We created a compact data structure called PSTree 
[10] to maintain the relevant and current 
information. 

 We devise an algorithm for mining frequent item sets 
with class labels from a streaming data within 
sliding window. 

 We defined an algorithm PSToSW, to directly extract 
rules for classification on sliding window.  

 Performed experiments and found PSToSWMine to 
have achieved better accuracy than other algorithms 
designed for the similar task. 

 
Rest of paper is organized as follows. We discuss related 
work in the next section and give problem definition in 
Problem Statement Section.  Proposed algorithm 
PSToSWMine along with PSToSW is discussed in next 
section. The empirical results are shown in Experimental 
Analysis section and finally we conclude in last section. 
 
2 Related Work 

The problem of Associative classification is to find a 
subset of rules which satisfy supports and confidence. An 
Associative Classification approach called HARMONY 
algorithm [8] directly mines k best rules for each transaction 
and uses these for building a classifier. HARMONY uses an 
instance-centric rule generation to discover the highest 
confidence discovering rules.  
Another algorithm called DDPMine [5] uses sequential 
covering paradigm for constructing classifier. DDPMine tries 
to find the best discriminative rules from those transactions 

which have not been covered and removed and finds locally 
optimal rules.  
STREAMGEN algorithm [3] constructs an enumeration tree 
for each sliding window and mines a set of item set 
generators for classification. This algorithm directly mine a 
set of high quality classification rules over stream sliding 
windows while keeping high performance When compared 
to DDPMine and Moment, the accuracy of prediction of 
StreamGen algorithm is on the higher side. 
Classifying a data stream with an associative classifier is a 
newly explored area of research. There is no algorithm which 
accurately mines a set of frequently generated rules for 
classification by taking less amount of time. 
Recently another algorithm called AC-DS [12] is proposed 
as an associative classification algorithm for data streams 
which works by using support threshold and land mark 
window model. AC-DS uses single rule for predicting a new 
data stream. This is biased on general rule, and not 
appropriate for streams that are slowly changing from time to 
time. This algorithm works well with single concept. If the 
concept function is a concept drift one then the algorithm 
will not output an accurate result. 
Motivated by these, we proposed PSToSWMine which 
improves the efficiency of mining in terms of accuracy of 
prediction and time consumed for prediction. A new data 
structure called PSTree is developed for online incremental 
maintenance of data. Because the focus of the paper is on 
building classifier using associative classification over data 
streams with sliding window, we mainly compare our 
approach with StreamGen and DDPMine algorithms. 
 
3 Problem statement 

Let data stream DS be a set of instances I which are grouped 
under batches. Each batch contains equal number of 
instances. Each instance in a batch B contains set of values 
for attributes and class label value. Instance i is represented 
as yAid ,, where i Є I, id being instance identification 
number, A is set of normal attributes present in instance i and 
y is class label. An item set S is present in I if IS holds.  
The number of instances containing item set S is support 
count of S denoted as supCountS. A common rule is shown 
as yA where A is set of normal attributes and y is class 
label attribute. The quality of a rule generated is measured 
using minimum support denoted as supmin and confmin. The 
rules which do not satisfy these thresholds are called 
infrequent rules which are rejected and rules satisfying these 
are used for constructing classifier.  
Given supmin we have following definitions. 
 
Definition 1. Current length of data stream is given as 

||.......|||| 21 mBBBDSL where }{IBj in 
which I is set of instances of stream and j is batch number 
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Definition 2.  Item set S is frequent if it satisfies minimum 
support. That is, supCountS supmin. 
 
Definition 3.  A rule is of form yA where IA and 

}{yA . 

 
 
Compared with traditional associative classification, 
associative classification mining over data streams must be 
an incremental task. The important task of our work is to find 
complete set of frequent rules from most current sliding 
window of I instances of data stream. Algorithm for gaining 
knowledge quickly and accurately is also needed.  Table 1 
depicts an example of data stream with sliding window size 
of 2 batches where each batch contains 2 instances of data 
stream for associative classification. 
 
4 Sliding Window 

Stream data processing is done using landmark 
window [11], damped window [11] or with sliding window 
[11]. In a Sliding window model, discovery of knowledge is 
achieved using a fixed number of recently generated data 
stream. For example, given a window of size N over data 
streams, only latest |N| transactions of stream or all 
transactions in the last |N| time are used for knowledge 
gaining. As a new transaction arrives the oldest transaction in 
the window expires [16]. Representation of sliding window 
is shown in Fig. 1. 

 
  

 Fig. 1.  Sliding Window. 
 
Advantages of using sliding window model are 

 It is well defined and easily understood 

 It is deterministic 
 It emphasizes on recent data 

There are two types of sliding windows  
1. Transaction sensitive sliding window 
2. Time sensitive sliding window 

The sliding window model is therefore widely used to find 
recent frequent patterns in data streams [3], [6], [7].  
The proposed PSToSWMine works over transaction 
sensitive sliding window. 
 
5 Prefix streaming tree over sliding 
window mining framework 

 
PSToSWMine is a learning classification model based 

on frequent pattern mining.  
 

The framework for PSToSWMine contains three phases:  
1. Representation of stream in a compact data structure 

called PSTree [10]. 
2. Frequent item set mining and feature selection called 

frequent rules using PSToSW and  
3. Model learning phase. 
 

Framework for associative classification is built in two 
phases.  

  In the first phase, classification rules are 
discovered from training dataset using frequent 
item set concept of association. The right–hand-
side of the rules is restricted to class label. Rules 
are represented as CX  where X is an item 
set and C is a class label. 

  In the second phase, pruning techniques are 
applied for generating high quality rules for 
building accurate classifier. Pruned association 
rules were used to form classifier based on 
confidence. 

The methodology used is illustrated in Fig. 2. 

 
 

Fig. 2.  Stream Mining approach using Associative classification over 
sliding window. 

First, we present some common properties which are used in 
algorithm design. Then, we introduce the compact tree 
PSTree. Later, we show the construction of model for 
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learning called classifier. This is build based on conditional 
pattern base used in FP-Growth mining.  

 
Some properties used in this paper are  

 
Property 1. A frequent item set S is used in classifier if it 

meets the minimum confidence threshold.   
Property 2. Given a classifier M, any subset of M would 
also be a classifier. 
Property 3. Given an unpromising item set S, any superset 
of S must be either unpromising or infrequent. 
Property 4.  For a new instance of data stream the state of 
set of frequent item set S many change depending on 
frequency of new item sets in the instance. 
 
5.1 PSTree 

PSTree, the structure used to store data,  is based on 
principles of prefix tree [16] which is an ordered tree. It 
represents instances flowing through sliding window in a 
highly compact form. Each read instance is inserted into the 
tree in a path. As it is possible for multiple instances to have 
the same items, their path in the tree is overlapped.  Due to 
the overlapping, the compactness of the tree is enhanced. To 
facilitate the concept of sliding window and tree updating 
with new instances, each window W is decomposed into 
number of fixed size batches of instances called a batch B. 
Window slides batch by batch. 
PSTree is constructed using FP-tree concept for inserting 
instance into the tree.  Creation of this compact tree happens 
with the help of three stages. 

1. Insertion stage 
2. Restructuring stage 
3. Refreshing stage  

 
Initially the PSTree is empty. After receiving a new instance 
from a batch of data stream it is inserted into PSTree 
according to an order which is maintained in I-List. The 
order is based on support count of items. Later, after 
complete insertion of instances present in current window, 
the tree is restructured to maintain compactness. It is done 
based on sorted list called Isort-List.  This Isort-List is created 
by sorting the items present in I-List based on their support 
count.  For restructuring PSTree, we used Branch sorting 
method [9], [10], [16]. 
The window slides if the size of current window exceeds the 
user specified value for window size. Before sliding, 
algorithm performs refreshing stage by extraction of older 
batch information to maintain current information of data 
streams. During next insertion of instances of second 
window, the item details are maintained using Isort-List. 
Batch information of instances is maintained in tree by using 
batch-counter. This information is stored in leaf node of 
every path along with class label information of the tree. 
The methodology of constructing PSTree for data streams 
through sliding window is illustrated in Fig.3. Fig.3 (a) 

shows the initial tree which is empty. Fig.3 (b) depicts the 
insertion of two instances represented as first batch in data 
streams. Fig.3 (c) illustrates the restructuring step using Isort-
List. Fig.3 (d), (e) shows the same for second batch of 
instances.  This is repeated till the last stream of data. 

 

 
                Fig. 3. PSTree Construction 

The algorithm used for constructing and maintaining PSTree 
is depicted below along with two methods used for insertion 
and restructuring the tree. 

ALGORITHM 1. Construction and Maintenance of PSTree 
Algorithm Construct  
Input: Data Stream DS where each record contains N items, W-
window-size, B-Batch Size, I-List 
Output: PSTree for the window 

Begin  
P 0; 
T tree with null as initial value; 
CI-List I-List; 
while(P ≠ W) do 
call Insert_Batch(T);                       // Insertion stage 
CI-List Sort_Order;                  
call Restructure(T, CI-List);         // Restructuring stage 
P=P+1; 
end while 
end 

 
Algorithms for insertion and restructuring are presented in 
 [17]. Insertion and Restructuring steps are repeated 
sequentially for all successive batches till the end of data 
stream. If the batches Bi-1, Bi are currently present in window 
Wj then first insertion step followed with restructuring step 
for these batches is performed. Later, when window Wj slides 
to Wj+1 containing batches Bi, Bi+1 the same two steps are 
repeated. While inserting the new batch Bi+1, the oldest batch 
Bi-1 is deleted by changing the batch number. Time 
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complexity of insertion step is O(mn) and for restructuring 
step it would be O(nlog2m) where m is number of items in a 
transaction and n is number of transactions. 
PSTree is refreshed before every slide of window in order to 
provide an environment which helps to mine exact content 
from the current window. Upon sliding a window the first 
value in Batch-counter in each leaf node and same value 
from support count value of each node up to the root in the 
path are removed, and the remaining values in the list are 
moved left by one position which shows that the earlier batch 
is expired.  
 
5.2 Generation of Classifier 
The technique used for generation of classifier uses two 
thresholds given by user as input called minimum support 
supmin and minimum confidence confmin. The generated rules 
contain item sets and class label which are denoted 
as cX , where X frequent item sets and c class 
label. The generated rules are first arranged in an order 
based on confidence, support and length of generated rule. 
Ordered rules are pruned using statistical method called chi-
square testing (χ²). This measure helps in testing correlation 
among rules [15]. The rules which satisfy this testing are 
used in construction of classifier. 
 
5.3 Learning Model 
For the purpose of predicting unknown data, the classifier 
acts as a model. The mining operation is efficient due to 
frequency descending prefix structure. The rules found in 
model are globally optimal. The classifier build using 
PSToSW tend to have better accuracy in classification. For 
predicting test data t exactly only those rules 

cX matching t i.e., tX are selected. This algorithm 
maintains recent information from the data streams. For 
predicting a new tuple for class label recent information is 
not sufficient. For doing this the PSToSW must be converted 
into an incremental algorithm. As the insertion and 
refreshing stages are independent it is very easy to convert 
the PSToSW into an incremental algorithm. As these two 
stages are not related, they can be easily combined 
depending on the specific type of application in PSToSW.  

Incremental PSToSW contains only two stages. 
1. Insertion stage 
2. Restructuring stage 

 
PSToSW without refreshing stage generates all frequent rules 
of recent window for classifier. PSToSW with refreshing 
stage generates a classifier containing all frequent rules 
collected from entire data stream. The algorithm used for 
mining data streams using PSToSW is shown below 

ALGORITHM 2.  PSToSW mining for a window 
Input: min_sup, min_conf, Data Stream DS where each record 
contains N items, W-window-size, B-Batch Size, I-List 

Output: Classifier for the window 
Begin  

call Construct for constructing and restructuring 
PSTree 
Generate  frequentPatterns containing Class label which 
satisfy min_sup 
Build classifier with Rules satisfying min_conf 

          end 
 

 
6 Experimental Analysis 

In this section we compare the performance and 
classification accuracy of our incremental PSToSWMine 
algorithm against several existing algorithms. Incremental 
PSToSWMine mines rules from real datasets and synthetic 
datasets by considering window size as two batches where 
each batch is half the size of data stream. All programs are 
written in Java and run on windows XP on a 2.53GHz Intel 
PC with 1.0GB of main memory. 

 
Real Datasets. Real datasets are from UCI Machine 
Learning Repository [14] and Intel Berkeley Research Lab. 
The important characteristics of these datasets are listed in 
Table 2.  
Sensor Stream : The data set contains information collected 
from 54 sensors. It contains information about temperature, 
humidity, light and sensor voltage. Sensor ID is used as class 
label, so the task of mining this stream is to correctly identify 
the sensor ID. 

Synthetic Data Streams. We generated synthetic data 
streams using MOA (Massive Online Analysis) whose 
characteristics are listed in Table 3. These streams are 
approximately 80MB in size, consisting of 1 Lakh to 100 
Lakhs transactions. All these datasets are very widely used 
for evaluation of associative classification. 
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6.1 Accuracy 
To our knowledge, currently there are only few existing 
algorithms which mine classifier for classification over a 
data stream using sliding window. Table 4 shows the 
accuracy comparison of PSToSWMine with StreamGen 
Rules [3] and DDPMine [5] with minimum support threshold 
of 1 percent, minimum confidence threshold of 50 percent. 
These two methodologies perform similar tasks as 
PSToSWMine does. 
Comparison was done using six datasets. It is seen that the 
PSToSWMine gives better accuracy than StreamGen by an 
average percent of 5.63. It even excels DDPMine by an 
average accuracy of 7.11. Methodology which attains highest 
accuracy is shown in bold font. Fig.4. depicts the accuracy 
comparisons of these algorithms for various datasets. The 
entire study shows that PSToSWMine outperforms both the 
classifiers in terms of accuracy. 

 
 
 
 
 
 
 
 
 
 
 
  

Fig.4. Accuracy Comparison 

6.2 Runtime Efficiency 
We have conducted experiments for evaluating the 
runtime efficiency of PSToSW with STREAMGEN [3] 
and with DPMine [5].  Table 5 shows the time taken for 
construction, restructuring and prediction in 
PSToSWMine. Fig.5 (a) depicts the plot between 
training time and number of transactions for Stagger 
generator. Fig.5 (b) plots the prediction time against 
number of transactions for Stagger data stream.  
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5 (a) Training Time when varying number of transactions 
              (b) Prediction Time when varying number of transactions. 
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Fig.6. shows that PSToSW takes less time for generating 
frequent item sets when compared with StreamGen. The plot 
is between various support thresholds and time consumption.   

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.6. Runtime Comparison of PSToSW with StreamGen 
 

7 Conclusion and Future Work 
 

In this paper we introduced an associative classification 
algorithm called PSToSWMine for data streams. Dynamic 
tree restructuring is a novel concept that we used to handle 
streaming data. PSTree construction algorithm uses this 
technique for achieving a highly compact prefix structure 
within a single pass on a sliding stream. As it is fast in 
updating, PSToSWMine is the apt algorithm for mining data 
streams. Despite of restructuring cost, PSToSWMine’s overall 
runtime cost is much less than any one of the existing 
algorithms. Experimental results show that the proposed 
mining technique increases the classification accuracy due to 
the availability of large rule sets. By implementing a 
statistical technique, chi-square testing, the process of rule 
generation for classifier has been greatly enhanced. This 
technique shuns information loss and generates the complete 
non-redundant rule set needed by the classifier. As a future 
work, we plan to improve the performance of PSToSWMine 
by reducing the number of rules generated without affecting 
the accuracy of mining.  
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Abstract - Despite improvements in access to birth 
facilities, neonatal mortality remains a critical health issue 
in many developing countries and causes are not fully 
understood. The Global Network Maternal Newborn Health 
Registry provides a rich source of data of neonatal 
mortality risk factors and outcomes to identify direct causes 
and higher-level determinants, however performing causal 
inference using observational data is difficult and remains 
an open problem in epidemiology. In this paper we sought 
to determine whether Bayesian networks can be used to 
identify the complex causal pathways leading to neonatal 
mortality outcomes and to quantify the effect of each cause 
on mortality. Our analysis identified a complex network of 
causes that contribute to neonatal mortality, including 
maternal death, pre-term birth, movement and breathing at 
birth. For variables identified as direct causes we estimated 
the average causal effect using logistic regression models 
that controlled for known confounders.  

Keywords: Causal inference, Bayesian network, neonatal 
mortality. 

 

1 Introduction 
  While there has been a significant reduction in neonatal 
deaths from 5.6 million per year in 1990 to 4.0 million per 
year in 2000, neonatal mortality remains a major global 
public health issue [1]. Of the 130 million children born 
annually, approximately 4 million will die in the first month 
of life, 75% within the first 7 days and 25% in the first 24 
hours [2]. According to the UN, the 3.6 million neonatal 
deaths that occurred in 2008 comprised 41% of all deaths 
under age 5.  This underscores the importance of reducing 
neonatal mortality, and has been formalized as the fourth UN 
Millennium Development Goal [3]. To meet this goal of a 
two-thirds reduction in mortality of children under age 5 by 
2015, the current rate of improvement must be increased 6-
fold.  

In India, while the overall neonatal mortality is 31 deaths 
per 1000 live births, the rate varies widely by region and 
birth facility [4]-[5]. And, despite improvements in access to 
birth facilities, neonatal mortality remains high, suggesting 
that the causes of neonatal death may be more complex than 
previously thought [6]. The Global Network Maternal and 

Child Health Registry provides a unique source of data 
relating to maternal and neonatal risk factors that can 
potentially explain these complex causal relationships. More 
than 70 variables were collected from pregnant women 
enrolled at 20 geographic clusters in Belgaum, India, 
including demographics, antenatal care, maternal and 
neonatal health conditions, delivery characteristics, and 
medical treatments. Although this data set is comprehensive, 
identifying the complex causal pathways between risk factors 
and outcomes is challenging due to it being observational in 
nature [5].  
Observational studies are particularly susceptible to selection 
bias and confounding, which can result in biased estimates of 
effect [7]. Under certain assumptions, Bayesian networks 
(BNs) have shown promise in performing causal inference 
using observational data. So-called causal BNs can be used 
to model relationships between random variables, where the 
direction of the edges in the graph signifies a direct causal 
relationship [8]. Algorithms exist to identify the graph 
structure directly from data in the presence of confounding 
and selection bias [9]-[10]. Once the causal structure has 
been identified, the BN can be used to estimate the effect of 
manipulating key variables on a specified outcome variable, 
such as neonatal mortality [11]. Thus the BN approach 
promises to be a useful technique for identifying the causes 
of neonatal mortality given a rich observational data set.  

The goal of this work is to extend and enhance existing 
Bayesian network methods to perform causal inference and 
to estimate causal effects of neonatal mortality using 
observational data from the Global Network Maternal and 
Child Health Registry. The remainder of this article is 
organized as follows. In section 2 we discuss the challenges 
of causal inference and approaches to overcome some of 
these challenges to obtain valid inferences based on analyses 
of observational data. In section 3 we describe our Bayesian 
network-based methods of identifying causal factors and 
estimating effects. Our results are presented and discussed in 
sections 4 and 5. In section 6, we present our conclusions 
and ideas for future work. 

2 Background and Related Work 
2.1  Causal Inference 

 The fundamental problem of causal inference is that it is 
not possible to measure the difference in outcome for an 
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individual for different levels of a variable of interest [12]. 
As a result, estimating a causal effect can only be 
accomplished by comparing groups of similar individuals at 
different levels of a given variable. To ensure that the true 
causal effect is estimated, this comparison requires both the 
manipulation of a variable and measurement of the change in 
the outcome variable while accounting for clinical and 
environmental variables that could confound the 
conclusions about the variable of interest. Valid causal 
inference is often achieved in randomized controlled trials 
through the use of an intervention, with the randomized 
assignment to this intervention, which theoretically balances 
known and unknown confounders across treatment groups.  

In comparison, observational studies are problematic 
because of non-random group assignment and the absence of 
manipulation [13]. As a result, measures of effect can easily 
biased due to confounding, and thus estimating the average 
causal effect of changes in one variable on an outcome of 
interest requires controlling for potential confounders, some 
of which may be unobserved  [14]. Most analytical methods 
used with observational data focus on ensuring that 
comparison groups are as similar as possible with respect to 
measured and unmeasured confounders [13]-[16]. However, 
the absence of a true manipulation or intervention, at best, 
results in unbiased estimates of association and not causal 
inference. Bayesian networks, and in particular, causal 
Bayesian networks can potentially address this weakness. 
The reader is referred to the seminal work by Pearl for a 
more complete discussion of causal inference algorithms [8]. 
2.2 Bayesian Networks 

 A Bayesian network (BN) is a probabilistic graphical 
model, in which the nodes in a directed acyclic graph 
represent random variables and the edges represent 
probabilistic associations between the variables. A BN 
models the joint distribution over all the variables in the 
graph, factored into a series of conditional probability 
distributions, resulting in a compact and efficient 
representation [17], [11].  
 Spirtes’ PC-algorithm can be used to learn a causal BN 
[14]. The algorithm performs a series of conditional 
independence tests to determine directed relationships 
between the variables [18]. Kalisch and Bühlmann achieve a 
true positive rate of over 80% and false positive rate of less 
than 1 percent [18]. Nguefack-Tsangue and Zucchini argue 
that in the absence of unmeasured confounders, causal BNs 
are able to identify all causal relationships up to sampling 
error [19]. Shrier and Platt confirmed that this approach does 
not introduce additional conditional associations or bias [20]. 
Li, Shi and Satz used the PC-algorithm to successfully 
estimate the causal relationship between risk factors and 
disease using case-control data [7]. Kalisch et al. provide an 
efficient implementation that supports both categorical and 
continuous variables in R [21].  
2.3 Estimating Causal Effects 

Estimating causal effects from observational data can be 
achieved by simulating an intervention on a variable, a 

process known as manipulation. Pearl provides a theoretical 
background for estimating causal effects through the do() 
operator, which performs a manipulation on the variable of 
interest while accounting for clinical and environmental 
variables not on the causal pathway that could confound 
conclusions about the variable of interest. [12]. With this 
approach, parent nodes of the manipulated variable are 
included as covariates, a process known as adjusting for the 
direct causes, which captures the prior state of the 
probability distribution. Applying a manipulation to a 
variable removes the influence of any other variables and 
sets the value of that variable for all members of the sample. 
Maathuis, Kalisch and Bülmann show that the average causal 
effect can be estimated using a linear regression model, and 
that this approach is equivalent to Pearl’s do() operator [22]. 
This method is implemented as the ida algorithm by Kalisch 
et al. in the pcalg R package [21]. One limitation of this 
implementation is its use of linear regression to estimate 
causal effects, which prevents it from being used to estimate 
the casual effect on a dichotomous variable. 

2.4 Bayesian Network Assumptions 
In standard BNs the directions of the edges do not imply 

any specific causal direction and probabilistic inference is 
agnostic to the directions of the edges. For a BN to be 
causal, additional assumptions are required, including the 
Causal Markov Assumption and the Causal Faithfulness 
Assumption. The Causal Markov Assumption attributes a 
direct causal relationship when two variables are connected 
by a directed edge, and states that each variable is 
independent of its non-effects given its causes [23]. The 
Causal Faithfulness Assumption states that the graph 
structure and the independence relationships in the data are 
isomorphic [10]. Additional assumptions include the absence 
of hidden common causes, causal feedback loops, and 
selection bias [24]. While methods exist to accommodate the 
existence of unmeasured confounders, causal effect estimates 
are undefined in these latent confounder models. As a 
consequence, most methods assume that all potential 
confounders are included in the graph. In this case, un-
confounded estimates of causal effects can be determined 
[22].  

3 Methods 
Our methods consist of three steps: data processing, 

learning the optimal causal Bayesian network, and estimating 
the causal effects for direct causes of neonatal mortality.  

3.1 Data Processing 
 Data were collected on all mothers and nenonates at 

three time points. At enrollment, basic demographic 
information was collected for all eligible and consented 
women. Maternal and neonatal outcomes were collected at 
the time of delivery and subjects were followed up at 42 days 
after birth to collect the 28-day neonatal mortality outcome. 

Data from these time points were combined into a single 
analysis dataset using SAS 9.3, with one observation for 
each birth outcome. Data that were missing due to skip 
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patterns in the data collection forms were coded as “not 
collected.” All variables were categorical except for 
hemoglobin level and BMI.  These continuous variables 
were discretized using standard categories  

Missing data analysis was performed for all variables 
included in the model. We assumed data were missing at 
random. Where the amount of missing data was significant 
and could potentially introduce bias, multiple imputation was 
performed prior to the estimation of causal effects. 
Imputation was performed in R using the MICE package, 
using polytomous regression with 20 imputed datasets [25]. 
To test our missing at random assumption and to ensure that 
the imputation did not introduce bias into the causal effect 
estimates, we built models based on the original un-imputed 
data and performed a sensitivity analysis. 
 The final analysis dataset contained 70 variables and 
60,985 observations. 

3.2 Learning the Causal Bayesian Network 
The causal Bayesian network was learned using the PC-

Algorithm, which was initially developed by Spirtes et al. 
and implemented in the R package, pcalg, by Maathuis, 
Kalisch and Bülmann [26], [22]. Stacked output from 
multiple imputation was used as the training dataset. 

The PC-Algorithm is a constraint-based algorithm that 
estimates the conditional probability distribution over all 
variables using a series of conditional independence tests. 
One problem with this approach is the use of multiple 
comparisons, which can result in false positives. In the 
context of a causal Bayesian network, a false positive implies 
that two nodes are not independent given a set of 
conditioning nodes. Residual dependence after conditioning 
results in a graph that less sparse, where spurious causal 
relationships are uncovered. To address this issue, we treated 
the P-value used in the conditional independence tests as a 
tuning parameter and built a series of models using different 
P-values. We optimized the P-value using the Bayesian 
Information Criterion (BIC), and selected the model with the 
lowest BIC. A P-value of 0.0005 was used to learn the final 
model. 

3.3 Estimating Causal Effects 
One limitation of the PC-Algorithm, and constraint-based 

methods in general, is an inability to learn a unique Bayesian 
network. This problem arises from a failure to uniquely 
identify a network’s structure using only conditional 
independence tests, as multiple graphs can encode the same 
conditional independencies. We addressed this issue through 
the development of an enhanced method for estimating 
causal effects, which we have named ida+. Our method is an 
extension of the ida method developed by Maathuis, Kalisch 
and Bülmann [22]. 

The ida algorithm uses the Markov blanket of a specific 
variable to build a multiple linear regression model and 
estimate the causal effect of predictor variable on an 
outcome using the direct parents of the predictor as 
covariates in the model. Because the PC-Algorithm is often 
unable to identify a single causal Bayesian network, the ida 

algorithm returns a multi-set of possible causal effects. An 
additional limitation of this method is that the estimation of 
causal effect may not be valid when the outcome is 
dichotomous or multinomial. Thus, our ida+ algorithm 
incorporates several key enhancements: 

 Logistic regression is used to estimate causal effects 
for dichotomous outcomes; 

 Polytomous regression is used to estimate causal 
effects for categorical variables with more than two 
outcomes; 

 The Cox goodness of fit test for non-nested models is 
used to determine which of the multiset of possible 
causal effect estimates is most likely correct; 

 Confidence intervals, standard errors, and p-values are 
returned to quantify the precision of the estimates. 

Logistic and polytomous regression models enable the 
estimation of odds ratios for categorical outcomes. The Cox 
goodness of fit test for non-nested models determines the 
best set of covariates for a model on the principle that if a 
given model contains the correct covariates then fitting a 
second model to these covariates should add no explanatory 
value [27]. Because calculated odds ratios are estimates 
subject to sampling error, quantifying their precision is 
essential.  

The ida+ algorithm is shown in Fig. 1. 
 

Input: Set of Causal BNs (G),   Predictor (x),  
  Outcome (y), Outcome type {linear | logistic                 
                   | polytomous} 
Output: Causal Effect of Predictor on Outcome with 
95% confidence intervals and p-value 
 
for each graph in G { 
  if y in parents(x)  
     model  null  
  else  
  { 
      if length(parents(x)) > 0  
      { 
         model <- glm(y ~ 
           x + parents(x))  
      } 
      else  
      { 
         model  glm(y ~ x)  
      } 
   } 
   model_array  model 
} 
 
lowest_p_val 1 
correct_model  null 
 
for each model in model_array { 
  if p_value(model) < lowest_p_val 
  { 
     lowest_p_val <-                
             p_value(model) 
     correct_model  model 
   } 

return correct_model  

Fig. 1. The ida+ algorithm. 
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4 Results 
Fig. 2 provides a simplified view of the Bayesian network 

generated by the PC-Algorithm with P=0.0005 and neonatal 
(28-day) mortality as the outcome. The summarized view is 
presented for clarity and includes only the outcome variable, 
its direct causes, and the parents of the direct causes. The 
algorithm identified 9 direct causal factors of neonatal 
mortality: maternal mortality, gender, pre-term birth, 
multiple birth, whether the baby moved upon birth, whether 
the baby was breathing when born, the presence of one or 
more neonatal conditions, whether transport was available if 
a hospital referral was needed, and whether the neonate was 
seen at a facility. For each of these causal factors, direct 
upstream causes were also identified and the relationship 
between all variables in the model can be seen.  

For each of the direct causes, the ida+ algorithm estimated 
the average causal effect using a logistic regression model 
with neonatal mortality as the dependent variable, the direct 
causes as the primary independent variable, and the parents 
of the direct causes as covariates in the model. The overall 
causal effect of the 9 direct causes is displayed in Table 1 
along with 95% confidence intervals and P-values. The 
effect estimate is an odds ratio calculated as the exponent of 
the beta coefficient of the primary dependent variable in each 
model. Included covariates for each model are summarized 
in Table 2. The addition of some covariates introduced 
multicollinearity into the models. Multicollinearity generally 
occurred as a result of the structure of the questionnaires that 
generated the dataset. For example, the Bayesian network 
model shows Maternal Cause of Death as a direct cause of 
Maternal Mortality. Multicollinearity was likely introduced 
because cause of death was not collected for mothers that did 
not die. A similar phenomenon occurred with hospital 
referral and admission variables. As a result of 
multicollinearity, the estimates produced were not deemed 
reliable, and these covariates were dropped from the model. 

Maternal mortality (OR: 7.972), gender (OR: 1.264), pre-
term birth (OR: 1.247), neonatal conditions (OR: 21.704), 
breathing (OR: 9.974) and movement of the baby (OR: 
30.139) all exhibit a substantial and significant effect on 
neonatal mortality, with baby movement and neonatal 
conditions having the largest effects. Multiple births appears 
to have a protective effect with an odds ratio of 0.774. 
Nenonate Seen at Facility is uninformative, likely due to the 
multicollinearity issues described above.  

5 Discussion 
The main finding of our research is that constraint-based 

methods of learning Bayesian networks can be used to 
identify direct and in-direct causes of neonatal mortality 
from an observational data source, and that the effects of 
these causes can be estimated using logistic regression 
models that control for appropriate confounders. The 
constraint-based PC-Algorithm identified 9 direct causes of 
neonatal mortality: maternal mortality, gender, pre-term 
birth, movement at birth, breathing at birth, presence of 

neonatal conditions, transport to facility, and neonate seen at 
facility. The use of the Cox goodness of fit test for non-
nested models employed by our ida+ algorithm was able to 
disambiguate multiple possible Bayesian networks, identify 
the single most likely graph, and estimate the causal effect of 
the 9 component causes on the mortality outcome. In contrast 
to standard associational approaches, such as linear or 
logistic regression modeling, the Bayesian network was able 
to identify more complex relationships between variables. 

The causal effects shown in the results tables represent the 
odds of a neonate dying within 28 days of birth when the 
given variable is manipulated with an intervention and all 
other variables are held constant. In contrast to standard 
observational approaches, these estimates give greater 
insight into the impact of these direct causes on the mortality 
outcome in a situation where direct, real intervention with a 
randomized controlled trial is infeasible, primarily for ethical 
reasons. The causes identified by the algorithm can be 
considered component causes that contribute to the overall 
cause of morality. The largest causal factors are maternal 
death (8 times increase in odds), movement at birth (24 times 
increase in odds), breathing at birth (10 times increase in 
odds), and the presence of one of a number of neonatal 
health conditions (baby stopped feeding, high fever, 
hypothermia, difficulty breathing, bleeding from umbilicus – 
22 times increase in odds). While the correctness of the 
graph cannot be determined formally, in general, the 
algorithm was able to identify several major causes of 
neonatal mortality. Developing public health interventions 
aimed at prevention or treatment of these causes should 
result in reduced mortality. 

 

 
Fig. 2. Simplified Bayesian network for identified causes of 

28-day mortality. 
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Table 1. Causal estimates for direct causes of 28-day mortality. 

Variable (Reference Value) Causal Effect Lower  95% CI Upper 95% CI P-Value 
Maternal Mortality (No)  
 Yes 

  
7.972 

  
3.736  

  
17.010  

  
0.000  

Gender (Female)  
 Male 

  
1.264 

  
1.129  

  
1.414  

  
0.000  

Pre-term Birth (Term (≥ 37 wks))  
 Preterm (< 37 wks) 

  
1.247 

  
0.951  

  
1.636  

  
0.110  

Multiple Birth (No)  
 Yes 

  
0.774  

  
0.585  

  
1.025  

  
0.074  

Movement at Birth (Yes)  
 No 

  
30.139 

  
24.285 

  
37.404 

  
0.000  

Breathing at Birth (Yes)  
 No 

  
9.974  

  
7.995  

  
12.443  

  
0.000  

Neonatal Conditions Present (No)  
 Yes 

  
21.704  
 

  
17.879  

  
26.347  

  
0.000  

Transport to Facility (Yes)  
 No 

  
0.984  

  
0.259  

  
3.738  

  
0.981  

Neonate Seen at Facility (Baby dead at arrival)  
 Did not reach facility  
 No  
 Yes 

  
0.000  
0.000  
0.000  

  
0.000  
0.000  
0.000  

  
Inf  
Inf  
Inf  

  
0.972  
0.970  
0.966  

 

 
The validity of the estimates of causal effects relies on the 

ability of the PC-Algorithm to correctly identify the causal 
relationships in the data and to reflect these relationships in 
the structure of the Bayesian network. In the absence of test 
data, it is impossible to formally validate the correctness of the 
resultant network, although Maathuis, Kalisch and Bülmann 
argue that the PC-Algorithm is guaranteed to uncover the 
correct causal graph up to sampling error [22]. It is difficult to 
determine whether this statement is true and the degree to 
which it is necessary to adhere to the underlying assumptions 
of the model. Nevertheless, the fact that the model identified 
pre-term birth and neonatal health conditions is consistent with 
the literature, particularly Bassani et al. who argue that pre-
term birth, low-birth weight and neonatal health conditions 
account for 78% of all neonatal deaths in India. Although low 
birth weight is not identified in the Bayesian networks as a 
direct cause, it clearly defines several causal pathways that 
lead to neonatal mortality: it is shown to cause neonatal health 
conditions, which in turn causes neonatal mortality, and it also 
appears to be strongly associated with facility referral and pre-
term birth, although the directionality of the pathways in these 
cases is questionable [28]. Additional factors, such as 
antenatal care and the administration of cost-effective 
interventions discussed by Bhaumik are reflected in the 
Bayesian network as higher-level determinants [29]. In fact, 
lack of antenatal care is on the causal pathway for neonatal 
mortality and has a direct effect on the presence of neonatal 
health conditions, which in turn affects mortality. There are 
also a number of spurious causal relationships, such as the 
association of antenatal care with hemoglobin level. Although 
this relationship is present in the data from a probabilistic 

perspective, hemoglobin is likely only collected during 
antenatal visits, and as a result, this pathway introduces bias 
into the model. 

There are a number of limitations to our research. While the 
direct causes of mortality identified are consistent with the 
literature, some of the indirect causes appear to be 
problematic. For example, Transport to Facility is identified as 
a cause of Pre-term Birth. While there is clearly an association 
between these two variables, it is more likely that Pre-term 
birth is a cause of Transport to Facility. Thus, the model was 
unable to correctly orient the edge between these variables. 
Another example is the identification of Bag and Mask 
Resuscitation as a cause of Neonatal Conditions, which is also 
likely to be reversed. 

These errors in identification could be attributed to a 
number of factors, including lower sample sizes of these 
higher-level causes resulting in a lack of power to detect the 
true relationships, an absence of temporal information (e.g., 
the fact that Neonatal Conditions must occur before Bag and 
Mask Resuscitation is used), and the inability of current 
methods to extract this information from the conditional 
probability distribution. In addition, the lack of formal 
evaluation of the Bayesian network or the causal effect 
estimates is a weakness. The best solution to this problem 
would be the use of an independent validation dataset; this 
approach would also assess the generalizability of the model. 
A more viable approach, however, would to use cross-
validation techniques to assess the fit of the model to held-out 
data using an objective metric, such as Bayesian Information 
Criterion. One additional limitation is the lack of validation of 
causal estimates, through traditional approaches, such as cross 
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validation. However, a comparison of causal effects and 
associations estimated using standard regression models 
provides some useful insight. For example, for neonatal 
mortality, an intervention on maternal mortality has an 
estimated effect of 7.972 (95% CI: 3.3736 – 17.010), which is 
substantially larger than the association odds ratio of 2.299 
(95% CI: 0.554 – 9.538). Therefore, an intervention on 
maternal mortality results in an 8-times increased risk of 
neonatal mortality, whereas the association when controlling 
for other factors, results in only a 2 times increase in risk. 
Similar differences in effect (including for protective factors) 
are noted for the other direct causes. One additional limitation 
of our methodology is the relatively strong assumption of no 
unmeasured confounders. In practice, unmeasured 
confounders very likely exist, and our inability to account for 
these may limit our ability to identify uncounfounded causes 
and higher level determinants of neonatal mortality. 

Table 2. Covariates included in each logistic regression 
model. 

Cause Covariates 
Maternal mortality None 
Gender Parity 

Antenatal Location 
Birth Location 
Fetal Heartrate 

Pre-term Birth Cluster Resident 
Birth Weight 
Transport to Facility 

Multiple Birth Age of Mother 
Antenatal Location 
Maternal Conditions 
Maternal Mortality 
Birth Attendant 
Birth Location 
Birth Weight 
Pre-term Birth 

Baby Move Born in Cluster 
Baby Breathe Baby Move 

Baby has Heartbeat 
Neonatal Conditions Age of Mother 

Antenatal Location 
Maternal Conditions 
Birth Weight 
Pre-term Birth 
Multiple Birth 
Baby Breathe 
Bag and Mask Resuscitation 

Transport to Facility Birth Weight 
Multiple Birth 
Neonatal Conditions 
Oxygen Treatment 

Neonate Seen at Facility Prenatal Vitamins 
Multiple Birth 

These limitations point to a number of paths for future 
research. Improved methods of learning and evaluating causal 

Bayesian networks are needed, along with methods to evaluate 
the accuracy of causal effect estimates. One possible approach 
is to compare results of these methods with results from a 
RCT where an actual intervention was performed. 
Theoretically, odds ratios obtained from an RCT should be 
equivalent to those generated by these methods. Further work 
with this dataset should include validation of the graph and 
estimates with cross-validation approaches. 

6 Conclusions 

Although formal validation of results is needed, this 
research has demonstrated the promise of Bayesian networks 
as a method for identifying causal factors from observational 
data. The methods described, and the specific application to 
neonatal mortality, are of strong public health relevance for 
several reasons. First, the ability to perform causal inference 
from observational data is a critical issue in epidemiology 
where a major emphasis in any study is the identification and 
control of confounding factors, particularly when conduct of a 
randomized controlled trial is not possible. Second, the 
inductive nature of the Bayesian network learning algorithms 
provides an opportunity to uncover previously unknown 
causal factors and pathways. Although these methods are 
imperfect, their use in exploratory data analysis can augment 
traditional research hypothesis generation. Application of 
these tools can thus inform future research studies, increasing 
our ability to the identify causes of, and develop effective 
interventions for, critical public health issues. 
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Abstract—When applying learning algorithms to histogram
data, bins of such variables are normally treated as separate
independent variables. However, this may lead to a loss of
information as the underlying dependencies may not be fully
exploited. In this paper, we adapt the standard decision tree
learning algorithm to handle histogram data by proposing a
novel method for partitioning examples using binned variables.
Results from employing the algorithm to both synthetic and
real-world data sets demonstrate that exploiting dependencies
in histogram data may have positive effects on both predictive
performance and model size, as measured by number of nodes
in the decision tree. These gains are however associated with an
increased computational cost and more complex split conditions.
To address the former issue, an approximate method is proposed,
which speeds up the learning process substantially while retaining
the predictive performance.

Index Terms—histogram learning, histogram tree

I. INTRODUCTION

Standard machine learning algorithms are designed for han-

dling data represented by numeric and categorical variables.

Even in cases when it is known that the data does have

some structure, e.g., some groups of variables are related,

such information is lost when the data is encoded as ordi-

nary numeric and categorical variables and provided as input

to the standard learning algorithms. One particular type of

structure that we focus in this paper is histogram data, i.e.,

sets of variables representing the frequency distributions of

some (implicit) variables. For example, we may use three

variables (bins) to represent the relative frequency distribution

of days during a month with average temperature lower than

zero degrees, between zero and twenty degrees, and above

twenty degrees. Histogram data is frequently encountered in

domains where multiple observations are aggregated. One

reason for aggregating data can simply be to save storage

space, e.g., when dealing with big data, while in other cases

the aggregation is necessary for being able to represent all

data points (observations) on the same format, i.e., with the

same number of variables. For example, if each customer in a

database corresponds to one data point, where information on

the purchase amounts should somehow be represented, then

since the number of purchases may vary from customer to

customer, each single purchase cannot be represented by a

unique variable without introducing problems with missing

variables and undesired ordering effects. Instead, the informa-

tion can readily be represented by a histogram, e.g., where the

different bins correspond to intervals for the purchase amounts.

Histograms are also widely used to aggregate data streams

where data are collected over time, e.g., readings in sensor

networks.

Research on complex data structures, such as histograms,

has been undertaken within the field of symbolic data analysis

(SDA) [1]. Symbolic data represents complex data types which

do not fall under the traditional categories of numeric and

categorical variables. One specific type of histograms that

have been studied are categorical in nature with a relative

frequency assigned to each bin. Such histograms are classified

as modal multi-valued variables in the terminology of the

SDA framework, while Diday [2] refers to such histograms

as categorical histogram data. More formally, for observations

with n categorical histogram variables Xi, i = 1...n , with mi

bins xij , j = 1...mi each bin is assigned a relative frequency

rij such that
∑mi

j=1 rij = 1 and each observation is associated

with a class label Y . For all observations, bin descriptions of a

histogram variable are identical. This is the type of histogram

we will be considering in this study.

Research on learning from histogram data is still at an

early stage. To the best of our knowledge, no studies have

been published on learning classifiers from histogram data.

However, there have been some studies on applying linear

regression [3], [4], PCA [5] and clustering [6] to histogram

data. While most of the considered approaches take into

account the actual bin boundaries, the work on adapting PCA

for categorical histogram data [5] deals with data of the same

type as considered here. It should be noted, however, that

the approach in [5] is aimed for dimensionality reduction

and not for performing classification. The type of histogram

data considered in this study and in [5] is closely related to

”compositional” variables within compositional data analysis

[7], where weights associated with each variable represent

distributions over possible values. However, the research in

compositional data analysis has not been on learning classi-

fiers.

In this paper, we will propose an adaptation of the stan-

dard decision tree algorithm [8] to allow for learning from

categorical histogram variables. We will compare the per-

formance of the adapted learning algorithm to using the

standard learning algorithm with histogram data represented

by ordinary variables, i.e., with no structural information. The

main contributions of the paper are:
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• A novel approach for learning decision trees from his-

togram data, including an approximation to allow for

substantial speedup

• An empirical evaluation comparing the new approach to

the standard decision tree learning algorithm on both

synthetic and real-world data sets

• Findings concerning the utility of exploiting the structure

in histogram data when learning decision trees

In the next section, the novel approach for learning decision

trees from histogram data is presented. In Section III, the

experimental setup and results are presented. The empirical

findings and limitations of the proposed approach are dis-

cussed in Section IV. Finally, in Section V, we summarize the

main conclusions and point out directions for future research.

II. METHOD

The standard decision tree algorithm [8] was adapted to

learn from histogram data. Therefore, the approach can be

viewed as a generalization of the standard algorithm where

the bins of each histogram is handled as a vector and par-

titioning takes place by finding a separating hyperplane in

the corresponding space. Fig. 1 provides an illustration of the

approach. The best split plane for each histogram variable is

obtained and then compared to the best splits of the other

histogram variables, as well as to splits obtained from the

regular numeric and categorical variables. The split with the

highest information gain is finally selected for partitioning

the examples in the node. Similar approaches to employing

multivariate splits have been proposed in the past, e.g., using

linear combination of multiple features to perform splits at

each intermediate nodes [9], [10]. In these approaches, all the

features are considered simultaneously for splitting, while in

our case, multiple variables considered for a split are bins

of same histogram variables with unit sum constraint. Hence,

there can be more than one histogram variable in a dataset

that would require evaluation of multiple multivariate splits.

In this section, we first provide a formalization of the node-

splitting part of the adapted decision tree learning algorithm

and then illustrate its workings with two very simple examples.

We proceed by providing an analysis of the computational

complexity of the algorithm and end the section by proposing

an approximation of the original method for speeding up the

node-splitting process.

A. The node-splitting algorithm

The aim of the algorithm is to find the optimal node splitting

hyperplane. Because of the unit sum constraint, a histogram

with m bins is a vector point that lies in a hyperplane, which

is represented by

x1 + x2 + ...+ xm = 1 (1)

Let the equation for the linear splitting hyperplane be

c1x1 + c2x2 + c3x3 + ...+ cmxm = 1 (2)

Fig. 1. Overview of the node splitting approach

where C = (c1, c2, c3, ..., cm) are the unknown coefficients to

be solved. Hyperplanes represented by equation 1 and 2 are

assumed to be orthogonal, which results in

[
1 1 ... 1

] ·
⎡⎢⎢⎢⎣

c1

c2

|
cm

⎤⎥⎥⎥⎦ = 0

c1 + c2 + c3 + ...+ cm = 0 (3)

Solving for m unknowns in C requires m linear equations.

In addition to equation 3, substituting m-1 points for

X = (x1, x2, ..., xm) in equation 2 would give sufficient

number of equations to solve for C. Selection of m-1 points

out of n data points can be done in
(

n
m−1

)
ways. The resulting

system of linear equations can be solved as follows.⎡⎢⎢⎢⎣
1 1 ... 1

x1,1 x1,2 ... x1,m

| | | |
xm−1,1 xm−1,2 ... xm−1,m

⎤⎥⎥⎥⎦×

⎡⎢⎢⎢⎣
c1

c2

|
cm

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
0

1

|
1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

c1

c2

|
cm

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
1 1 ... 1

x1,1 x1,2 ... x1,m

| | | |
xm−1,1 xm−1,2 ... xm−1,m

⎤⎥⎥⎥⎦
−1

×

⎡⎢⎢⎢⎣
0

1

|
1

⎤⎥⎥⎥⎦
Algorithm 1 specifies the node splitting process. For an

m binned histogram, m-1 vector points are chosen in
(

n
m−1

)
ways. Each combination is examined for a split plane (lines 5

to 24). The left hand sides of m linear equations are captured

in mXm square matrix A (line 6). The right hand sides of

these linear equations are represented as column vector B of

size m (line 8). If the inverse of A exists, the product of the

inverse of A and B results in coefficients of the split plane

(line 9). For all the points in the node, the scalar product of

the point and coefficient vector gives a value that determines

whether to assign the point to the left or the right node (lines

10 to 17). The information gain obtained from the split can

be calculated and compared with the previous best gain (lines

18 to 22).
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Algorithm 1 Finding best split plane in a node

Input: obs: observations in a node

histogram variables: names of histogram variables

Output: best split plane: coefficients of best split plane

1: for all histogram in histogram variables do
2: m ← number of bins in histogram
3: h points ← histogram values in obs
4: combinations ← ways of choosing m-1 points from

h points
5: for all combn in combinations do
6: A ← matrix of m-1 points in combn with all

elements of first row 1.

7: if A−1 exists then
8: B ← column vector of m-1 ones, first element 0.

9: split plane coefs ← multiply A−1 and B
10: for all point in h points do
11: value ← multiply point and

split plane coefs
12: if value < 1 then
13: l obs ← assign point to left node

14: else
15: r obs ← assign point to right node

16: end if
17: end for
18: info gain ← get information gain of the split

19: if info gain is greater than previous best then
20: best info gain ← info gain
21: best split plane ← split plane coefs
22: end if
23: end if
24: end for
25: end for

B. Examples

We illustrate the workings of the algorithm using histogram

variables with two and three bins respectively. The left graph in

Fig. 2 shows the splitting process when the histogram variable

has two bins x1 and x2. All the points (x1, x2) lie on the line

AB. The splitting line CD is orthogonal to AB and passes

through a point in AB. The coefficients of CD, a and b, can

be determined by solving two linear equations. The process

is repeated allowing CD to pass through all the points and

choosing the one that gives the highest information gain. The

process is similar for a histogram variable with three bins, as

illustrated by the right graph in Fig. 2, in which all vector

points are spread in the 3-D plane ABC. A three-dimensional

splitting plane DEFG can be defined by the equation ax1 +
bx2+cx3 = 1. DEFG is orthogonal to ABC and passes through

two vector points. Three linear equations on a, b and c can be

formed to solve for these unknowns.

Figure 3 shows a 3-D scatter plot for a small sample set

of 100 observations that has a histogram variable with three

bins x1, x2 and x3. A simple pattern was injected in the data,

if x1 + x3 < 0.3 then class label y = 1 else y = 0. Green

Fig. 2. Splitting in two and three binned histogram

Fig. 3. Split plane in 3-binned histogram variable

and blue points correspond to the negative and positive cases

respectively. The red plane is the splitting plane discovered by

the algorithm. The equation of this splitting plane turns out to

be: 0.885x1−1.769x2+0.885x3+1 = 0. Projecting the plane

intothe 2-D plane of x1 and x3 would result in x1+x3 = 0.29
which is approximately the same pattern injected in the data

set. More experimental results will be presented in Section III.

C. Computational complexity

The computational cost of the proposed approach increases

as the number of observations n and number of bins m
increase. The cost is due to the combinatorial explosion of

having to evaluate
(

n
m−1

)
combinations while searching for

the best separating hyperplane. Therefore, the computational

complexity of the algorithm is proportional to O(nm).

D. Speeding up the node-splitting process

The computational cost can be reduced by either limiting the

number of bins m or the number of observations n or both.

The former was in this study handled in a straightforward

manner, by merging bins for details see Real-world Data in

the Experiments section. The latter, i.e., limiting the number

of observations, was addressed using a more elaborate approx-

imation method.

1) Approximation Approach: Each observations in a node

for a histogram variable can be considered as a point in a

m-dimension space, m being the number of bins. So, for

convenience, observations in a node shall be referred as points
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henceforth. In this approach, instead of using all the points

in a node to build and evaluate splitting planes as described

in algorithm 1, we generate small number of candidate split

points and then build and evaluate split planes out of those

newly generated points. It should be noted that new points

are synthetically generated from original ones as will be

described later in algorithm 2. The parameter num points is

the number of such candidate split points, as a consequence the

algorithm only needs to consider
(
num points

m−1

)
combinations.

By choosing num points < n, the computational cost can

be significantly reduced. In order for such approximate plane

to make a good split, the new points that the plane passes

through should be carefully generated.

As shown in the right half of figure 4, if there exist an

optimal decision boundary, we want best split plane to pass

along this decision boundary as shown by red line. This is

only possible when newly created synthetic split points lie

close to the optimal decision boundary as shown by asterisks

(*). Therefore, the first step in the approximation approach is

to generate new candidate split points that are likely to fall

around optimal decision boundary. Algorithm 2 describes the

process of generating new synthetic candidate split points.

The algorithm first tries to locate the boundary regions since

new synthetic points should come from such regions. This is

done by examining the neighborhood around each point. For

each point, a certain number e.g. 10 nearest neighbors are

taken to form a group, which we shall simply refer as a cluster.

The size of a cluster i.e. the number of nearest neighbors

around the point is treated as parameter (Nc). Basically, the

algorithm builds a cluster of Nc neighboring points around

each point in a node. If the cluster lies in boundary region,

its member points will be of different classes. As shown in

the left half of figure 4, cluster A and C have all its members

of same class whereas cluster B has a mix of both classes.

So, cluster B is an ideal type of clusters that the algorithm

prioritizes. The entropy value of the cluster determines how

ideal the cluster is. Higher entropy values are preferred. Once

the entropy of the clusters is calculated, they are prioritized

according to the entropy value. A certain number of best

clusters (num points) e.g. 15 are selected and their centers

are obtained. The cluster centers are used as new synthetic

candidate split points to build and evaluate an approximate

split plane.

If we were to use a standard clustering algorithm e.g. K-

means it probably would result in new split points from regions

that are not useful in finding optimal splits, as K-means do not

focus on finding clusters with high class entropy (actually it

would penalize different classes). As shown in the left half

of figure 4, split points around the region of cluster A and

C will not contribute much in finding optimal split. However,

evaluating these points to search for an optimal split plane

would consume valuable search time. Therefore, the tailored

approach of obtaining relevant split points as explained in the

algorithm 2 was preferred.

A scatter plot of a small sample training set with three

binned histogram is shown in figure 4. Blue and green points

Algorithm 2 Finding split points around decision boundary

Input: h points: observations for a histogram variable

class: class label of h points
num points: number of split points required

Nc: number of nearest neighbors to consider

Output: split points: candidate split points

1: if |h points| > num points then
2: for all point in h points do
3: cluster ← find Nc nearest points around point
4: center ← find center of cluster
5: entropy ← get entropy of cluster using class
6: list ← save center and entropy in a list

7: end for
8: d list ← sort list in descending order of entropy

9: new points ← get top num points centers in d list
10: split points ← new points
11: else
12: split points ← sample points
13: end if

Fig. 4. Left: Generating split points, Right: Forming splitting plane

correspond to examples from each of the two classes, respec-

tively. In the right part, the points marked with an asterisk (*)

are the candidate split points generated by using algorithm 2.

The approximate split plane obtained by using the algorithm

is shown as red line which passes through two of these split

points. In the left part, three clusters A, B and C are shown just

for illustration with some cluster centers marked with asterisks

(*).

III. EXPERIMENTS

The proposed approach has been implemented in R1. Exper-

iments were performed on a synthetic, a semi-synthetic and a

real-world data. The bin values in the synthetic data set were

obtained using uniform random sampling. The bins of a his-

togram were later normalized to satisfy the unit sum constraint.

Synthetic dependencies among the bins were then injected by

labeling the examples according to a set of formulated rules.

The purpose of synthetic data set is to show that the algorithm

can exploit the dependencies in the bins better by treating

them together compared to when bins are treated individually.

1http://www.r-project.org/
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The semi-synthetic data set was derived from the publicly

available ’iris’ data set [11] where original numeric variables

were converted into histogram variables. The purpose of the

semi-synthetic experiment was to investigate the robustness

of the algorithm when bins have no inherent dependencies,

i.e., the class labels are not dependent on interactions among

the bins. The real-world data was provided by the heavy

truck manufacturing company Scania CV AB and consists of

histogram variables that describe operational profiles of trucks.

Certain pattern among the bins of a histogram might reveal

information about the truck’s usage that could be associated

to the breakdown of various component in the truck. The goal

of the algorithm therefore is to discover useful pattern among

the histogram bins by treating them together. The predictive

performance of both standard decision tree learning algorithm

and the proposed approach are compared with respect to

classification accuracy measured using cross validation. In

addition to accuracy, the tree size, i.e., the number of nodes, is

also presented for each method. We here report only the results

of applying the histogram approach using the approximation

method. Using the exact approach, i.e., using all samples

for generating split planes, was practically infeasible due to

the excessive computational cost. Brief descriptions of the

data sets, the experimental settings and the results observed

from the experiment with each data sets are provided in the

following sub-sections.

A. Synthetic Data

Two synthetic datasets, each consisting 1000 observations

with equal proportions of observations labeled as positive

and negative, were considered separately in two different

experiments. First dataset consists of single histogram variable

X with 4 bins. Simple pattern was injected in this dataset: if

X1 + X3 < 0.3 then target class variable Y = 1, otherwise

Y = 0. X1, X2, X3 and X4 are the bins of histogram X .

Similarly, second dataset has two histogram variables; X1 with

four bins and X2 with five bins. A more complex pattern was

injected in the data which involve both histogram variable: if

(X1 1 +X1 3 < 0.3 and 0.3 < X2 1 +X2 3 < 0.7) then

Y = 1 else Y = 0, where Y is the target (output) variable.

For both experiments parameter settings were identical. The

termination condition for the tree building algorithm i.e.,

stop expanding the current node, is when the number of

observations in a node drops below 5 or the split does not

provide any information gain. Three values for the number of

new split points (num points in algorithm 2) to be used for

forming splitting plane, were examined: 7, 11 and 15. This

can be any value higher than number of bins but higher value

result in longer model training time. In order to cover wider

range, these 3 values were chosen. Three different cluster sizes

i.e. number of points considered to form a cluster (Nc in

algorithm 2), were examined: 10, 15 and 20. 10-fold cross-

validation was performed. The outcome of the experiment with

the first dataset is presented in table I whereas the results of the

second dataset is presented in table II. The columns of tables

respectively show the number of points used for approximating

TABLE I
SYNTHETIC DATASET: FOUR BINS

Split Points Cluster Size Tree Nodes Accuracy
7 10 8.2 99.6
7 15 11.6 99.8
7 20 11 99.7

11 10 7 99.4
11 15 9.4 99.2
11 20 8.8 99.2
15 10 5.6 99.6
15 15 8.2 99.6
15 20 8.6 99.4

Bins Treated Individually (Standard Tree Algorithm)
— Decision Tree 38.8 98.2

TABLE II
SYNTHETIC DATASET: FOUR AND FIVE BINS

Split Points Cluster Size Tree Nodes Accuracy
7 10 29.2 97.3
7 15 41.6 95.7
7 20 38.2 96.3

11 10 13.6 99.3
11 15 16.2 98.1
11 20 17 97.9
15 10 11.4 98.7
15 15 11.2 98
15 20 11 98.6

Bins Treated Individually (Standard Tree Algorithm)
— Decision Tree 50.8 95.9

optimal split, the size of the cluster considered for generating

new split point, the tree size and the accuracy, where the latter

two correspond to averages over the ten folds.

B. Semi-synthetic Data

A semi-synthetic dataset was generated from the publicly

available Iris dataset [11]. The dataset has four numeric

variables: petal length, petal width, sepal length and sepal

width. Each observation belongs to one of three classes: Iris-

versicolor, Iris-setosa and Iris-virginica. The data set contains

150 observations, 50 from each class. Each of the four

variables was used to generate a synthetic histogram variable

by including two additional variables such that they satisfy unit

sum constraint. For example, in order to transform numeric

variable petal length into histogram variable, it was first

normalized to lie between 0 and 1. Let it be X1. For each X1,

two integers in the range of 1 to 100 were uniform randomly

selected. These two integers, X2 and X3 were then scaled

down as:

X2 => X2 ∗ (1−X1)/(X2 +X3)
X3 => X3 ∗ (1−X1)/(X2 +X3)
The new dataset hence has four histogram variables, each

with three bins. 5-fold cross validation was performed. The

same termination condition for the tree growing as applied

in the previous experiment was used. Number of split points

used for searching split planes were: 5, 7 and 9. The chosen

number should be higher than number of bins in the histogram

variable. Model training time would increase as we select

higher numbers, so for simplicity only three values were
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TABLE III
SEMI-SYNTHETIC: IRIS DATASET

Split Points Cluster Size Tree Nodes Accuracy
5 10 13 91.67
5 15 12.6 92.33
5 20 13.8 89
7 10 12.2 91
7 15 10.6 89
7 20 11.4 85
9 5 11.4 91
9 10 10.6 92.33
9 15 10.6 88.33

Bins Treated Individually (Standard Tree Algorithm)
— Decision Tree 9.4 92.67

examined. Three different cluster sizes i.e. number of points

used to form a cluster, were arbitrarily chosen: 5, 10 and 15.

The results of the experiment are shown in table III.

C. Real-world Data

Each observation in operational data is a snapshot of oper-

ational profile of a truck. Histogram variables in operational

data holds information about how often the truck had operated

under a particular feature range. The histogram variable, for

example temperature, has 10 bins. Each bin measures the

number of times the truck had operated within certain ambient

temperature range. Temporal information about the truck’s

operation at various ambient temperature is transformed into

relative frequency count as histogram over time. The histogram

transformed data is extracted from the truck when it visits

workshop for maintenance. Certain patterns within the bins of

a histogram might reveal useful information about the truck’s

usage that are related to breakdown of certain components.

The objective of the experiment is to distinguish trucks with

battery failure from those without failure by using histogram

feature variables. Bins of the histograms are normalized. The

original data set had 33603 observations spread along 308

variables (counting bins as independent variables). There are

17 histogram variables of various length. The data set is very

sparse and skewed in terms of battery failure as class label.

Out of the 33603 observations, only 720 had battery problems.

For experimental purposes, a smaller data set was extracted.

Given the computational cost that would incur, it was a nec-

essary step. Out of these, only four histogram variables which

were deemed as important were selected. Only histogram

variables were selected for the experiment because the purpose

here was to compare the performance when training tree as

histogram against training by treating the bins individually.

So the influence from any other variables either numeric or

categorical was not desired. Issues related to missing values

and skewed class distribution were set aside by including

observations that had no missing values and selecting an equal

number of positive and negative cases. Finally, a data set with

300 positive and 300 negative cases was extracted for the

experiment. For confidentiality purpose, original variables are

anonymised.

TABLE IV
OPERATIONAL DATA SET

Split Points Cluster Size Tree Nodes Accuracy
13 10 82.4 59.17
13 15 68.8 59.33
13 20 77.8 57.83
15 10 73 57.17
15 15 65.8 56.17
15 20 68 58.67
17 10 67.8 61.67
17 15 64 59.83
17 20 58.2 57.33

Bins Treated Individually (Standard Tree Algorithm)
— Decision Tree 106.8 59

First histogram variable has 9 bins. Originally this variable

was a 6X6 matrix. In order to handle computational complex-

ity, adjoining 4 cells were merged resulting in 3X3 matrix.

These 9 cells were then treated as bins. Second histogram

variable also has 9 bins which was similarly transformed from

6X6 matrix. Third and fourth histogram variables have 10 bins.

10-fold cross validation was performed. The stop criteria was

set to 15 or less observations in a node or if the split did

not ensure any information gain. Three values for the number

of split point used for forming split plane were examined:13,

15 and 17. Three different sizes of cluster (i.e. number of

neighboring points used to form a cluster) were examined: 10,

15 and 20. The result of the experiment is shown in table IV

and the description of the table is same as those in table II.

Results are discussed further in Discussion section.

IV. DISCUSSION

Results in the tables I, II, III, IV show the performance

of the algorithm at various parameter settings for four data

sets. Performance of the standard decision tree approach has

been shown at the bottom of the table as a base line. As

observed from the synthetic data experiment results in table I

and table II, the proposed method is better or at least as

good as standard decision tree algorithm for all the parameter

settings examined. Size of the tree in terms of number of nodes

is significantly smaller than that of standard tree. When the

number of approximate split points (cluster centers) increases,

number of tree nodes decreases while accuracy increases as

expected. Influence of the size of the cluster is however not

clearly evident in the results.

Purpose of the experiment on semi-synthetic iris data set

was to examine the robustness of the algorithm when the

bins of histogram do not have any inherent dependencies.

The result as shown in table III suggest that the performance

of the proposed method does not suffer heavily because

of non-informative bins. Accuracy performance was almost

comparable with base line performance except in some cases

where accuracy drops by around 7%. One reason for this high

variation in performance could probably be attributed to the

small size of data set which is only 150. On the best parameter

settings, accuracy raised up to 92.33% which was very close

to base line performance of 92.67%.
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Experiment results on operational data presented in table IV

could not decide clear winner. With some parameter settings,

average accuracy of proposed method exceeded base line

performance while at other instances performance dropped

well below the base line. It should however be noted that since

the purpose of the experiment is the comparison of proposed

approach against standard tree method, poor performance in

both approach should not be a concern. This poor performance

could be attributed to the smaller size of dataset or insignifi-

cance of variables selected. Since, some of the variables were

heavily reduced in size by merging the bins together, we might

have lost the information about the patterns inherent in those

bins. Presence of such inherent dependency among bins is

where the proposed method thrives on. This probably could

be one reason why proposed method could not perform better

all the time.

Considering all four experiments as a whole, out of 36

occasions, histogram approach was better in 21 occasions

although most of the wins were from synthetic data exper-

iments. Although promising, there are some downsides to

this approach. The histogram approach has some inherent

limitations. The first limitation is due to number of bins,

the higher the number of bins the higher the computational

complexity. So, somehow, higher number of bins have to be

merged to get fewer bins which will result in information loss.

Another inherent limitation of the approach lies in the least

number of observations required at each node for making a

split decision. Since, solving the system of linear equations

lies at the heart of the model, at least as many observations

are needed as there are number of bins in order to be able

to solve such a system. One of the inherent limitation of the

proposed method is that it assumes linear separation in the data

and tries to approximate linear separation when the decision

boundary is nonlinear. This linear approximation of possibly

nonlinear pattern in histogram variables in operational data

could be another reason why the method was not always the

winner.

Probably the most prominent limitation of the approach lies

in interpretation of split condition. Unlike in standard decision

tree where nodes store information about best split variable

and split point, here each node stores the information about

the best split plane. It is usually difficult to interpret the split

plane in the context of the variable.

V. CONCLUDING REMARKS

Standard learning algorithms are designed to learn from

numeric and categorical variables. However, practitioners in

both academia and industry often have to deal with more

complex variables. Histograms in the form of frequency dis-

tributions is one of such example. To the best of our knowl-

edge, no previous learning algorithms have been designed to

generate classifiers from histogram variables. Instead, bins

of histograms are commonly handled as separate variables,

ignoring the underlying structure. In this paper, we adapted

the standard decision tree learning algorithm to learn from

histogram variables. Experimental results from both synthetic

and real-world datasets would suggest that gains in terms of

predictive performance and a reduction of the number of nodes

might be obtained by exploiting the underlying structure of

histogram variables.

Although encouraging, the proposed approach could be

refined in various ways. Some directions for improvement

include investigating techniques for efficiently handling his-

togram variables with large numbers of bins which at the

moment is addressed simply by merging some of them thereby

losing information. Comprehensive study of comparing the

performance of the proposed method against existing multi-

variate split methods can be done in future. This study has

shown one of the ways to extend the basic decision tree

learning algorithm to handle histogram data; directions for

future research include similar extensions of the numerous

other standard learning algorithms, e.g., SVMs, random forests

etc.
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Abstract— This paper presents a methodology for the 
classification of disorders related to the area of Power Quality. 
Therefore, we used the Random Forest algorithm, which 
corresponds to an effective data mining technique, especially 
when dealing with large amounts of data. This algorithm uses a 
set of classifiers based on decision trees. In this sense, the 
performance of the proposed methodology was evaluated in a 
comparative way between the Random Forest and the type J48 
Decision Tree. For this analysis to be possible, synthetic 
electrical signals were generated, where this disturbances were 
modeled through parametric equations. After the performance 
analysis, it was observed that the results were promising, since 
the Random Forest algorithm has the best performance. 

Index Terms— Random Forest, power quality disturbances. 

I. INTRODUCTION 
isturbances related to the area of Power Quality (PQ) 
are characterized by changing the waveforms of 

sinusoidal voltage and current, which can affect the 
operation of certain equipment [1]. Among these 
disturbances, there are sags, swells, interruption, harmonic 
distortion, oscillatory transients. Such disturbances are 
becoming a problem for both the power utilities as well as 
consumers, making it necessary to eliminate or mitigate the 
cause of their occurrence in order to ensure good power 
quality. 

Thus, the detection and classification of disturbances is a 
primary task so that measures to control and mitigate 
disturbances can be adopted. However, this is no easy task, 
because the identification of these disturbances often require 
the analysis of a large amount of data measured by 
equipment installed on the network, besides the fact that 
many of the disturbances have similar features. 

In this context, it is desirable to employ data mining tools, 
because they can identify these PQ disturbances in a fast and 
automated manner. Additionally, it is desirable that these 
tools are able to analyze a large volume of data and to 
acknowledge a pattern in the data in order to relate it to a 
possible disturbance. 

The area of disturbance detection and classification has 
been the subject of several studies in recent years [2]. These 
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studies utilize techniques to extract relevant signal 
characteristics, they reduce the dimensionality of the input 
data and remove redundant features of the original vector. 
The extracted features are then used as inputs to a method of 
pattern classification responsible for relating an input vector 
with a disturbance. Among the most used methods we 
highlight Fuzzy Logic, Artificial Neural Network and 
Support Vector Machine (SVM). 

Following the above context, this work proposes the 
Random Forest algorithm with the interest to hold a 
review/classification for a database composed of waveforms 
that contain power quality disturbance. Random Forest is 
developed by Leo Breiman [3]. RF fits many classification 
trees to a data set and then combines the prediction from all 
the correlated trees. Each tree depends on the value of a 
separately sampled random vector. 

During the feature extraction step, time calculations on 
time domain that have low computational effort are used. 
Following, the feature vector is used as the RF input so that 
the final response is defined by the class that has the highest 
number of outputs, that is, by the account of the outputs 
presented by each of the decision trees that compose the 
algorithm. Finally, the classification results are obtained and 
compared with the response of a Decision Tree (DT) that 
uses the training algorithm J48. 

II. DATABASE COMPOSED OF SYNTHETIC SIGNALS 
The objective of the database modeling is to store the 

maximum number of signals with different characteristics of 
the disturbance. These signs will be used to test the proposed 
methodology. In this work, the occurrence of the following 
disturbances was considered: voltage sags, swells, flickers, 
harmonic distortion, voltage interruptions, oscillatory 
transients, voltage sags in conjunction with harmonic 
distortion and swells together with harmonic distortions. A 
database was created consisting of windows obtained for 
synthetically modeled disturbances, based on mathematical 
models proposed in [4].  

Therefore, the windows that make up the database were 
derived from 100 case studies for each disturbance, and each 
of the disturbances has a total of 10 cycles at nominal 
frequency of 60 Hz and sampled rate of 128 points per cycle. 
This windowing occurs through the shifting of the data 
window (which is the size of one cycle of the signal) in steps 
of 1 point until it covers the entire length of the signal. 

Comparison Between Random Forest Algorithm and J48 Decision 
Trees Applied to the Classification of Power Quality Disturbances 
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The result of the process is the construction of a database 
comprised of approximately: 14864 sag windows, 12671 
swell windows, 19706 flicker windows, 34084 harmonic 
distortion windows, 13277 harmonic distortion with 
windows, 12769 harmonic distortion with swell windows, 
10366 interruption windows and 5836 transient windows 

III. FEATURE EXTRACTION FROM THE WINDOWED 
SIGNALS 

As soon as a disturbance is detected, the classification step 
is activated, which uses a stage of extraction of features 
combined to a decision tree. Thus, a set of 11 features is 
extracted with the purpose of reducing the dimension of data 
and hence reducing the computational effort. This set 
consists of the following features: standard deviation, 
entropy, Rényi entropy, Shannon entropy, mean deviation, 
Kurtosis, RMS value, crest factor, the balance between the 
maximum and minimum amplitude and peak value. Thus, for 
each dj data a Ck vector is extracted, where j represents the 
index of each element contained in the window and that 
varies in the range {1 → N} N is the size window; k 
represents each characteristic in the range {1 → 11}.  

IV. RANDOM FOREST 
Random Forest corresponds to a collection of combined 

Decision Tree {hk(x,Tk)}, where k = 1,2,...,L where L is 
number the tree and Tk is the training set built at random and 
identically distributed, hk represents the tree created from 
the vector Tk  and is responsible for producing an output x.  

Decision Trees are tools that use divide-and-conquer 
strategies as a form of learning by induction [5], Thus, this 
tool uses a tree representation, which helps in pattern 
classification in data sets, being hierarchically structured in a 
set of interconnected nodes. The internal nodes test an input 
attribute/feature in relation to a decision constant and, this 
way, determine what will be the next descending node. 
Therefore, the nodes considered as leaves classify the 
instances that reach them according to the associated label. 

The trees that make up the Random Forest are built 
randomly selecting m (value fixed for all nodes) attributes in 
each node of the tree; where the best attribute is chosen to 
divide the node. The vector used for training each tree is 
obtained using random selection of the instances. Thus, to 
determine the class of an instance, all of the trees indicate an 
output, where the most voted is selected as the final result. 
So the classification error depends on the strength of 
individual trees of the forest and the correlation between any 
two trees in the forest. 

V. RESULTS 
As previously mentioned, the decision trees and the 

Random Forest were trained and validated using a set of data 
consisting of the signals windows acquired from the 
database. Thus, the training set is composed of 70% of the 

windows and the test/validation suite corresponds to the 30% 
remaining windows. The random forest is formed by 10 
decision tree and the number of attributes selected in each 
node is equal to 4. This made it possible to obtain and 
evaluate the success rate for each disturbance, as well as the 
average accuracy of classifiers. The comparison of the 
classification results is presented in Table I. 

TABLE I.  RESULTS OBTAINED FOR SYNTHETIC  SIGNALS . 

Power Quality Disturbances DT RFs 

Voltage Sags 83,0% 99,4% 

Voltage Swells 94,4% 99,9% 

Flickers 97,9% 99,9% 

Harmonic Distortions 96,9% 99,6% 

Voltage Sags with Harmonic Distortions 78,9% 98,5% 

Voltage Swells with Harmonic Distortions 88,8% 98,9% 

Voltage Interruptions 89,4% 99,3% 

Oscillatory Transients 87,5% 99,2% 

Mean Precision 89,6% 99,3% 

 
Through the results presented in Table I it is found that the 

performance of the two used classifiers is satisfactory, 
however, it can be seen that the approach based on Random 
Forest presents better results when compared with the 
approach based on type J48 Decision Trees. The RF had a 
precision 10% higher than the DT, additionally the proposed 
algorithm can identify large part of the disturbances with an 
accuracy greater than 99%. 

VI. CONCLUSIONS 
The paper presents a performance comparison between 

type J48 Decision Trees and the Random Forest algorithm 
for classification of power quality disturbances. According to 
the results, we note that the worst performances were 
obtained for windowss containing combinations of voltage 
sags with harmonic distortion and swells with harmonic 
distortion (respectively, 98.5% and 98.9%). Therefore, in 
general, the results may be considered satisfactory for 
electric power systems. 
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Abstract— Environmental risks caused by exposure to 
ground level ozone have significantly increased during 
recent years. One main producer of ozone is the 
photochemical reaction between volatile organic 
components and the anthropogenic nitrogen oxides created 
by vehicular traffic. Therefore the measurement and 
monitoring of atmospheric ozone concentration levels is 
important. In this paper we propose a study of the use of 
state-of-the-art machine learning approaches in modelling 
the concentration of ground level ozone. The prediction is 
based on concentrations of seven gases (NO2, SO2, and 
BTX (Benzene, Toluene, o-,m-,p-Xylene) and six 
meteorological parameters (ambient temperature, air 
pressure, wind speed, wind direction, global radiation, and 
relative humidity). The analysis of the results indicates that 
accurate models for the concentration of ground level 
ozone can be derived with the best performance accuracies 
indicated by the Ensemble Learning Algorithms. The 
investigation carried out compares the use of different 
machine learning classifiers and show that the Ensemble-
classifier Bagging performs superior to standard single 
classifiers, such as Artificial Neural Networks and Support 
Vector Machines, popularly used in literature. In addition, 
we study the performance of the meta-classifier Bagging 
when different base classifiers are used in optimised 
configurations and compare the results thus obtained. The 
research conducted bridges an existing research gap in 
big-data analytics related to environment pollution 
prediction, where present research is largely limited to 
using standard learning algorithms such as Neural 
Networks and Support Vector Machines often available 
within popular commercial software packages.  
 
Keywords: Ozone, Atmospheric pollution, machine 
learning, Environment Science, Ensemble classifiers 

1 Introduction 
Ozone is a trans-boundary air pollutant that can be 

formed by photochemical reactions between anthropogenic 
nitrogen oxides(NOx) and Volatile Organic Compounds 
(COVs) in the presence of sunlight[1]. When O3 is formed, 
it remains suspended in the lower atmosphere (ground level 
ozone) for hours to days depending on the meteorological 
conditions and can endanger local and regional receptors.  
 

 

In recent years, the environmental risks caused by 
exposure to ground level ozone (O3) from both stationary 
and mobile sources have increased annually[2]. Several 
studies that analyse the effects of meteorological conditions 
on the formation and transport of O3 have been listed in the 
work of [3]. Further, statistically significant relationships 
have been identified between elevated concentrations of O3 
and environmental risks in [4],[5]. 

A number of studies in the field of environmental science 
and engineering have focused their interest on constructing 
models to predict the concentrations of gases that result in 
air pollution. The majority of environmental researchers 
tend to use Artificial Neural Networks (ANN) and Support 
Vector machines (SVM) to predict ozone concentration [6]-
[11]. Although there are more developed data mining / 
machine learning techniques, such as Ensemble learning 
approaches [12], only two attempts have investigated their 
use in predicting the ozone concentration; they are the work 
of [13] and [14].  This research showed that improvements 
in predictions can be obtained using bagging[15] as against 
using the popular single classifiers such as Artificial Neural 
Networks (ANN) and Support Vector Machines (SVM). 
However these investigations were limited in the fact that 
Bagging was used only with the default single classifier 
RepTree[12]  in WEKA (Waikato Environment for 
Knowledge Analysis) toolkit [16] as the base classifier.  In 
the field of air pollution monitoring, no attempt has been 
made to test other ensemble classifier, select the best base 
classifier or to optimise the performance of the base 
classifier based on various possible parameter selections, all 
of which can lead to significant improvements in prediction 
accuracies. On the other hand, several attempts have been 
made in areas beyond air quality prediction in the use of 
ensemble classifiers, such as in bioinformatics, medicine 
and marketing, to build predictive models [17]-[21]. This 
work has shown that ensemble classifiers outperform the 
corresponding single classifiers and that the ultimate 
answer to the question, which classifier works best, 
depends on the dataset. It is clear that different datasets, in 
particular from different application domains, are 
statistically different and this has a high impact on the 
variability of results obtainable from different classifiers.  

From the review of literature conducted and summarised 
above, a lack of research into effectively utilising Ensemble 
learning to predict ozone concentration was identified. 
Therefore the research proposed in this paper aims to find 
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accurate models that can be used to predict ground level 
ozone concentrations, given a multitude of environmental 
parameters. An investigation was carried out comparing the 
performance of several machine learning techniques. 
Multiple predictive models were built using popular single 
classifiers namely Multilayer Perceptron (MLP) and 
Support  Vector Machines and two ensemble learning 
algorithms, namely Bagging and Random Forests[22], 
using the WEKA  toolkit. In addition, comparative analyses 
were performed to determine the algorithm that produced 
the best performance and to optimize the performance of 
each selected approach. The dataset considered in this work 
was obtained from Sohar University, Oman, which used a 
DOAS instrument [23] to gather the environmental data. 
The dataset includes concentrations of eight gases 
(O3, NO2, SO2, and BTX (Benzene, Toluene, o-,m-,p-
Xylene)) and six meteorological parameters (ambient 
temperature, air pressure, wind speed and direction, 
solar radiation, and  relative  humidity).  

As implantations of the machine learning algorithms 
used for pre-processing/data-cleaning, feature selection, 
optimizing classifier parameters, modelling and 
performance analysis, WEKA has been used throughout 
this paper. Initially, training phases based on different 
classification algorithms for predicting O3 concentration 
were performed. Subsequently, the prediction performance 
of different algorithms, were examined using ten-fold cross 
validation as implemented in WEKA. Various evaluation 
metrics have been utilised to analyse the results. It should 
be noted the key focus of the research conducted is not 
time-series analysis of O3 concentration (i.e. predicting how 
O3 concentration changes with time) but how to predict O3 
concentration based on the concentrations of the primary 
pollutant gases and the environmental parameters that can 
have an impact. In particular when O3 creation is assumed 
to be due to the production of primary pollutant Nitrogen 
Dioxide, generated by vehicular traffic in this area, the time 
dependent analysis is not essentially useful. 

For clarity of presentation this paper is divided into 
several sections. Apart from this section that provided the 
reader with an insight to the research context and identified 
research gaps, section-2 provides the background to data 
collection and presentation. Section-3 details the 
experimental procedure followed and section-4 provides the 
experimental results and a detailed analysis of the results. 
Finally section-5 concludes with an insight into future 
research.   

2 Data collection and representation 
 
This section provides details of the data collection 

approach used and how this data was represented for 
subsequent analysis. 

 

2.1 The sampling site 
 Measurements were recorded across the Sohar Highway 

(SHW), Oman, in front of the main entrance to the Sohar 

University (SU) with a Differential Optical Absorption 
System (DOAS) instrument that was professionally 
installed (see Fig.1. for an aerial view of the system). The 
light beam travels a round-trip of 477 meters from A, which 
is located on the roof of the main administrative office 
building of SU, to B, where a reflector (or receiver) is 
installed on the top of another building situated across the 
road, as illustrated in Fig.1. The SHW has two lanes in each 
direction and an additional two single carriageway roads, in 
parallel, on both sides, bringing the total number of lanes to 
eight. Additionally, there is the SU car park, marked as C, 
where vehicular traffic may be present and thus would 
result in higher levels of O3 concentrations. In order to 
capture the rapid variations of the concentrations of gases 
present in the space of the monitoring path, evaluations of 
light captured by the DOAS instrument is performed every 
30 seconds for the measurement of the concentrations of 
O3, NO2, and SO2 gases and every one minute for 
measurement of the concentrations of BTX.  Additionally, 
the meteorological parameters, including wind speed and 
direction, relative humidity, pressure, temperature, 
precipitation, global solar radiation etc., are separately 
measured by sensors located on the roof of the SU building 
at A. The height of the instruments from ground level was 
approximately 12 metres. 

 

 

2.2 Ozone dataset  
The dataset used for the experiment was captured by the 

Sohar University DOAS system during 2013/2014. 
However, due to a technical fault in the system, the dataset 
collected during the specified period is not continuous. 
Nonetheless, a sufficiently large dataset was gathered to 
make the experiments statistically relevant. This dataset 
was analysed to investigate the modelling algorithm that 
gives the best prediction accuracy.  

In the dataset used so far, there are a total of 6,744 
instances spread across the years 2013-2014, as detailed in 
Table I. 

 

 
Fig. 1.  Sampling path of the DOAS instrument; A = light emitter 
location, B = reflector location and C = car park. 
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2.3 Dataset representation  
The target dataset is a sequence of measurements 

presented in a time series. The measurements are 
concentration values of eight gases measured in μgm-3 and 
readings of six environmental parameters. Table II lists the 
14 attributes of each measured data value with their 
descriptive statistics.  

 

 
 
Having collected the above dataset section-3 presents the 

method adopted for its analysis and detailed investigation.  
 

3 Proposed method 
The proposed approach adopts standard data mining 

procedure that involves data pre-processing prior to data 
modelling using machine learning. WEKA (version 3.7.11) 
is a toolkit that supports open source software 
implementation and operation of a large number of options 
for both data pre-processing and modelling. In this section 
we introduce the reader to the specific data pre-processing 
and modelling algorithms that have be adopted within the 
research context of the proposed work, as implemented by 
WEKA. Note that for our data analysis and method 
evaluation comparison purposes both Explorer and 
Experimenter software environments have been used, as 
appropriate.  

 

3.1 Data pre-processing 
Outlier Removal: In the data captured by the DOAS, 

missing values are recorded as -999.00. A careful analysis 
of the captured data also revealed that there are data 
measurement outliers, which could have resulted from 
instances of temporary sensor malfunctioning due to dust, 
high temperatures and overheating. Therefore a data 
cleaning operation within WEKA (listed under pre-
processing) was utilised for the removal of outliers. The 
two filters interquartileRange (filters -> unsupervised -> 
attribute -> interquartileRange) and removeWithValues 
(filters -> unsupervised -> instances -> removeWithValues) 
were used respectively to clean the data in hand. Note that 
the first filter adds two extra columns to the data to indicate 
instances which contains the outliers and extreme values 
and the second filter removes such data by refereeing to the 
extra columns added by the first filter. After this cleaning 
process, only approximately 62% (4,173 out of 6,744 
instances) of the original dataset were utilised for the next 
stage (modelling phase). 

Data transformations: Since the wind direction is 
originally measured as an angle from the north in a 
clockwise direction, with values ranging from 0-360 
degrees,  the originally recorded with related data will have 
to be re-represented to avoid 0 and 360 degree directions 
being considered as different. The Wind Speed (WS) and 
Wind Direction (WD) have been combined and divided into 
two orthogonal compenents u = WS×cos(WD) and v = 
WS×sin(WD).  (u,v) parameters will replace (WS, WD) in 
order to compensate for the above issue with regards to the 
original value of WD.              

Attribute selection: Reduction of the attributes by 
eliminating the msot insignificant attributes can lead to both 
improved accuracy and speed of data modelling. The use of 
three popular feature selection filters have been investigated  
in the proposed research, namely, CFS Subset Evaluator 
with Best First and Greedy Stepwise Search methods, 
ReliefFAttributeEval with attribute ranking (removed last 
three attributes), and Principal Components. In the 

TABLE I 
DATASET DESCRIPTION 

D
at

as
et

 

2013 2014 Total 
number 

of 
records 

Start 
Date 

End 
Date 

No. of 
Rec. 

Start 
Date 

End 
Date 

No. of 
Rec. 

1st 
April 
2013 

23rd 

Aug. 
2013 

3480 
1st 

March 
2014 

14th 

July 
2014 

3264 6744 

 

 
TABLE II 

ATTRIBUTES OF THE DATASET 

2013-2014 Unit Min Max Standard 
deviation Mean 

Sulphur 
Dioxide 
(SO2) 
 

μgm-3 1.61 15.11 2.33 4.96 

Nitrogen 
Dioxide 
(NO2) 

μgm-3 0.02 83.99 16.65 18.24 

Ozone (O3) μgm-3 0.85 139.50 24.25 43.25 

Benzene 
(C6H6) 

μgm-3 0.05 19.56 4.17 6.13 

Toluene 
(C7H8) 

μgm-3 0.73 47.14 7.77 15.16 

p-Xylene 
(C8H10(p)) μgm-3 0.10 8.75 1.18 3.30 

m-Xylene 
(C8H10(m)) μgm-3 0.69 5.44 0.52 2.44 

o-Xylene 
(C8H10(o)) μgm-3 0.80 58.15 6.91 29.56 

Temperature 
  ºC 16.19 45.06 3.53 31.10 

Relative 
Humidity 
  

% 8.47 93.57 19.33 64.38 

Pressure kPa 98.94 102.89 0.56 100.19 
Global 
Radiation 
  

W/m2 -2.75 1120.24 247.95 201.13 

Wind speed m/s 0.31 6.266 1.02 1.77 
Wind 
Direction degree 0.11 359.99 91.50 137.52 
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experiments conducted it was revealed that none of these 
filters uenhanced the accuracy of modelling although in the 
case of using the RelieFAttributeEval filter three of the 
most insignificant features were removed from used in 
modelling thus impacting positvely on speed. 

 

3.2 Modelling the ozone concentration   
As previously stated WEKA consists of implementations 

of a large number of classifiers that includes all state-of-the 
art and the popular traditional classifiers, such as, the 
Artificial Neural Networks and the Support Vector 
Machines. Our detailed experiments were designed to test 
all possible classifiers as single classifiers and as combined 
approaches (as appropriate). The purpose of this exhaustive 
investigation was to find the best classifiers / classifier 
combinations that outperformed traditional approaches for 
the prediction of air (Ozone) pollution thus generating new 
and useful knowledge for the community involved in 
environmental science and engineering research.  

The initial exhaustive list was reduced to investigating 16 
learning algorithms in detail from WEKA classifier 
categories, namely, Functions (4 different functions), Lazy 
(3), Meta (2), Rule (2) and Tree (5). The two meta-
classifiers included the two popular Ensemble learning 
approaches Bagging and Random Forests. Furthermore, 
more detailed investigations were conducted with the 
Bagging ensemble classifier due to the initial indication of 
its superiority of performance. Within the detailed 
experiments thus conducted all the single learner classifiers 
initially experimented, were utilised as the base classifier of 
the ensemble classifier, Bagging.   

Within the experimental context of this paper only six 
classification algorithms are analysed and discussed in 
detail. These include the two most popular single learning 
algorithms used in research that focus on air pollution 
analysis, Artificial Neural Networks [ANN] (implemented 
in WEKA as Multi-Layer Perceptron [MLP]) and Support 
Vector Machines [SVM] (implemented in WEKA as 
SMOreg) and the basic Ensemble Classifier, Random 
Forest [RF].   In conducting more detailed performance 
analysis of Bagging, the above three experiments are 
complemented with using them within Bagging as a base-
classifier, namely Bagging with MLP, Bagging with 
SMOreg and Bagging with Random Forest. Although a 
large number of other classifiers and classifier 
combinations were evaluated, the detailed analysis of only 
these algorithms is presented in section-4. The accuracy of 
the algorithms are evaluated using two widely used 
evaluation metrics: Correlation Coefficient, Mean Absolute 
Error. 

To present a fair performance comparison between the 
prediction models presented, optimal parameters for each 
classifier has been examined prior to conducting detailed 
modelling. The CVParameterSelection optimisation 
algorithm of WEKA has been used for this purpose.  

The Explorer GUI environment of WEKA has been used 
to construct individual classifier models using their optimal 
parameters settings. Hence, the performance of different 
classifiers have been analysed and compared, using the 
same dataset (see section 2) using the Explorer.  Since the 
Explorer does not provide the statistical significance of the 
improvements achievable by different classifiers, WEKA’s 
Experimenter GUI environment was utilised to obtain 
additional information. A statistical test (Paired T-Tester 
corrected) was used to calculate the statistical significance 
between the different predictive models. The performance 
of the classifiers were examined using 10 fold cross 
validation and was compared using the Correlation 
Coefficient. 

4 Experimental results and analyses 
Experiments were conducted to analyse and compare the 
performance of six different classifiers: MLP (WEKA’s 
ANN implementation), SMOreg (WEKA’s SVM 
implementation), Random Forest (RF), Bagged-MLP, 
Bagged-SMOreg and Bagged-RF. Further detailed 
experiments were also conducted to determine the potential 
impact of feature reduction / selection and in the selection 
of classifier parameters in optimising classifiers, in the 
overall accuracy obtainable from each of the six evaluated 
classifiers. Further the original readings recorded for wind 
direction was a measure in the range 0-360 degrees. In 
order to compensate for the fact that 0 and 360 degree 
readings mean the same, we have combined wind direction 
(WD) with wind speed (WS) to replace them with two 
orthogonal components WS×cos(WD) and WS×sin(WD).   

It is noted that all of the classifiers investigated (i.e. 
regardless of whether the classifier is of the single classifier 
type or the ensemble classifier type) consist of a number of 
input parameters that may have a vital impact on the 
accuracy of predictions obtainable. Although WEKA 
provides default parameter values for each classifier, our 
preliminary experiments suggested that these values do not 
result in optimised prediction. Therefore it was vital to 
select a set of parameters which provide optimal prediction 
accuracy. For this purpose we made use of WEKA’s 
CVParameterSelection filter.  Table III tabulates the 
prediction accuracy obtainable via each approach in terms 
of correlation coefficient. The results indicate that the 
optimal parameter selection has a positive impact only 
when use the single classifiers MLP (i.e. ANN) and 
SMOreg (i.e. SVM for regression). When using ensemble 
classifiers Random Forest and Bagging, the optimal 
parameter selection algorithm has no impact, indicated by 
the accuracy figures that remain unchanged. It is noted that 
even though the CVParameterSelection filter changes some 
parameters in its attempt to optimise the accuracy, no 
change is indicated in comparison to the accuracy 
obtainable using default settings.  

 For clarity of comparison Table IV tabulates overall 
prediction accuracies obtainable by each classifier 
presented in terms of the Co-relation Coefficient and Mean 
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Absolute Error with both using the default parameter 
settings of WEKA and with optimised parameter settings.  

Fig.2 illustrates graphs representing the actual Ozone 
concentration vs the predicted Ozone concentrations. The 
graphs illustrate the better prediction capability of Bagged 
Random Forest classification approach as compared to the 
others. Data points lie closer to the line of approximation 
(less spread) than in the other graphs. 

  

 
 
 
 
 

 
 
 
 

 

 

 

 
 

Table V tabulates the accuracy values obtained when 
using four different attribute filtering approaches 
implemented within WEKA, namely, CFS Subset Evaluator, 
with Best First and Greedy Stepwise search, ReliefF 
Attribute Evaluator and Principle Component Analysis. The 
results indicate that no improvement of accuracy is achieved 
in comparison with using all attributes. We also investigated 
the impact of removing wind direction from being 
considered, taking only the wind speed into account (from 
the original data recorded). It was seen that the wind 
direction has negligible impact on the Ozone concentration 
prediction accuracy. This is justifiable as the measurements 
for Ozone was done across the road, i.e. at its source, as it 
was vehicular traffic that was suspected to create the Ozone 
from the Nitrogen Dioxide emissions.  

TABLE III 
EXPERIMENTS TO OPTIMISE THE CLASSIFIERS 

Classifier Name Default  settings  Correlation 
Coefficient  Optimal Parameters  Correlation 

Coefficient 
MLP Learning Rate (L)=0.3 

Momentum /(M)=0.2 
Hidden layer= a (attribute/class)/2 

0.85 Learning Rate(L)=0.1 
Momentum (M)=0.1 
Hidden layer= 5  
 

0.88 

Bagged MLP Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 
num-slots =1 

 
MLP: 

Learning Rate (L)=0.3 
Momentum /(M)=0.2 
Hidden layer= a (attribute/class)/2 

0.90 Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 

    num-slots =1 
 
MLP: 

Learning Rate(L)=0.1 
Momentum (M)=0.1 
Hidden layer= 5  

0.90 

Random Forest  NumTree (I)=10 
NumFeature (K)=0 

0.92 NumTree (I)=20 
NumFeature (K)=0 

0.92 

Bagged RandomForest  Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 
num-slots =1 

 
Random Forest: 

NumTree (I)=10 
NumFeature (K)=0 

0.92 Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 
num-slots =1 

 
Random Forest: 

 NumTree (I)=20 
NumFeature (K)=0 

0.92 

SMOreg C:1.0 
Kernal: polyKernel    

0.84 C:1.0 
Kernel: NormalizedPolyKernel 

0.89 
 

Bagged SMOreg Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 
num-slots =1 

 
SMOreg: 

C:1.0 
Kernal: polyKernel 

0.84 Bagging: 
bag size percent (P)=100 
Number of iteration(I)=10 
Seed (S)=1 
num-slots =1 

 
SMOreg: 

C:1.0 
Kernal: NormalizedPolyKernel 

0.89 

TABLE IV 
RESULTS OF THE PREDICTION MODELS 

 Default Parameters Optimal Parameters 
Classifier Correlation 

Coefficient  
Mean 

Absolute 
Error 

Correlation 
Coefficient 

Mean 
Absolute 

Error 
MLP 0.85 9.81 0.88 8.51 
SMOreg 0.84 9.54 0.89 8.05 
RandomForest 0.91 7.52 0.92 7.16 
Bagged MLP 0.90 7.64 0.91 7.27 
Bagged 
RandomForest 0.92 7.08 0.92 7.05 

Bagged 
SMOreg 0.84 9.54 0.89 8.04 
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(a) MLP 

 
(b) Bagged MLP 

 

 
(c) Random Forest 

 
(d) Bagged Random Forest 

 

 
(e) SMOreg  

(f) Bagged SMOreg 

Fig. 2.  Scatter Plots of the actual and predicted Ozone for 6 Models 

TABLE V 
RESULTS OF APPLYING FEATURE SELECTION 

 MLP SMOreg Random 
Forest 

Bagged 
MLP 

Bagged 
SMOreg 

Bagged 
RandomForest 

CFS-Best First 0.82 (-3) 0.82 (-2) 0.89 (-3) 087  (-3) 0.82 (-2) 0.90  (-2) 

CFS-Greedy 
Stepwise 

0.81 (-4) 0.82 (-2) 0.88 (-4) 0.86 (-4) 0.82 (-2) 0.90  (-2)  

ReliefF Att. Eval. 0.83 (-2) 0.83 (-1) 0.91 (-1) 0.89 (-1) 0.83 (-1) 0.92  ( 0) 

PCA 0.84 (-1) 0.83 (-1) 0.87 (-5) 0.89 (-1) 0.83 (-1) 0.89  (-3) 

Using All 
Attributes 0.85 0.84 0.92 0.90  0.84 0.92 
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Ensemble learning is an approach that uses different 
classification techniques to build up a single model. 
Proposed by Breiman, 1996, Bootstrap Aggregation 
(Bagging) is a common type of an ensemble learning 
approach. Bagging resamples the original data, by using the 
bootstrap method, randomly, but with replacement (some 
can be selected repeatedly while other may not). The data 
produced are different from each other, however, the size of 
these samples are equal. Subsequently, a tree is built up 
from each sample. Later a classification model is developed 
from each sample using a single learning algorithm. 
Subsequently the outputs of different models are integrated 
into a single predication model. It uses either the weighted 
vote or average vote, depending on the type of task (i.e., a 
classification task or regression task, respectively). Due to 
the above process adopted by Bagging it resolves the data 
over-fitting problem associated with most classifiers, in this 
case with MLP and SVM in particular. 

This is the reason for the significantly better prediction 
accuracies obtainable from using the Ensemble Classifier 
Bagging as against the accuracies obtainable from the 
traditional single classifiers commonly used in predicting 
Ozone, ANN and SVM. 

5 Conclusion and future works 
In this paper we have compared the performance of six 

machine learning algorithms in predicting the ground level 
atmospheric ozone concentrations. The prediction was based 
on concentrations of seven gases (NO2, SO2, and BTX 
(Benzene, Toluene, o-,m-,p-Xylene) and six meteorological 
parameters (ambient temperature, air pressure, wind speed, 
wind direction, global radiation, and relative humidity). 
Results prove the ability of ensemble learning algorithms, 
Random Forests and Bagging to perform significantly better 
than the traditional single classifier based learning 
algorithms, Artificial Neural Networks and Support Vector 
Machines.  

We are currently extending the research presented within 
this paper to predict Ozone concentration variations over 
long periods of time, extending beyond a five year period, 
attempting to identify patterns and trends.  
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Abstract— Nowadays a lot of data is collected in online forums. 
One of the key tasks is to determine the social structure of these 
online groups, for example the identification of subgroups 
within a larger group. We will approach the grouping of 
individual as a classification problem. The classifier will be 
based on fuzzy logic. The input to the classifier will be linguistic 
features and degree of relationships (among individuals). The 
output of the classifiers are the groupings of individuals. We also 
incorporate a method that ranks the members of the detected 
subgroup to identify the hierarchies in each subgroup. Data 
from the HBO television show The Wire is used to analyze the 
efficacy and usefulness of fuzzy logic based methods as 
alternative methods to classical statistical methods usually used 
for these problems. The proposed methodology could detect 
automatically the most influential members of each 
organization The Wire with 90% accuracy.  

Keywords- Fuzzy Logic; Text Conversations; subgroup 
Identification; hierarchy  

I.  INTRODUCTION 
In the last decade there has been increasing use of online 

platforms such as opinion forums, chat groups, and social 
networks because of broad access to the internet and people’s 
communication needs. This new way of communicating has 
allowed people with different customs, cultures, and locations 
to get together virtually to interact and sometimes cooperate 
around common interests. On the other hand, the motivation 
of many e-commerce companies for understanding the 
behavior of internet users as well as the interest of some 
security agencies for detecting security threats has created the 
need for analyzing the data generated by online communities. 
In addition, because of the massive use of online 
communication tools and large amount of information 
generated by their users, it is almost impossible to manually 
analyze all of the generated information. Therefore, there have 
lately been important efforts that seek to automatically 
analyze and extract relevant information from written data 
corresponding to dialogues among several persons. One of the 
active areas of research is to detect associations among the 
members of an online community by subgroup identification 
in written conversations. The idea of subgroup identification 
is to identify members from a community who have similar 
ways of thinking or have the same affiliation and may 
cooperate each other. Yessenalina et al. [1] proposed a 

methodology that classifies the speaker’s side in a corpus of 
congressional floor debates, using the speaker’s final vote on 
the bill as a labeling for side. This work infers agreement 
between speakers based on cases where one speaker mentions 
another by name, and a simple algorithm for determining the 
polarity of the sentence in which the mention occurs.  Gupte  
et al. [2] address the problem of segmenting small group 
meetings in order to detect different group configurations in 
an intelligent environment. They propose an unsupervised 
method based on the calculation of the Jeffrey divergence 
between histograms of speech activity observations. These 
histograms are generated from adjacent windows of variable 
size slid from the beginning to the end of a meeting recording. 
Elson et al. [3] proposed a method for detecting social 
networks from nineteenth-century British novels and serials. 
They linked two characters based on whether or not they 
conversed.  

Tan et al. [4] proposed an algorithm that seeks to detect 
groups of people in Twitter with the same affiliation. To do 
this, it assumes that connected users are more likely to hold 
similar opinions. Finally, the discussants were classified in 
groups based on how often they reply to each other. Kunegis 
et al. [5] studied user relationships in the Slashdot technology 
news site. Slashdot gives users the option of tagging other 
users as friends or foes, providing positive and negative 
endorsements. Abu et al. [6] identified subgroups in 
ideological discussions. To do this, they identified the 
discussion participants, comments, and the reply structure of 
the thread (i.e. who replies to whom). Then, they used 
sentiment analysis to determine the polarity of the comment 
(positive or negative) made by a particular participant. Finally, 
to identify the subgroup membership of each discussant, they 
use the fact that the attitude profiles of discussants who share 
the same opinion are more likely to be similar to each other 
than to the attitude profiles of discussants with opposing 
opinions. Hassan et al. [7] take into consideration the posts 
exchanged between participants and sentiment analysis to 
build a signed network representation of the discussion. After 
building the signed network representation of discussions, the 
large group of discussants split into many subgroups with 
coherent opinions.  

Also of great interest is the identification of the hierarchy 
of the members from a particular subgroup. The hierarchy of 
a group is important because it allows us to detect the most 
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influential members from a group as well as the role and 
importance of each member in a group. In the case of 
identifying influential members, Rienks [8] proposed an 
algorithm for detecting influencers in a corpus of 
conversations. He focuses entirely on non-linguistic behavior 
and looks at (verbal) interruptions and topic initiations. 
Brdiczka et al. [9] proposed a method for deciding for each 
participant in a thread whether or not he or she is an influencer 
in that particular thread, this approach relies on identification 
of three types of conversational behavior: persuasion, 
agreement/disagreement, and dialog patterns. In the same 
way, Clauset et al. [10] used Markov Chain Monte Carlo 
sampling to estimate the hierarchical structure in a network. 
Gupte et al. [2] proposed a measure of hierarchy in a directed 
online social network, and proposed an algorithm to compute 
this measure. 
The fuzzy logic approach to determining groupings of 
individuals in written conversation extracts features from 
conversations and determines through fuzzy logic the 
likelihood that individuals are in the same group.  The 
approach then considers those who communicate with each 
other coupled with the previous results to increase the 
accuracy of the grouping. The fuzzy logic method allows for 
weight and values to be assigned to features displayed 
through written speech as well as taking into account who is 
in a conversation. The approach relies on empirical data that 
is extracted from the written conversations to determine the 
grouping of each individual. The counting of features 
provides a way to move from qualitative space to quantitative 
space which enables the measurement of the distance 
between characters and assigning them to different groups. 
Features are used as input into the fuzzy logic algorithm 
which groups individuals in conversation based on the 
empirically used features.   

This paper is organized as follows. Section 2 describes the 
proposed methodology to extract influential members from a 
diverse group of persons. Additionally, it also describes a 
method to identify small subgroups of people as well as close 
relations of the members of small subgroups. In the same way, 
Section 3 describes how to find the relationship matrix 
between characters. Section 4 tries to describe the data used in 
the experiments and the results obtained. Finally, Section 5 
shows the conclusions and future works.          

II. FEATURE EXTRACTION 
Extracting features in this context amounts to identifying 
linguistic characteristics of individuals under consideration. 
This is performed in two steps, using the LightSide tool [12] 
for identifying the common characteristics of a group using 
feature vectors, and then reducing the feature vectors to a 
minimum of independent characteristics. LightSide is an 
open source text mining and machine learning tool that can 
extract frequency of word usage and parts of speech features 
to predict membership in certain groups. LightSide is used in 
this case to extract frequently displayed features by multiple 
individuals within the text. “The Wire” text was used and the 

goal was to classify individuals by their place in the 
hierarchy, whether they are Gang, Police, or Informant. By 
informant, we mean that person is connected to both gang and 
police, but he/she is a gang member or used to be a gang 
member. In order to do that, we should have some initial 
knowledge about each group so that we can extend our 
knowledge with a learning algorithm. So we first, marked 
four characters in each group that we already know that 
whether they are police or gang members so we could have 
some initial knowledge.  This is where LightSide comes in, 
this software is able to extract the features of each labeled 
character. It goes through all of the characters that are labeled 
(as police or gang members) and extracts the part of speech 
(POS) features that we are going to deal with for them. As a 
definition, each part of speech refers to a category to which a 
word is assigned in accordance with its syntactic function. In 
English the main parts of speech are noun, pronoun, 
adjective, determiner, verb, adverb, preposition, conjunction, 
and interjection. For instance, the part of speech distribution 
in the sentence below is as follows:  
This (determiner) student (noun) is (auxiliary verb) working 
(verb) on (preposition) an (determiner) interesting 
(adjective) project (noun). 

The way the features are dealt with is general and they can be 
extended to more general cases, because the method is not 
based on some specific words and based on the structure of 
the text. Now two categories of feature are gathered, the first 
one is the initial police POS features (F1P) and the second one 
is the initial gang POS features (F1G). Both groups can have 
some features in common, but some filters are applied to and 
reduce the features to the ones that are specific to each group 
making the features independent. Independence by the two 
groups not having features in common and the two feature 
spaces not having features in common. It is shown in equation 
(1) that F1P is the initial gang POS features, and F1G is the 
initial gang POS features, after reduction the feature space 
will change to FP  and FG . The two feature spaces, F1P  and 
F1G, may have some features in common, but FP and FG are 
fully independent feature vector space and orthogonal to each 
other. 
 

 f1P F1P:f1p F1G    or   F1P∩F1G≠                       (1) 

 f1G F1G:f1G F1P   or   F1P∩F1G≠         (2) 

If       or   FP∩FG=             (3) 

If fP FP fP FG      or   FP∩FG=                (4) 

Now, the police POS features and gang POS features are 
characterized by separate groups. It is the time to go through 
the other characters that have no information about them. In 
other words, extend the algorithm throughout the whole text 
and get some information about the unknown characters. The 
unknown characters are the ones with undetermined group 
affiliation. The labels are removed from the characters that 
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were labeled previously and the text is run through LightSide. 
LightSide will extract all possible POS feature for each 
characters. Each character might have thousands of POS 
features, but among them only the ones common with FP and 
FG are needed. As a result, the feature space is reduced. 
At the next step, we assigned two values for each character, 
one for the number of times they show FP and the other for 
the number of times they show FG. Each person is assigned 
two values of A and B in which, 
A=Number of times character shows FG 
B=Number of times character shows FP 
Equation (5) and (6) show the ratio that each character shows 
FG and FP. 

a= A
A+B

              (5)
  
b= B

A+B
             (6) 

 

III. RELATIONSHIP DETERMINATION 
The objective of our approach is to explore the relationships 
of individuals in conversation and use this as another factors 
in finding characters of the same group. The approach used 
to examine relationships is developed out of the need to 
determine who is communicating with whom and assign 
values to those in conversations together. Values are 
assigned to each individual in a conversation by taking the 
previous individuals in the conversation as well as those who 
follow. There are two methods to determine the values which 
are to assign a true or false value to those in conversation or 
to simply count the number of times that there is a back and 
forth in the conversation. A vector was created for each 
individual in the conversations. The vector consists of N 
columns for each of the N individuals in the total text. The 
approached takes the individual currently talking and assigns 
a 1 to the individuals directly before and after. This would 
mean that the characters are in direct conversation according 
to the text. The algorithm also assigns the value 0.5 to person 
that proceeds and follows the individual by two for indirect 
contact. Suppose the part of the conversation is in the order 
of Table I. Consider Person 1, as connected to person 2 
directly one time and indirectly one time so a value of 1.5 is 
assigned for the relation between Person 1 and Person 2. The 
same can be done for the relation between Person 1 and 3, 
they are connected three times directly which means they are 
repeated right after each other three times and they are 
connected indirectly one time which will assign the value of 
0.5 to their connection. The total value of relation between 
Person 1 and Person 3 would be 3.5. Without seeing the 
individuals who are in conversation this algorithm yields 
insight as to those who are related simply by when they 
speak. The next step is to aggregate the results of the line by 
line conversation and create a vector for each person that 
represents the relationships developed throughout the text. 

Fuzzy logic is the tool used to deal with the crisp numbers of 
equation (5) and (6), by that the numbers are made into some 
interpretable values. 

TABLE I.  PART OF A CONVERSATION 

 

 

 

 

 

 

 

In Table II the relation matrix related to Table I is shown, the 
higher the value in the matrix is considered as a higher weight 
in the relationship between the two individuals. Relation 
matrix is named R and is a N×N matrix which is a symmetric 
matrix. 

TABLE II.  RELATION MATRIX OF TABLE 1 

IV. FUZZIFICATION 
Fuzzy logic is the tool used to deal with the crisp numbers of 
equation (5) and (6), by that the numbers are made into some 
interpretable values. The fuzzy logic algorithm used is based 
on c-mean fuzzy logic clustering algorithm [13]. With three 
different groups (police, gang, and informant), fuzzy logic 
approach helps to assign membership values for each person 
to each group. In this paper we are trying to use the fuzzy C-
Means algorithm, but it has a little difference with C-Means 
method. The difference is that it is not iterative and the center 
of each cluster (group) is known, so there is no need to iterate. 
The C-Means algorithm is a method to calculate the degree 
of membership for each person to each group. The basic and 
challenging part in fuzzy logic is the rules. This algorithm 
helps us to reduce the rules in a great deal which leads to a 
faster process. We have three major rules in our two fuzzy 
logic boxes that are as follows; 

1. If a=1 and b=0 and d=A-B=15 character is gang. 
2. If a=0 and b=1 and d=A-B=-15 character is police. 
3. If a=0.5  and b=0.5  and d=A-B=0  character is 

informant. 

Conversation 
Person 1 
Person 2 
Person 3 
Person 1 
Person3 
Person 1 
Person 4 
Person 1 

Convers. Person 1 Person 2 Person 3 Person 
4 

Person 1  1+0.5=1.5 0.5+1+1+1=
3.5 1+1=1 

Person 2 1+.5=1.5  1  

Person 3 0.5+1+1+1=
3.5 1  .5 

Person 4 1+1=2  .5  
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Different characters have different a , b , and d  value, we 
compare their closeness to each group based on these three 
values. If their values are closer to each of the above rules, 
they will have a higher membership value to that group. 
According to equation (7) algorithm developed allows to 
calculate the degree of membership of each character to each 
group (See Figure 1).  

    1≤i≤3, x X         (7) 

Gi is one of the three groups, in this study G1 is considered for 
gang, G2 for police, and G3 for the informant case. Vector  
is the center of each group in which the values are assigned 
based on empirical observation from dataset, knowing that 
there are three groups implies that there will be three centers 
of the groups F1 , F2 , and F3 . In other words F1 , F2 , and F3 
show ideal values for a person to be gang, police, and 
informant respectively. X is the dataset, and  is one member 
in the dataset which is the normalized feature vector that 
yields some values for each character in order to compare 
them together and see how close they are to each other or how 
far they are from the center of each group (F1, F2, F3). Note 
that each character has a normalized vector x. As a result, we 
are able to calculate how close each character is to the ideal 
gang, police, and informant. There will be three values (μG1

, 
μG2

, μG3
) for each person that gives information about the 

membership of each person to each of the groups. Indeed, 
these three numbers are stored in each row of M1  for each 
character. Each row shows the membership of each character 
in gang, police, and informant group. The same approach can 
be done for the second fuzzy logic box and the membership 
values are named μGi2

(stored in M2) in which i=1, 2, 3 refers 
to gang, police, and informant respectively. This algorithm 
reduces the overlearning process and CPU time since this 
clustering (grouping) method will reduce our rules drastically. 

V. RESULTS 
Up to now, the algorithm that is used in this paper has been 
described, now to implement the algorithm on the dataset. 
The overall flow diagram of the method is shown in Figure 
1. Parts that are inside the dashed line is our black box that 
processes the input data and gives the output as the degree of 
membership of being gang, police, and informant for each 
character. As it was said in previous section, for each 
character there will be three values for μGi1

 and three values 
for μGi2

 in which; 
μG11

+μG21
+μG31

=1   ,    μG12
+μG22

+μG32
=1        (8) 

The μGi1
values for all characters are collected in one matrix 

and called Μ1 , also the same for μGi2
and call it Μ2 . By 

considering the total number of characters as N, Μ1 and Μ2 
are shown in equation (9). 

Μ1=  

μG11
1 μG21

1 μG31
1

μG11
2 μG21

2 μG31
2

             
μG11

N μG21
N μG31

N

    Μ2=  

μG12
1 μG22

1 μG32
1

μG12
2 μG22

2 μG32
2

             
μG12

N μG22
N μG32

N

  (9) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Flow diagram of the method 
 
The characters that are going to be dealt with are the main 
characters in “The Wire”. The output result after applying the 
first and second fuzzy box to the characters and their text are 
according to the Table IV, V. As it can be seen in the, the first 
fuzzy box was not successful to extract the exact rule of some 
characters. It was after using relation matrix and second fuzzy 
box that we were able to extract the rule of each character as 
a gang, police, and informant with high accuracy. Table III 
compares our output results with the k-mean statistical based 
method. It can be seen that k-mean statistical based method 
is able to do so with 85 percent accuracy, but we were able to 
extract the rule of all characters with high accuracy. The 
initial selection of the most influential people among a group 
of persons based on the number of comments made by the 
participants in a conversation yielded the results shown in the 
Table VI. 
 
 
 
 

Text 

LightSide FG and FPExtraction 

All possible POS Feature 
Extraction for All 

Relationship 
Matrix 

A and B for Each Character for 
Their Frequency of FG and FP 

1st Fuzzy Box 

Matrix  = [μGi1
] vectors for all 

RN×N×M1N×3=PN×3 

2nd Fuzzy Box 

Matrix Μ2 = [μGi2
] vectors for all 

158 Int'l Conf. Data Mining |  DMIN'15  |



TABLE III.  COMPARISON BETWEEN THE RESULT OF STATISTICAL 
BASED METHOD AND FUZZY LOGIC BASED METHOD 

 
 
Table VI shows the members who make the highest number 
of comments in a conversation where 251 persons 
participates. The Table VI also shows the affiliation of each 
selected person, and it is marked with red color the persons 
involved in criminal activities, whereas it is highlighted in 
green the members with no criminal activity. The 
accumulated value of all comments made by the members 
shown in the Table VI accounts for the 90% of the total 
number of comments in the 10 episodes of the TV show, The 
Wire. Finally, the methodology based on the number of 
comments recovers the most important characters of the TV 
show. The first group shown in the Table VI is constituted 
mainly by police officers or persons who enforce the law. The 
only character classified in this group who is not a police 
officer is Mr. Sobotka. During the TV show, he makes 
arrangements with European gangsters to smuggle illegal 
goods through the Baltimore’s port. On the other hand, the 
second group is constituted mostly by persons involved with 
criminal activities, that is, drug dealers, smugglers, etc.  
However, a total of 4 characters who are police officers were 
misclassified in the second group primarily related with 
criminal activities. In order to identify the hierarchy or the 
grade of importance of the members that constitute a group 
of persons, it is analyzed three distinct groups of people 
present in the TV show, The Wire. 
 
 
 
 
 

TABLE IV.  THE RESULT FIRST FUZZY LOGIC BOX 

 

 

TABLE V.  THE RESULT SECOND FUZZY LOGIC BOX 

 Results After First Fuzzy Box 
Characters    Accuracy 

Bey 0.14 0.03 0.81   
Avon 1 0 0   

Stringer 1 0 0   
Phelan 0.00 0.99 0.00   

McNulty 0 1 0   
Pearlman 0.00 0.99 0.00   

Carver 0.00 0.99 0.00   
Freamon 0.00 0.99 0.00   
Greggs 0.00 0.99 0.00   

Dee 0.17 0.17 0.65   
Omar 0.00 0.76 0.22  
Bunk 0 1 0   
Norris 0.00 0.01 0.98  

Daniels 0 1 0   
Landsman 0.00 0.99 0.00   

Prez 0.00 0.99 0.00   
Burrel 0.00 0.99 0.00   
Russel 0 1 0   
Nick 1 0 0   

Sobotka 1 0 0   
Ziggy 0.99 0.00 0.00   

 K-Mean Statistical 
Based Method 

Fuzzy Logic Based 
Method 

Character Accuracy Overall 
accuracy  Accuracy Overall 

accuracy  

Avon   

85% 

  

100% 

Stringer     
McNulty     
Carver     

Freamon     
Greggs    

Dee     
Omar     
Bunk     

Daniels     
Russel     
Nick     

Sobotka    
Ziggy     

 Results After First Fuzzy Box 
Characters    Accuracy 

Bey 0.81 0.07 0.10   
Avon 0.98 0.00 0.00   

Stringer 0.96 0.01 0.01   
Phelan 0.02 0.82 0.15   

McNulty 0.01 0.96 0.02   
Pearlman 0.00 0.96 0.02   

Carver 0.02 0.82 0.15   
Freamon 0.01 0.94 0.04   
Greggs 0.02 0.83 0.14   

Dee 0.00 0.00 0.99   
Omar 0.03 0.33 0.63   
Bunk 0.00 0.96 0.02   
Norris 0.00 0.98 0.01   

Daniels 0.00 0.96 0.02   
Landsman 0.01 0.94 0.03   

Prez 0.01 0.90 0.07   
Burrel 0.01 0.90 0.07   
Russel 0.00 0.98 0.00   
Nick 0.97 0.01 0.01   

Sobotka 0.89 0.04 0.06   
Ziggy 0.96 0.01 0.01   
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TABLE VI.  IDENTIFICATION OF THE MOST INFLUENTIAL MEMBERS 
AMONG A GROUP OF PERSONS 

Members Affiliation # of 
comments 

McNulty Police Officer 373 
BUNK Police Officer 238 
NICK Involved in Criminals Activities 228 

SOBOTKA Involved in Criminals Activities 191 
FREAMON Police Officer 175 
STRINGER Top Drug Dealer 164 
DANIELS Police Officer 148 

ZIGGY Involved in Criminals Activities 146 
AVON Top Drug Dealer 126 

RUSSELL Port Authority Officer 120 
GREGGS Police Officer 114 

DEE Drug Dealer 92 
OMAR Involved in Criminals Activities 82 

CARVER Police Officer 77 
VALCHEK Police Commander 70 

HERC Police Officer 56 
PREZ Police Officer 53 

SPIROS Involved in Criminals Activities 52 
LANDSMAN Police Officer 50 

ELENA Police Officer 50 
BODIE Drug Dealer 49 
LEVY Attorney 47 

PEARLMAN leading Assistant State's 
Attorney 44 

RAWLS Police Officer 41 
HORSEFACE Involved in Criminals Activities 40 

That is, the police officers, and two organizations related 
to criminal activities. One of the criminal groups is the 
Barksdale organization which is led by Avon Barksdale and 
Stringer Bell. This criminal organization is responsible for 
multiples crimes and is the most powerful and violent crew in 
the Baltimore area. The other criminal group is the Sobotka 
family that is a Polish American Baltimore family. The head 
of the family is Frank Sobotka, a treasurer for the local union 
at the Baltimore docks. However, He is also involved along 
with his family in arrangements with criminals to smuggle 
illegal goods through the port. Thus, the Sobotka family not 
only has extensive connections to the Baltimore port, but also 
links to the criminal underworld. The hierarchies of the main 
members that constitute the three existing groups are shown 
in Table VII. The Table VII shows the main members of the 
distinct organizations present in TV show, The Wire. 
Additionally, the heads of each organization are highlighted 
in green color; in the same way, the mid-level and low-level 
members are colored in yellow and red respectively. On the 
other hand, the proposed methodology also seeks to 
automatically detect the hierarchy of the members that 
constitute a particular group of persons. 

To do that, it takes into account the following features: 
average value of coordination, number of formulated 
questions, use of modal verbs, number of hedge, use of 
profanity, and number of terms of address. In order to compare 
the rank made by the proposed methodology with actual 

hierarchy of the members that belong to a particular group, it 
is used the squared difference of the obtained ranking and the 
actual ranking such as follows. 

 
e= 3

n3-n
Rk-Ek

2n
k=1        ,     n>1           (10) 

 
Where, n, is the number of members of the group being 

analyzed, the parameters kR  and kE  are the actual ranking 
and the obtained ranking respectively. The parameter e, called 
ranking error, takes values that range from 0 to 1, where a 
value of 0 means no error in the ranking, and a value of 1 is 
the maximum error. 

TABLE VII.  HIERARCHIES OF THE THREE EXISTING GROUPS 

Police Officers 
Barksdale 

organization 
(Criminals) 

Sobotka family (Docks) 

1.Daniels 
(Deputy 
Commissioner) 
2.Freamon 
(Detective) 
3.McNulty 
(Detective) 
4.Bunk 
(Detective)  
5.Greggs 
(Detective) 
6.Carver 
(Detective)  
7.Russell (Port 
Authority Police 
Officer) 

1.Avon (Kingpin) 
2.Stringer 
(Kingpin) 
3.Bey (Soldier)  
4.D’angelo 
(Dealer) 
5.Bodie (Dealer) 
6.Poot (Dealer) 

1.Sobotka (Head of the 
family)  
2.Nick (Sobotka’s 
Nephew) 
3.Ziggy (Sobotka’s Son) 
1.Sobotka (Head of the 
family)  
2.Nick (Sobotka’s 
Nephew) 
3.Ziggy (Sobotka’s Son) 

 

TABLE VIII.   OVERALL OBTAINED RANKING OF THE SEASON 2 OF THE 
WIRE 

Police Criminals Docks 
Freamon Avon Ziggy 
Daniels Stringer Sobotka 
McNulty Bodie Nick 
Bunk D’angelo  
Russell Bey  
Carver Poot  
Greggs   

 
Table VIII shows the overall ranking of the members in 

the three existing groups after averaging the positions of each 
member. 

VI. CONCLUSION 
We have explored the possibility of using fuzzy logic in 

computational linguistics to determine characteristics from 
text. For the particular case that we studied we found that 
indeed fuzzy logic can be a powerful method with high 
accuracy that out performs other methods in clustering and 
subgroup identification. One important aspect for future work 
is more extensive testing on different corpuses of data. 
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Abstract— Business intelligence problems are particularly 
challenging due to the use of large volume and high velocity 
data in attempts to model and explain complex underlying 
phenomena. Incremental machine learning based approaches 
for summarizing trends and identifying anomalous behavior 
are often desirable in such conditions to assist domain experts 
in characterizing their data. The overall goal of this research is 
to develop a machine learning algorithm that enables predictive 
analysis on streaming data, detects changes and anomalies in 
the data, and can evolve based on the dynamic behavior of the 
data. Commercial shipping transaction data for the U.S. is used 
to develop and test a Naïve Bayes model that classifies several 
companies into lines of businesses and demonstrates an ability 
to predict when the behavior of these companies changes by 
venturing into other lines of businesses. 

Keywords- Incremental machine learning; Naïve Bayes 
model; Business intelligence; Commercial shipping data  

I. INTRODUCTION 
ANY “intelligence” problems are particularly 
challenging because of the complexity of the 

underlying phenomenon and the lack of consensus on 
“ground truth” that drives the need to have a team of expert 
analysts apply their collective knowledge.  In some cases, 
the volume and velocity of data to be analyzed makes the 
application of machine-based reasoning desirable to assist 
these domain experts in their analysis, but many new 
analytic advances are needed to realize such an operational 
capability.   
This study utilizes the Port Import/Export Reporting Service 
(PIERS) data [1]—a comprehensive database of U.S. 
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international trade—to drive the research for developing 
advanced intelligence capabilities.      

The PIERS data consists of commercially available U.S. 
import and export shipping transactions, which are typically 
used for competitive business intelligence. In this paper, this 
data is utilized specifically to: 1) characterize the lines of 
business (LOB) to which a particular company belongs 
based on their procurement activity, and 2) detect possible 
dynamic changes in LOB as a company’s procurement 
behavior varies. From a business intelligence perspective, it 
is important to understand when competitors make 
significant changes to their business operations, especially 
expansions into new lines of business. While the use of 
PIERS data is focused on a business intelligence problem, it 
serves as a proxy to address analytic challenges that may be 
applicable to other domains.  

We begin by discussing key analytic challenges and past 
work. This is followed by a description of the PIERS dataset 
and our machine learning based methodology for LOB 
classification. The results of our algorithms are presented 
next. We conclude with a discussion of possible extensions 
of this work.    

II. ANALYTIC CHALLENGES AND PAST WORK 
Our research approach is driven by commercial shipping 

transactions for a set of companies over a ten-year period, 
and produces hypotheses about whether these companies are 
changing their LOB.  While, at first glance, this may seem 
straight forward, there are analytic challenges that are 
discussed below; along with a summary of past work using 
the PIERS data.   

A. Dynamic Models 
Standard supervised machine learning techniques may be 

applied to build models that classify a company to a LOB 
based on features extracted from the PIERS shipping 
records. However, a company changing its procurement 
behaviors does not necessarily indicate that it is expanding 
into a new line of business. If a majority of companies 
within an LOB happen to adopt similar new procurement 
behaviors, then one could just as accurately infer that these 
companies are not expanding into new LOBs, but are simply 
reacting to a dynamic business environment that is having an 
impact on the LOB as a whole. Rather than inundating 
analysts with inaccurate hypotheses, we would want the 
models to detect this LOB-wide behavior change and evolve 
accordingly.    

A Machine Learning Approach for Business Intelligence Analysis 
using Commercial Shipping Transaction Data 
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B. Hypothesis Rationale 
Models that generate inductive as well as deductive 

hypotheses could be useful for domain experts. For example, 
it may be helpful for a user to be alerted that a company is 
suddenly behaving in ways that are no longer consistent with 
its previously classified LOB, it appears to be also useful for 
expert analysts to know why the models have reached that 
conclusion. For example, a classification model may 
compute over the last 90 days that the likelihood has 
dropped from 98% to 90% that Ford Motor Company is an 
automobile manufacturer; however, this doesn’t provide the 
analyst with the insight required to assess whether the 
models took into account observations that she missed or 
whether she believes that the models are flawed, which is 
critical for model steering.  

C. Machine Learning with Streaming Data 
Desirable features of machine learning models from 

streaming data involve: 1) accounting for recent history 
when making predictions, and 2) allowing the models to 
evolve or update with the data streams. Conditioning 
predictions based on history, with moving training windows, 
is an approach that addresses the first case above. For the 
second case, a machine-learning algorithm that 
incrementally learns over the data and updates the model 
with new training instances appears to be appropriate. 
Giraud-Carrier [2] describes incremental learning as applied 
to tasks and algorithms. An incremental learning task 
involves the availability of training examples over time; and 
an incremental learning algorithm, also referred to as a 
memoryless online algorithm, produces hypotheses that 
depend on past hypothesis and the current training example.  

D. Past Work using PIERS Data  
Limited applications were found in the open source 

literature that involved the use of PIERS records for data 
mining. Jeske et al. [3] describe a platform for generating 
synthetic data for testing data mining tools. They 
implemented a resampling data generation algorithm using 
the PIERS data.   

Das and Schneider [4] describe an anomaly detection 
problem and discuss the use of unsupervised methods 
applied to categorical datasets, including: association rule; 
likelihood; and bayesian network based approaches. The 
authors implemented a likelihood-based approach using the 
PIERS data to detect unusual shipments among all imports 
into the country. The focus was on detecting unusual 
combinations of attribute values in the data. 

III. DATASETS 
Our study analyzed PIERS import data records [1], from 

January 2005 to December 2014. The PIERS database 
contains records for every company importing or exporting 
goods in the U.S. For this study, we selected a subset of 
these companies, in particular 17 companies that could be 
categorized within one of three lines of businesses. These 

companies were selected because they had a large number of 
records available and had a well-defined LOB. Future 
analysis will incorporate other lines of business and 
companies. PIERS data is rich with shipment related 
information and at times is noisy with possibly inconsistent 
data entries. Access to the PIERS data records was made 
possible due to the establishment of a strategic goods testbed 
(or data library) at PNNL [5]. The PNNL testbed team has 
created a centralized data location and with a single 
agreement allows access to the PIERS data for research 
purposes. The lines of businesses include: 1) Automotive, 2) 
Clothing, and 3) Appliance. The Automotive companies 
chosen were BMW, Ford, Honda, Hyundai, Nissan, Toyota, 
and Volkswagen. Clothing companies were Guess, 
Gymboree, Hennes & Mauritz, J Crew, Levi, and Ralph 
Lauren. Finally, the appliance companies considered were 
Bosch, Electrolux, General Electric, and LG Electronics. 
The 10-year shipping record counts associated with these 
companies ranged from 108,828 for LG Electronics to 7,572 
for Gymboree. 

In addition to the companies mentioned above, we also 
merged records for several pairs of companies belonging to 
different lines of businesses (where over time, the record 
counts from the starting LOB company incrementally 
decreases and the other LOB company increases). The 
motivation behind this merge was to test whether our 
classification algorithms can detect changing LOB over 
time. Several hybrid companies were formed with several 
different rates of change. For illustration purposes, we 
examine one such hybrid, which started with records from 
Ford and slowly injected records from Old Navy into the 

data over time.       
Every record in the dataset has as many as 54 different 

attributes. These attributes contain information about the 
shipper, shipment, and arrival/departure locations. Table 1 
presents a selection of these attributes separated by variable 
class: quantitative or categorical. A challenge working with 
this dataset was the identification of attributes that 
characterize and classify companies into a LOB and can help 
detect deviations with dynamic changes in procurement 
behavior. One such challenge is that limited quantitative 

Categorical Quantitative 
Date 
Shipper 
Shipper Address 
Consignee 
Consignee Address 
Carrier 
Country of Origin 
Port of Arrival 
Port of Departure 
U.S. Destination 
HS Code 
Short Commodity Description 

Weight (lb, kg, etc.) 
Measure (cubic ft, etc.) 
Quantity (bags, pkgs, etc.) 
Estimated Value 

Table 1. Examples of PIERS record attributes by variable class. 
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variables are available, and the variables that are available 
are recorded with many different units of measurement. 
Additionally, in some records, no units of measurement are 
recorded. Many categorical variables are available including 
but not limited to: the final destination of the shipment, the 
departure port, the harmonized system (HS) code for tariff 
purposes, and a commodity short description. 

IV. METHODOLOGICAL APPROACH 
Our modeling methodology is comprised of five steps: 1) 

identification of key data attributes, 2) creation of a data-
driven library of attribute values, 3) selection of a machine 
learning model, 4) training and testing strategy, and 5) 
model evolution plan. A description of each methodological 
step follows. 

A. Selected Data Attributes 
The choice of data attributes was driven by their potential 

to characterize a company within a LOB.  We explored the 
evolution of several attributes over time for various 
companies, and our attribute set for further analysis 
included: 1) Commodity Description, 2) U.S. Destination, 
and 3) Port of Departure.  All three selected attributes 
contain text information. Commodity description contains 
blocks of text associated with the shipment and/or company. 
Since we only consider import data, U.S. Destination is 
listed a city within the U.S. where the shipment is headed, 
and Port of Departure is a foreign port where the shipment 
began its journey. Figure 1 presents an example frequency 
plot of words that are contained in the commodity 
description field of Hennes & Mauritz, over a subset of time. 
In this example, Ladies is the most frequently occurring 
word.  

Similarly, example frequency plots of shipment counts by 
U.S. Destination over time were prepared to assess 
variability of shipment location characteristics (see Figure 2 
for data associated with Hennes & Mauritz). Each plot in 
Figure 2 corresponds to a different U.S. Destination city and 
each bar in a given plot corresponds to shipment counts for a 
chosen time block.  In this example, the location with the 
most frequent spikes/bars (i.e. count of arriving shipments) 
is New York City.   

B. Library of Attribute Values 
Attribute values (or text strings) were first split to create a 

list of unique keywords, final U.S. destination cities, and 
departure ports for each company within the three lines of 
businesses. The percent occurrence frequencies of these 
unique attribute values were then computed for different 
blocks of time; and an overall mean percent frequency was 
evaluated. Table 2 presents an example of percent 
frequencies of keywords for Hennes & Mauritz. Similar 
frequency tables were created for the cities and departure 
ports. A minimum mean occurrence threshold level of 5% 
was chosen to select unique keywords, and a threshold of 
2% was chosen for selecting cities and departure ports;
leading to the creation of the attribute value library.       

 
Three attribute value libraries were developed thereafter; 

one each for the keywords, cities, and departure ports
covering information from all companies across all lines of 
businesses. Each library contains a list of primary attribute 
values along with their spelling and parts of speech 
variations found within the data records. For example, the 
keyword library list item Auto along with Automobile, 
Automotive, and Autos. These data libraries were key inputs 
for training the machine learning algorithms.   

C. Machine Learning Algorithms 
A large number of features could possibly be extracted 

from the three selected attributes within the PIERS data. 

 
Fig. 1.  Example frequency plot of words contained within 
commodity description attribute for Hennes & Mauritz. 

 
SAMPLE ATTRIBUTE VALUE PERCENT FREQUENCIES

Keyword Time  
Block 1 

Time 
Block 2 … Overall 

Mean 
 
Cot 
Ladies 
Knit 
   

 
0.185 
0.140 
0.115 
    

 
0.185 
0.145 
0.150 
    

 
… 
… 
…  
  

 
0.207 
0.162 
0.149 
     

 

 
 

 

 
Fig. 2.  Example frequency plot of shipment counts by U.S. 
destination for Hennes & Mauritz. Each plot corresponds to a different 
U.S. Destination city and each bar in a given plot corresponds to 
shipment counts for a chosen time block. 

Table 2. Attribute frequency as a proportion of records. 

164 Int'l Conf. Data Mining |  DMIN'15  |



Moreover, dependencies may also exist among these 
features. As a starting approach, a Naïve Bayes classification 
technique [6] was adopted for the LOB classification 
problem. The Naïve Bayes approach is based on Bayes 
theorem and assumes that conditional probabilities of 
independent variables are statistically independent. Three 
independent Naïve Bayes models, one for each LOB, were 
fit to training data from companies from all three LOB’s. 
Thus, the conditional probabilities of a company being in 
each LOB do not necessarily have to sum to one. 

The nodes or explanatory variables in the Naïve Bayes 
model were the proportion of records in a given timeframe 
that contained each of the items listed in the data libraries for 
keywords, cities, and departure ports. As a result, we had 
163 total nodes (83 keyword types, 26 cities, and 54 
departure ports). A probabilistic expression for the Naïve 
Bayes algorithm LOB classifier can be expressed as:  

 
 

      (1)  

where B refers to a LOB, W, C, and D refer to the proportion 
of records that contained a keyword K, a destination city C, 
and a departure port D, respectively.  is the prior 
probability of a LOB, and  is the conditional 
probability of event x given event y is observed. 

D. Training and Testing 
The first 5,000 records of each of the 17 companies were 

used as training data for each of the Naïve Bayes models. 
The explanatory variables were calculated for windows of 
training records of 150 records. Training cases were 
computed for moving windows of 150 records with a step 
size of 50 records. Each rolling window was evaluated on 
the attribute values of interest (for keywords, U.S. 
Destination, and Port of Departure) and a proportion of 
occurrence was calculated. The step between different 
windows was of size 50 records, and this rolling window 
process was repeated over all of the training 
records. Additionally, each training set summary record was 
assigned a response variable of one or zero (for each Naïve 
Bayes model: Appliance, Automotive, and Clothing) 
indicating the company’s true LOB during the training 
period.   

A separate Naïve Bayes model was fit from the training 
data for each LOB: clothing, automotive, and appliances, 
resulting in a total of three models. Fitting models for each 
LOB independently allows for the possibility of an 
individual company behaving in a manner similar to several 
LOBs and does not force predicted probabilities to sum to 
one. Predictions of a company’s LOB can be generated for 
any reasonable moving block size at a true streaming level 
(i.e. a new predicted probability of each LOB can be 
generated with each new incoming record). However, for the 
purpose of demonstration here, the testing data that was then 
evaluated on these models was again created by a similar 

method to that described above for the training data (window 
width = 150, sliding windows), except that the step between 
different windows was of size 15 records.  The testing data
for each company was comprised of the remaining records
for each company (after the first 5,000 records were 
removed for training purposes) over a ten year period as 
described previously. 

V. RESULTS AND DISCUSSION 
We proceed by evaluating the predictive capability of the 

Naïve Bayes models with the 17 companies previously 
discussed. We then investigate the models’ capability to 
detect changes in company behavior, by examining model 
performance for the aforementioned hybrid company.  

The accuracy of each model for each company was 
assessed for the testing data. Figure 3 summarizes the 
accuracy of each model by company. Most clothing 
companies had a near perfect accuracy across all three 
models. The accuracy of the clothing LOB model is very 
accurate (greater than 95% accuracy) for all companies. 
However, the accuracy of the auto and appliance LOB 
models performed less accurately in the case of a few 
companies. For example, the auto LOB model incorrectly 
identified Bosch as an automobile company in more than 
half of the testing data cases. This behavior is not entirely 
unexpected as both the automobile and appliance industries 
involve electronics and other similar products. Upon further 
inspection, Bosch contained many records with keywords 
that were also seen in the automobile companies (e.g. parts, 
motor, etc.). 

 

 
Fig. 3. Naïve Bayes model accuracy by company for three LOB models. 
 
The overall model performance was assessed taking into 

account all companies. Because the number of records, and 
thus testing data points, varied from one company to 
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another, we consider the first 250 summarized window 
testing data points. Table 3 summarizes the accuracy, false 
positive rate, and false negative rate for each of the LOB 
models. Overall, the three models are able to discriminate 
between different LOB’s. Additionally, Figure 4 gives a 
receiver operating characteristic curve (ROC) for the 
clothing LOB model. 

 
Fig. 4. ROC curve for clothing LOB model over all companies. 
 
We further evaluate the models’ ability to identify 

changes in company procurement/LOB behavior by 
generating predictions for a hybrid data set that transitions 
from a purely automotive company to adding a partial LOB 
in the clothing industry.

 
Model Accuracy FPR FNR 
Auto 0.9877 0.0204 0.0009 
Clothing 0.9971 0.0045 0.0001 
Appliances 0.9789 0.0100 0.0571 

Table 3. Overall performance metrics for each LOB model. 
 
Figure 5 shows the predicted probability of the hybrid 

company belonging to each LOB. In the beginning periods 
of the testing data when the testing data is comprised of just 
automobile records, the models classify the pure records 
correctly. Additionally it can be seen that the models pick up 
on the injection of clothing records into the testing data. 
However, the predicted probabilities tend to switch between 
the two models in a dichotomous manner. This behavior is 
due to some highly discriminate explanatory variables (e.g. 
keywords of auto or seatbelt). When these words appear in 
the dataset in any proportion, the records get classified as 
being from the automobile LOB. This dichotomous behavior 
continues, because the model is never updated to reflect 
changes in company procurement habits and entry into a 
new LOB. 

VI. CONCLUSIONS AND FUTURE WORK 
We have demonstrated that Naïve Bayes classification 

models using keywords, destination cities, and ports of 
departures are able to effectively classify a businesses LOB, 
based on past procurement behavior. Additionally, these 

models are able to detect changes in a company’s 
procurement behavior. However, the ability to model a 
company going into a second LOB and accurately model the 
company still participating in the original LOB was 
unsuccessful with only dichotomous training examples.  

Fig. 5. Probabilities of LOB’s for records in the hybrid auto and clothing 
company. 

 
A class of algorithms that may naturally support 

predictive analysis on this streaming data may be found in 
the vicinity of incremental machine learning.  Traditional 
machine learning approaches assume that a good training set 
is always available a priori and contains all the required 
knowledge to construct sufficient models that may applied to 
new examples or problems, which is not the case when 
changes in data dynamics are present. A wide variety of 
incremental learning algorithms have been developed in 
machine learning areas such as Bayesian networks [7-9], 
neural networks [6-7], support vector machines [10-12], and 
decision trees [13]. These methods should be adapted to
automatically generate or retrain the incremental models to 
automatically evolve as drifts in company behavior and 
procurement features emerge in the data streams. 
Additionally, metrics for model evolution and the evolution 
of model features should be developed to help in eliciting 
domain expert feedback.  
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Abstract - The rise of social media has led to an explosive 
growth in the size of data generated, data growth has 
undergone a renaissance. The pervasive espousal of social 
media into our daily lives has opened many opportunities for 
researchers to deep dive into human behavior. Many aspects 
of human behaviors have been explored using media data, 
example, detecting and monitoring mood state, forecasting 
sentiment analysis etc. Another important aspect of human 
behavior where a significant interest lies is identification of 
author identity. Predicting author characteristics, preferences 
and opinions helps answer many social science questions and 
support many commercial applications especially in e-
commerce business.    
Identifying gender using author names and profile names by 
Twitter and Google are some examples of many advances in 
this area. 

Our work in this research takes it to the fore with ability to 
even classify anonymous users or authors. It is engrossed 
towards disambiguating author gender through lexical choice, 
choice of syntactic structure, capitalizing on linguistic nuances 
and textual meaning. 

The results of our research are quite promising and endure 
witness to the validity of approach. 

1. INTRODUCTION 
 

Electronically available texts are sometime casual and sometime 
topic driven. Sociolinguistic variation is found among gender in 
articulation of their thoughts through words. The language-gender 
relationship has long been point of discussion within Sociolinguistics, 
Linguistic Anthropology, Linguistic Psychology and related 
disciplines. More so, since men and women have different language 
styles with different pattern of communication, lexical pattern and 
paralinguistic cues. Therefore, even in e-text there is latent difference 
in trace & trend of writing and word selection.  

Most of the players in the social media space are predicting gender 
using either the name of the authors or user account name/ followers. 
Twitter says, “We’re able to understand gender by taking public 
signals users offer on Twitter, such as user profile names or the 
accounts she or he follows”. However, Google determines user's 
gender when a user provide his name to a Google account or to a 
Google partner. With these approaches classifying gender is easy to 
discover using a service like Dots Name Validation however in many 
 

 

scenarios this information is not available or is in a tangled state. In 
this paper , we have explored statistical and machine learning 
techniques that can help us in identifying the gender of authors based 
on text flowing around the social media and blogs. Our main premise 
in this paper is based on that men and women use different lexicon. 
Statistical methods can substantially reduce noise and predict the 
speaker’s gender guided by the signals derived from the words they 
use. 

There are diverse applications to this methodology across 
computational linguistics, such as identifying the target potential user 
groups, targeting gender specific campaigns, building customers for 
remarketing and diversity of preferences. For the ecommerce 
business, this will help in segmenting their customers by product, 
categories, brands and other demographic composition. This can also 
help in pursuing changes to gender specific styles in lexicon over a 
period of time. 

To address these concerns, we used machine learning techniques 
and algorithms for gender identifications after limiting the gender bias 
in concepts while extracting the data. The goal of this paper is to 
answer four specific questions, they are as follows: 

a) Does any gender specific patterns exists in the 
documents  

b) Can these patterns be captured from the word 
corpus and converted to predictors 

c) Are these patterns able to statistically predict 
gender 

d) Which supervised learning approaches are able 
to provide optimal results 

The novelty of our approach lies in leveraging sociolinguistics, 
gender specific characteristics on social platforms, stylometric 
analysis techniques and vocabulary indicators to disambiguate 
user gender on social media. Our approach is independent of 
deterministic information revealed by the user. Even if the 
deterministic indicators are not available which is more so the 
case on social platforms our framework is able to 
automatically infer gender from user generated content on 
social websites. Our experiment results have confirmed that 
personal traits can be predicted with higher level of accuracy 
by analyzing linguistic variation.  
Textual meaning  includes savor of affect, genre and 
personality these characteristics are broadly captured by 
writing style and classify the ‘how’ of text  

Amit Choudhary, Praveen Kumar, and Sridhar Jeyaraman,  
Analytics, Annik Technology Services Pvt. Ltd., Gurgaon, Haryana, India 

Supervised Machine Learning Approach for Gender 
Disambiguation from User Generated Unstructured 

(Text) Documents 
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The key steps in our framework includes: 
a) Data extraction and pre-processing 
b) Language processing – tokenization, lemmatization 

and part of speech 
c) Lexicon formation 
d) Supervised learning and modelling 

The further details of each of these steps are outlined below in 
sections 3 to 7.3 

2. RELATED WORK 
 
There exists a quantum of research in the area of gender 

prediction using textual data from social media and it is 
established that there are significant linguistic differences 
between women and men. Majority of the previous studies 
have their links to social roles and explored the forms of these 
linguistic distinctions. Numerous linguistic features and 
patterns have been determined, primarily, functional words, 
writing syntax, character usage, frequency of words. Robin 
Lakoff (1973) introduces the research to the field of 
sociolinguistic based on the idea about women’s language, 
noted mainly to social justice and power in conjunction to 
gender. As per Lakoff, women’s talk has some key 
characteristics: 

1. Use of Hedges, e.g. “it seems to be, “sort of” 
2. Tag questions and rising intonation, e.g. “You don’t 

mind reading this, do you?” 
3. Use of intensive, e.g. “so” 
4. Very polite, e.g. “It would be much appreciated…” 
5. Empty adjectives, e.g. “divine”, “lovely”, “cute” 
6. Set of words specific to their interests, e.g. “dart”, 

“shirr”. 
Modern time researcher’s view point is that, the main 

drawback of Lakoff’s studies is lack of any empirical 
foundation. Instead of collecting the corpora of male and 
female speech, Lakoff made claims based on observations 
around her own social circle and intuitions.  

Numerous studies from previous to most recent research 
have similar conclusions regarding which of these linguistic 
patterns that best differentiate female and male authors. 
Largely based on these researches that women tend to use more 
emotionally charged language as well as more adverbs and 
adjectives, and they apologize more often than men. 

3. DATA EXTRACTION AND PRE-PROCESSING 
 

One primary challenge in data extraction was selection of 
gender neutral topics and getting an un-biased mix for both 
genders. For that purpose, we extracted data from various 
blogs on politics, education, travel and tourism, science & 
technology, entertainment, sports. Post extraction data was 
integrated and pre-processed merged all the data sets on 
different topics in randomized order. At the same time kept 
note that we have balanced representation of all the topics as 

well as both the genders. We extracted data in form of blogs, 
sub-blogs and respective gender of the bloggers. To simplify 
things, we appended all the blogs and sub-blogs and 
randomized it again. Now, we had data with sample size of 
around 23K (Male – 48% and Female – 52%) with balanced 
representation of both genders and all the relevant topics. 

As part of pre-processing we eliminated spam posts, 
eliminated duplicate posts to avoid any attempts to obfuscate 
lexicon words.  

4. LANGUAGE PROCESSING 
 

Basic intent behind this step was laying the foundation for 
statistical modelling. Therefore, we parsed our data into 
concepts (i.e. relevant words) and frequency of concepts for 
each case data /document in our data set. We used whitespace 
to tokenize and extract all possible concepts from the text data. 
For simplicity, our implementation was focused on single-
word terms.  However, for group of words we took reference 
of our dictionary and tokenized those group of words as one 
concept (e.g. as soon as, thank you, instead of, etc.) Testing 
point in this step was tokenization of misspelled words, 
gibberish characters, and multiple lines in same cell of our 
data. With this process we come across 16000 plus concepts & 
for each we had to have 1 column. Thus, we had 16000 plus 
variables in totality to create this model. These many numbers 
of variables were itself a challenge. So as a next step, we went 
for categorization of concepts (i.e. grouping words into 
different categories). At the one end it was helpful in reducing 
the concepts but at the same time it was the most important 
step towards capturing the linguistic patterns and variations for 
statistical modeling. As an inherent step for statistical 
modelling we required an extensive dictionary which should 
have all the possible concepts and categories for grouping 
those concepts. 

5. DICTIONARY GROUNDING AND MATURING 
 

Since, one of the most important concept behind 
disambiguating gender is difference in stylometry and use of 
lexicon by different genders. Therefore, this step required 
special attention and holistic approach such that, we could 
capture maximum possible linguistic variations. In this step we 
took reference of several renowned word categorization 
dictionaries like ROGET, POS, etc. (as represented in Table-
1). During implementation of this step we came across a well-
known scenario, where some of the concepts were falling into 
more than one category. In lieu of capturing the optimal 
stylometric pattern without overlay of information we took out 
the duplicity. After going through many approaches we finally 
choose conventional approach (i.e. putting those words into 
most appropriate categories with simple English grammar) to 
resolve this problem of duplicity. At the end of this step we 
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accomplished our dictionary with grouping all the possible 
words/concepts into 101 categories. 

There are many state of the art techniques for text taxonomy 
like Rule Based, Decision Trees, SVM and Variable 
Clustering. To statistically cross-validate our corpus we tried 
several of the above given techniques. Results from all the 
tested techniques were more or less in line with our corpus, 
however variable clustering results were the most closest to 
our dictionary leading to 101 categories. 

It was not possible to mature our dictionary in the first go. 
Thus, we repeated above mentioned steps several times to 
mature our dictionary to include most of the possible words 
and make it vast & enriched. 

POS ROGERT Stylometry Sentiments Other word 
type 

Adj.All, 
Adj.Pert, 
Adj.Ppl, 
Adv.All 

Existence, Relation, Quantity, 
Order, Time, Change, 
Causation 

Number of 
Sentence, 
Number of 
Words 

Negative 
Positive 

Tone, Mood 
and 
Emoticons 

Noun Space in General, 
Dimensions, Form, Motion 

Mean 
Sentence 

Uncertainty 
Litigious 

Causal, 
Certainty, 
Cognitive, 
Exclusionary, 
Factual, 
Function 
Words, Hedge 
Words, 
I Words 

Verb Matter in General, 
Inorganic Matter, Organic Matter Mean Words 

Constraining 
Superfluous 
Interesting 

Taboo 

Preposition Formation of Ideas,  
Communication of Ideas 

Word 1 To 
Word >= 10  Personal , 

Family 

Number General, Personal, Sympathetic, 
Moral and Religious Affections   Physical 

Function 

6. DATA PREPARATION 
Data preparation was an integral part for this work. We 

delineated two approaches towards this important step to 
consider both dimensions i.e. accuracy and computational 
overhead. In the first instance, aggregated sum of frequency of 
all the concepts falling into same categories was taken into 
consideration. Advantage of this approach was that it was 
taking the holistic pattern and variability from data. 

Secondly, we formulated flag variables as the predictors for 
all the concepts falling into the categories. The primary intent 
to this method was to check if we can make it less 
computational intensive without losing too much accuracy. 

7. MODELING 
In this segment, we describe the complete statistical modeling 
framework that learn patterns and features at different depth. 
Based on the enriched dictionary that we prepared, we 
classified them in categories for processing them for our 
analysis.  

 
The figure below illustrates the framework for gender 

disambiguation. 

                       
                         Table 1: Key features used in lexicon formation 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1: Framework for gender disambiguation 
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7.1 FEATURE EXTRACTION AND SELECTION 
 

In order to identify the most important categories that have  
the ability to classify the gender we used feature selection. This 
also helped us in speeding up the modeling and removing the 
categories that has little or no predictive importance. We have 
applied different techniques to address this problem, ranging 
from classifying the categories based on significant to the 
target at different confidence interval levels (95% and 90%) to 
using random forest for calculating the variable importance 
and also the dimension reduction techniques like principal 
component analysis. By reducing the dimensionality of the 
predictors correlated information is eliminated at the cost of 

loss of accuracy.  
So there is always a trade-off between accuracy and the 

computational overheads of retaining all the predictors without 
application of feature selection. Thus, broadly we had two 
feature selection objectives: (a) finding significant variables 
highly related to the target to magnify all the important 
variables; and (b) to find a small number of predictors 
sufficient for good prediction of the target in order to have a 
parsimonious set of important variables. We appropriated the 
best subset of predictors from both the techniques (i.e. random 
forest & predictors significant to target) which had the higher 
discriminating power on gender. The tables below illustrates 
the variable importance and ranked predictor significance for 
top predictors from both the techniques.

 

Top 11 Predictors 
Mean 

Decrease 
Accuracy 

Mean 
Decrease 

Gini 
S_IWORDS 39.92019002 54.90933723 
S_ARTICLE 21.90926807 38.11648143 
S_FAMILY_REFERENCE 18.07971937 15.71815225 
S_NOUNSWORD 16.76391246 33.02705219 
S_COMMUNICATION_OF_IDEAS 15.68705501 21.85298504 
S_NOUNFOOD 14.64962223 9.46747482 
S_CAUSATION 12.36346868 25.34362742 
S_PREPOSITION 12.22683828 34.29444727 
S_DIMENSIONS 12.16362851 27.67310641 
S_ADVALL 11.71435787 27.82333671 
S_NOUNGROUP 11.69029254 11.70854028 

          
Table 2: Variable Importance from RandomForest Algorithm 

 

Rank Top 10 Predictors 
 

Value 
 

1 S_NOUNGROUP 0.999985537 
2 S_IWORDS 0.99989695 
3 S_FAMILY_REFERENCE 0.996534627 
4 S_ADJPERT 0.996268832 
5 S_SOUNDADJECTIVES 0.993602358 
6 S_NEGATIVE 0.992823307 
7 S_NOUNATTRIBUTE 0.992798283 
8 S_VERBCOMPETITION 0.991902935 
9 S_POSITIVE_TONE 0.989867443 

10 S_FORM 0.98637848 
                

Table 3: Ranked Predictor Significance against target 

7.2 STATISTICAL TECHNIQUES 
 

In order to select the most efficient classification method 
based on accuracy and stability, the experiments were 
performed with different statistical models using the matching 
combination of features and patterns to ascertain the most 
optimal algorithm. We applied varied classification techniques 
ranging from Logistic Regression, Bayesian Network 
Classifier, Support Vector Machine, Classification & 
Regression Tree and Neural Networks with the features set 

described earlier. The individual model results established that 
Neural Network algorithm was most accurate in determining 
the gender. To gauge the accuracy level and reduce the error, 
we ensemble the best performing individual models. The 
results were quite interesting, we were able to increase the 
overall ensemble model performance better than the individual 
models. Gender classification was performed on the extracted 
web blog dataset with balanced topics. In the overall dataset, 
80% of the documents are used for training and the remaining 
were used for testing.

 
Training dataset Testing dataset 

Percent Correct AUC Gini Percent Correct AUC Gini 

Overall 

Logistic Regression 65.5% 0.721 0.442 60.5% 0.632 0.661 
Bayesian Network Classifier 63.0% 0.691 0.381 59.2% 0.622 0.653 
Support Vector Machine 63.6% 0.678 0.356 59.3% 0.626 0.661 
C & R Tree 62.6% 0.682 0.363 58.5% 0.643 0.686 
Neural Networks 72.5% 0.634 0.268 69.3% 0.747 0.805 

Male 
Logistic Regression 64.2% 0.688 0.376 54.7% 0.572 0.373 
Bayesian Network Classifier 62.3% 0.719 0.437 57.0% 0.588 0.348 
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Training dataset Testing dataset 

Percent Correct AUC Gini Percent Correct AUC Gini 
Support Vector Machine 62.7% 0.691 0.382 57.3% 0.604 0.401 
C & R Tree 61.6% 0.698 0.395 56.6% 0.623 0.302 
Neural Networks 71.3% 0.650 0.299 67.4% 0.711 0.276 

Female 

Logistic Regression 66.8% 0.724 0.448 66.3% 0.677 0.338 
Bayesian Network Classifier 63.7% 0.695 0.389 61.3% 0.633 0.416 
Support Vector Machine 64.5% 0.665 0.329 61.2% 0.653 0.435 
C & R Tree 63.5% 0.665 0.330 60.3% 0.647 0.375 
Neural Networks 73.7% 0.618 0.236 71.1% 0.757 0.306 

                                                
Table 4: Overall and Gender wise accuracy (best-fit model in bold) with 95% CI 

 
The results of the different statistical techniques were 

applied on the sum of frequency dataset. The predictive power 
for overall data and across the gender was in sync. The model 
results on the training and testing datasets were profoundly 
stable with (+) 5% deviation in accuracy.  

As expected at individual level, the best performing 
algorithm was found as neural network (NN) with the 
deviation of (+) 3% in train and test datasets. Rational behind 
our expectation of NN being the best performer was that, since 
this kind of data has large interaction and considering it NN 
would be the best statistical technique for it. In Neural Network 
algorithm we used multilayer perceptron and radial basis 
function separately with different hidden layers ranging from 
2 to 16, the model was more or less stabilized at 8 hidden 
layers. At the same time Multilayer perceptron was performing 
better than radial basis function in terms of accuracy. For 
several methods, we used bagging technique to control over-
fitting. At the individual model stage, we have not used any 
feature extraction or selection methodology.  

To enumerate the strength of relationship between gender 
and the category corpus in our blog data, we initially trained a 
logistic regression classifier. Our approach was somewhat 
different from the traditional approach, we considered gender 
as the dependent variable, and the independent variables are 
the 101 grouped categories developed around our dictionary. 
For evaluation of our model we relied mostly on percentage 
correct (i.e. accuracy percentage), AUC (i.e. area under the 
curve) and Gini coefficient (i.e. measure of statistical 
dispersion between observed and predicted values). Although 
Table 4 above is self-explanatory, however, we would like to 
highlight on some of the key results. Looking at the 
comparison of models NN was providing the highest 

prediction accuracy percentage of 72.5% in training dataset 
and 69.3% test dataset. 

It was indicating stability in model but there was greater 
scope of work on increasing the accuracy. Thus, we went 
ahead to ensemble different models. 

We tried several combination of algorithms to ensemble and 
achieve the optimal accuracy and stability in and out of sample. 
The best ensemble algorithm was achieved by the combination 
of NN and Classification & regression tree (C&R). Combining 
multiple classifiers generally performs better than the single 
classifier, however the challenge remains in the construction 
progression (parameter tuning, predictor diversity and the 
technique of combining individual models). Boosting and 
bagging were used for engendering the individual networks, 
followed by bootstrapped aggregation to construct ensembles. 
Since the base classifiers were unstable, bagging worked well 
for us even reducing the variance of the individual classifier. 
With the use of NN algorithm in the ensembles models we 
were able to approximate the complex non-linear mappings. 
Also since it does not make priori assumptions on the 
distribution of the data and minimizing the interactions 
between the factors, NN algorithm was more stable on our 
training sets in the ensemble models. 

We have combined the individual predictions of NN by 
using majority voting, as that worked well across the 
bootstrapped sample. The C &R tree algorithm we examined 
the best split among the classifiers by reducing the impurity 
index, further the tree was prune based on the cost 
complexity algorithm which adjusts the risk estimate based 
on the number of terminal nodes in our model. For our 
ensemble models we have used the feature selection as 
discussed in the above section. 

 

 
Training Testing 

Accuracy AUC Gini Accuracy AUC Gini 
Overall Ensemble 

(Neural 
Network and 
C & R Tree) 

87.3% 0.948 0.895 85.97% 0.936 0.872 

Male 85.8% 0.932 0.880 84.45% 0.919 0.857 

Female 88.3% 0.959 0.905 87.06% 0.948 0.883 

Table 5: Overall and Gender wise accuracy with 95% CI 
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                        Figure 2: ROC Curve 
 

7.3 EVALUATION OF MODELS 
 

Assessment of the ensemble model performance was done 
by a method that was independent of any threshold, the area 
under the receiver operating characteristics (ROC) curve. This 
is mostly recommended for comparing two class classifiers, 
since it does not merely summarize performance at a single 
arbitrarily selected decision threshold, but across all the 
possible threshold. Furthermore, ROC curves are unvarying 
under changing distribution of the binary classes (like Gender).  

Lastly, in order to have a more reliable estimate of the 
ensemble models, we used five–fold cross validation.  The 
original data was randomly divided into five mutually 
exclusive subsets.  One subset of the data was removed and 
remaining cases was used to build the ensemble models. This 
model was then applied to the removed section and its 
empirical error was calculated.  This process is repeated on the 
other four subsets and the mean empirical error was considered 
as the final estimate of the model. We achieved the same level 
of accuracy in five-fold cross validation   as the one achieved 
in the test dataset. 

 
8. CONCLUSIONS AND FUTURE WORK 

 
As described earlier, the drive of this work was to capture 

stylometric difference between Male/Female and developing 
an optimal algorithm to predict the gender for same. We 
believe, with the level of accuracy we have got in this venture, 
it would be reasonable to conclude that we have succeeded in 
our efforts. At the same time we would like to honestly accept 
that we are still finding some scope of improvement in it, 
which would be pivotal for the industry & our clients.  

We hope that our efforts will be valuable since our 
dictionary enrichment process is an ongoing process. This 
pattern mining from e-text and various other sources of text 

will be statistically viable and would be expedient in business 
use cases. We have tried to simplify the process of Gender 
prediction, so that it is easy to cognize both at theoretical and 
deployment level. 

Future work would include expanding the categories and 
features to include other style markers as well. We also plan to 
combine three approaches: 

 
1. Our approach through sociolinguistics  
2. Discovering gender through names 
3. Any cues given in the content like ‘today is my wife’s 

birthday’ etc. 
 
To reap the benefits out of all and plug-in any gaps of 
individual approaches. 
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Scalable Mining of Frequent and Significant Sequential Patterns

Zs.T. Kardkovács1, and G. Kovács1
1U1 Research, Budapest, Hungary

Abstract— In this paper, we argue on and we prove con-
structively that considering significance and support in a
hand to find sequential patterns can be solved more effi-
ciently than the original problem in terms of using less time
and computer resources, and even finding new interesting
patterns of low support items. Our approach helps to define
patterns and anti-patterns as well, which provide us to do
a search for frequent patterns and null hypothesis testing
simultaneously. Experiments in health care databases show
that our method not only reduces the search space for
new candidates, but it scales much better than well-known
algorithms for large databases.

Keywords: sequence mining, interestingness, frequent sequential

patterns, tf-idf, health care database

1. Introduction
Finding patterns in sequential data sets has become im-

portant in many applications such as fraud detection, per-

sonalized health care, and recommendation systems. In these

applications, there are known observations/items/events/eval-

uations (items in short), and the task is to find a statically

relevant connection between prior and current items, assum-

ing that the correlation between these items are static, i.e. the

variance of correlations do not change in time. A sequence

of items called pattern is relevant if it is frequent enough

and unexpected in the sense that measured frequencies are

notably different from null hypothesis.

Data mining solutions suggest finding frequent patterns

first based on absolute and/or relative frequencies called

support as a sole criterion. Unexpectedness/significance/in-

terestingness (significance in short) is being addressed sep-

arately, later in the process. This approach implicitly states

that support overweights significance hence the latter is taken

into account if and only if a pattern is frequent enough. Fig-

uratively speaking, well-known pattern mining techniques

reveals frequent patterns about e.g. beers, cheeses, and

dumpers, but they eventually miss the most profitable high-

end market, e.g. old whiskeys, caviars in general because

customers purchase expensive products far less often.

The two properties strongly correlate:

• if the minimum threshold for support is set too high

then significant patterns might be omitted,

• if it is set too low then most of the found patterns

are trivial, particular cases of others, or they are not

significant.

There is no known golden rule for setting the minimum

support threshold properly. Can significance help setting

minimum support threshold?
Definition 1: A data mining pattern P is said to be rela-

tively significant regarding an item I if I ∈ P, P is previously

unknown, and there exists a null model Z for which Pr(P|I)
is statistically relevant. P is said to be absolutely significant

if Pr(P) is statistically relevant regarding a null model Z .
It is easy to prove that absolute significance can be ex-

pressed by relative ones without loss of generality. The only

difference between these notions is that relative significance

defines a "fix point" from which relevance can be measured.

Note that significance is a vague notion in general: how to

calculate Pr(P) is not defined, it can be adapted for problem

specific needs, see e.g. [1], [2] for details. Later in this paper,

we use the term significance for relative significance where

it is not confusing.
In this paper, we argue on that relative significance based

algorithms can handle significance and frequency in a hand.

We propose a novel sequence mining algorithm called RE-

VIEW (RElevance from a fix point of VIEW) which finds

all relevant patterns in linear time. In addition, we show that

REVIEW also finds the most likely anti-patterns as well,

i.e. those items which tend to mutually exclude each other.

This property is beyond the capabilities of state-of-the-art

sequence mining algorithms.
The paper is organized as follows. Section 2 gives the

elementary definitions of sequence mining: items, itemsets,

sequences, sequence databases, and gives illustrative exam-

ples for the definitions. The algorithm we propose for finding

frequent and significant patterns is defined in Section 3. In

Section 4, we review the most important sequence mining

algorithms and show an example of their scalability issues.

Empirical comparison is given in Section 5, our algorithm is

tested on a real-life health care database against PrefixSpan

and SPADE, the two fastest algorithms in the literature.

2. Preliminaries
This section gives preliminary definitions necessary for

the formalization of the problem statement. Throughout this

paper, we use the following conventions:

• sets and elements of sets are denoted by capital letters

and lower case letters, respectively,

• itemsets and items are taken from the beginning of the

latin alphabet,

• |X| denotes the size of X where X is a set of attributes

or itemsets,
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Patient #1 Patient #2 Patient #3 Patient #4
I T A I T A I T A I T A
1 234 a 2 57 f 3 186 h 4 33 a
1 234 b 2 63 g 3 186 i 4 93 k
1 234 c 2 74 g 3 186 a
1 234 d 2 78 e 3 186 j
1 237 e 2 78 g 3 186 e

3 199 a
3 199 e

Table 1: A small anonymized piece of the database

• we use R, S symbols for database relations defined as

subsets of a Cartesian product, and r, s . . . for tuples,

records or elements of a relation. If r ∈ R and R ⊆
A × B then r(a, b) is a short form to say a ∈ A,

b ∈ B, and r[A] = a, r[B] = b where r[X] stands for

the attribute values of r on attribute set X (projection

in relational database theory),

• identifiers are denoted by letters near I,

• � and ⊥ stand for logical values true and false,

respectively,

• T, t are used for time related sets and variables, respec-

tively,

• we also introduce the symbol DR(X), which denotes

the domain of an attribute set X in a relation R,

i.e. DR(X) = {r[X]|r ∈ R}.

Let the input database be defined as follows, the definition

is analogous to the one in [3].

Definition 2: Let A = {a1, a2, . . . , an} be a finite item-

set, where n ≥ 1, T is a non-empty set of timestamps, and

I is a non-empty set of unique identifiers. Let a relation R

be defined over I× T ×A, i.e. R ⊆ I× T ×A, then R is a

sequence database. For simplicity and better understanding,

we use the notion R(ITA) to express R is determined by

sets I, T , and A, i.e. R ⊆ I× T ×A in that order. If |I| = 1

in a sequence database R(ITA), then R is called a sequence

database.

Example 3: Table 1 shows a small set of records from the

anonymized health care database we use in this paper. The

columns of the table reflect relation R. The twelve columns

of the table are organized into four groups of three column.

Each column group represents a patient. The first column in a

group represents anonymized patient identifiers. The second

column contains timestamps replaced by integer numbers

because of anonymity reasons. The third column in a group

contains the items: treatment codes are replaced by letters.

Let a binary total ordering ≤: R × R → {�,⊥} be

defined on sequence databases such that the ordering of

elements of R is determined by the natural ordering over

T . For simplicity, we also use ≤ on relations such that if

S1, S2 ⊆ R and S1, S2 = ∅, then S1 ≤ S2 iff ∀s1 ∈
S1∀s2 ∈ S2 : s1 ≤ s2. In other words, the ordering of items

in sequence databases is based on time related attributes. If

time related attributes do not differ, then we assume they are

simultaneous events.

Definition 4: Let R(ITA) be a sequence database, and

S =< S1, S2, . . . Sn > be defined as an ordered set of

relations where ∀i : 1 ≤ i ≤ n =⇒ Si ⊆ R such that

Si, Sj ∈ S : 1 ≤ i < j ≤ n =⇒ Si ≤ Sj,¬Sj ≤ Si.

We say S is a sequence if and only if

∀r, s : r ∈ Si, s ∈ Sj =⇒ r[I] = s[I]

∀r, s : (r ∈ Si, s ∈ Sj =⇒ r[T ] = s[T ]) ⇐⇒ i = j

for all Si, Sj ∈ S . Since identifiers are the same in the

sequence, and there are sets of items that share the same

timestamps, we use the representation S =< Atk , . . . Atl >

for better readability, where ti ∈ T and Ati ⊆ A is a set

of elements indexed by their shared timestamps. We also

introduce the following notions:

• |S | = n denotes the length (number of relations) of the

sequence,

• U(S) stands for the shared identifier in S,

• and τ(Si) (or τ(Ai)) for the shared timestamp in Si
where 1 ≤ i ≤ n.

We also define the following terms in order to introduce

different kinds of supports.

Definition 5: Let S1 =< Atk , . . . Atl > and S2 =<

Atm , . . . Atn > be two sequences defined on R(ITA). We

say

• S1 is a proper subsequence of S2 denoted by S1 � S2

if and only if U(S1) = U(S2) and ∀At1∃At2 : At1 ∈
S1, At2 ∈ S2 =⇒ At1 ⊆ At2, τ(At1) = τ(At2),

• S1 is a subsequence of S2 denoted by S1 � S2 if

and only if for all a1, a2, and t1, t2 ∈ T there exist

t3, t4 ∈ T such that a1 ∈ At1, a2 ∈ At2, t1 ≤ t2 =⇒
a1 ∈ At3, a2 ∈ At4, t3 ≤ t4 where At1, At2 ∈ S1,

and At3, At4 ∈ S2.

• the union of sequences for which U(S1) = U(S2)
denoted by S1 ∪ S2 is defined as an ≤-ordering pre-

serving merge of these sets such that if At1 ∈ S1,

At2 ∈ S2 and τ(At1) = τ(At2) then the resulting

At = At1 ∪At2,

• S2 is the prefix cut of S1 by an item a ∈ A if and only

if S2 � S1 and if there exists a ∈ At, At ∈ S1 then

maxAi∈S2
(τ(Ai)) ≤ τ(At). In this paper, we denote

by Φ(S1, a) the union of all possible prefix cuts of S1

by a ∈ A.

Definition 6: Let a sequence S =< S1, S2, . . . Sn > be

defined on a sequence database R(ITA). We say S is a closed

sequence and it is denoted by S if and only if

∀r∃Si r ∈ R, Si ∈ S, r[I] = U(S) =⇒ r ∈ Si

for some 1 ≤ i ≤ n. The largest possible set of closed

sequences in R(ITA) is denoted by Σ.

Example 7: Table 2 shows the records of Table 1 trans-

formed into the form used for representing sequence

databases in the literature. The first column is the sequence
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identifier which comes from the patient identifying I attribute

of Table 1. The second column contains the sequences,

where each sequence is a comma separated list of sets of

items shown in braces. The ordering of the sets of items is

determined by attribute T . If the T value is identical for two

A items, then those appear in the same itemset. Sequence

I Σ

1 < (a, b, c, d), (e)>
2 < (f), (g), (g), (e, g)>
3 < (h, i, a), (j, e)>
4 < (a), (k)>

Table 2: Relation R transformed to a sequence database

<(a), (e)> is a subsequence of both the sequence identified

by I = 1 and I = 3. In both sequences itemset (a) is a subset

of the first itemset, and (e) is a subset of the second itemset.
In our example, a specific Si ∈ Σ represents a patient’s

anamnesis. If a patient was diagnosed with two or more

symptoms/diseases/conditions then they are considered to

have occured simultaneously. Ai ≤ Aj in a sequence

(patient anamnesis) means all diagnoses of Ati precede any

diagnoses in Atj . There can be many different sequences

with the same identifier according to Definition 4, and there

is no sequence with the length of 0. It is easy to prove that the

maximal number of closed sequences in a sequence database

R(ITA) equals to DR(I) hence every closed sequence has a

natural identifier: the elements of set I in our database.
Definition 8: We introduce the following support metrics

for a sequence S =< S1, S2, . . . Sn > defined on R(ITA):

• the support of S denoted by supp : S → [0, 1]:

supp(S) = ||{Si | Si ∈ Σ,S � Si}||

||Σ||
,

where ||S|| stands for the number of elements in set S,

• the conditional support of S assuming there is a Si ∈ Σ,

which has an item a ∈ A is

supp(S |a) = ||{Si | Si ∈ Σ,S � Φ(Si, a)}||

||{Si | Si ∈ Σ,∃At ∈ Si, a ∈ At}||
.

If there is no sequence in Σ that contains a, then let

supp(S |a) = 0,

• the conditional unsupport of S assuming there is a Si ∈
Σ that contains no item a ∈ A is

supp(S |¬a) = ||{Si|S � Si ∈ Σ,¬(S � Φ(Si, a))||

||{Si | Si ∈ Σ,¬(S � Φ(Si, a))}||
.

If all sequences in Σ contain a, then let supp(S |¬a) =
0.

Example 9: Table 3 shows the support of sequences with

length of one based on Table 2. Items a and e occur in three

different sequences. Though g has three occurrences as well,

those are limited to a single sequence.
Theorem 10: Let S1 =< At1 , . . . , Atn >, and S2 =<

At1 , . . . , Atn−1
> be two sequences defined on R(ITA),

then ∀a ∈ Atn : supp(S1) ≤ supp(S2|a).

S
a b c d e g

supp(S) 0.75 0.25 0.25 0.25 0.75 0.25
supp(S |e) 0.66 0.33 0.33 0.33 0 0.33
supp(S |¬e) 0.66 0 0 0 0 0.33

Table 3: Support of some items in Table 2 database

We omit the proof here.

3. Problem Statement
The original problem was defined in [4] as given a

database of sequential items (transactions), the problem of

mining sequential patterns is to find the maximal sequences

among all sequences that have a certain user-specified min-

imum support (min_support), i.e. to find maximum length

frequent sequences (FS). In [4], [5], the well-known Apriori

algorithm and its first clones were introduced based on the

hypothesis that all subsequences of a frequent sequence are

frequent sequences themselves, formally if μ ≤ supp(S)
then ∀S ′ � S =⇒ μ ≤ supp(S ′) where μ ∈ [0, 1] stands

for min_support.

Apriori-like algorithms are quasi linear whenever the size

of frequent sets of items are small; polynomial in the sum

of the size of the input (transactions) plus output (frequent

patterns)[6]. According to [7], however, the overall operation

time is close to the size of the input multiplied by the

length of sequences. In other words, Apriori-like sequence

mining algorithms are exponential for long sequences or

large inputs.

If a standalone item is frequent independently from others

then it will also appear in every frequent enough patterns

as well. In addition, low support and significant sequences

cannot be discovered in FS problem space which begs

the question: can we determine frequent and significant

sequential patterns in a hand?

Example 11: Consider the sequence database presented in

Table 2 where we are analyzing a disease represented by j.

Data indicate that there are three potential preconditions: a,

h, and i that could lead to j. Nevertheless, apriori frequencies

of items a and e are relatively high (see Table 3), so

diagnoses frequent in the general population such as flu or

hypertension are not necessarily relevant. Such items should

not be considered when building frequent sequences and

provide a basis for prefiltering.

Let us reformulate the FS problem in the following way:

the problem of mining sequential patterns is to find the

maximal significant sequences among all sequences that

have a certain user-specified minimum support and minimum

significance. Each such sequence represents a sequential

pattern, or frequent-and-significant sequence (FASS). In this

section, we outline a new algorithm which solves the FASS

problem, and we prove that it can be done more effeciently

than other well-known solutions discussed in Section 4.
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The idea behind prefiltering in our support calculation

method comes from text mining where the TF-IDF [8] metric

has been successfully used to connect different documents

based on their contents. The sequence metric is similar to

the SIF-IDF metric defined in [9] for protecting sensitive

data in databases. Importance metric of a pattern is derived

from two values associated with two sequences generated

by the pattern. For a pattern we maintain two sets of key-

value pairs: one in which support values are calculated on

closed sequences of customers who favor the pattern, and

another one set of those who does not. The former one

is called frequent set, the latter is called inverse set. The

normalized rate of relative occurrences of the frequent and

inverse sets is a suitable parameter the item to be used to

grow the sequence.

3.1 Definitions
Definition 12: Let S be a pattern over a relation R(ITA),

and F be a function which maps sequences to a set of itemset-

number pairs such that

F(S) = {(a, supp(S |a))| a ∈ A}.

Definition 13: Let S be a pattern over a relation R(ITA),
and F be a function which maps sequences to a set of an

itemset-number pairs such that

F(S) = {(a, supp(S |¬a)) | a ∈ A}.

F(S) and F(S) contain information on each item,

e.g. (a,n) ∈ F(S), and (a,m) ∈ F(S). Note that a

correlation between values n, m might indicate relevance.

If m � 0 and n ≥ μ then S → a (i.e. S is followed by a)

show high correlation which means S as a series of events

highly suggest a to be happening. If m ≥ μ and n � 0 then

S and a show high inverse correlation, i.e. the pattern of S
almost always inhibits the event a to be happen.

Let F(S)[a] = n be a shorthand for the fact that (a,n) ∈
F(S). Let E(F(S)), Var(F(S)), and Sum(F(S)) be the mean,

devation, and the sum of F(S)[a] values, respectively, for all

a ∈ A.

Definition 14: Let Imp be defined as a measure on a

sequence S, and a ∈ A item of a relation R(ITA) such

that Imp(S, a) = 0 iff Sum(F(S)) Sum(F(S)) = 0, and

Imp(S, a) =
|

F(S)[a]
Sum(F(S)]) −

F(S)[a]
Sum(F(S)]) |

max(
F(S)[a]

Sum(F(S)]) ;
F(S)[a]

Sum(F(S)]) )

otherwise, where |n| stands for the absolute value of a

number n. We say S is a relevant antecedent of a if

Imp(S, a) is greater or equal to a certain threshold.

Relevance measures both frequencies and infrequences,

which leads to a re-formulation on how important an item

a regarding a preliminary series of items S. That is, it is a

potential relative significance measure (see Definition 1).

Definition 15: Let Ind be defined as a measure on S
sequences, and a ∈ A items of a relation R(ITA) such that

Ind(S, a) = Imp(S, a) − Ea∈A(Imp(S, a))
Vara∈A(Imp(S, a))

We say S is an import antecedent of a if |Ind(S, a)| is greater

or equal to a certain threshold.

Importance is a normalized value of relevance, and it

measures how much S → a is unusual. In most the cases,

mean value of relavances are being around 0, i.e. common

illnesses are independent from others in general. Statistically,

if absolute value of the Ind(S, a) ≥ 3 (the triple of the

variance) then it is an outlier value which is usually a strong

indication for a deep connection between variables.

3.2 REVIEW Algorithm
We propose Algorithm 1 for identifying important se-

quences in the sequence database R. The inputs of the

algorithm are the database R itself, a μ minimum support

threshold, and a ν relevance threshold. The output is the set

of frequent-and-relevant (important) sequences Σf. In the

body of the algorithm, a loop variable k, the frequent set

F(S), the inverse set F(S), and the set of new sequences Σc

are used locally.

The algorithm works as follows. In the initialization phase

(line 1), we add items as sequences of length 1 to the Σf

set, if their support is over the minimum threshold μ. The

main loop iterates over the sequences of maximum length.

First, it removes all elements from the Σf new important

sequence set (line 8). It computes the frequent F(S) and

the inverse F(S) sets for the current S sequence (line 10).

If there are candidate postfix items, then we iterate over

it, and filter the sequences with the formula of Definition

15. We utilize an significance threshold ν input parameter

(line 11). If the significance is over that threshold, then that

item c is appended to the end of S (line 12), and the new

sequence is added to the important set of sequences (line

13). The main loop is repeated until the generated set Σc

is not an empty set. If no further candidate sequences can

be generated, the algorithm returns the Σf set (line 17),

otherwise the elements if Σc are added to Σf (line 18). If all

sequences are processed, the maximum length loop variable

k is increased (line 20), and the main loop is restarted.

Lemma 16: Algorithm 1 identifies all frequent patterns

which have a support greater or equal to a min_support

according to Definition 8, but only those of important ones

are returned.

According to Theorem 10, conditional support supp(S |a)
is greater or equal to the supp(S → a). It means that by

generating F(S) Algorithm 1 finds all candidates for which

support is greater or equal to a certain threshold. However,

if either a or S is independent, or too frequent in general,

it entails F(S, a) � F(S, a) and as such is omitted from the
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input : R(ITA) database, μ minimum support

threshold, ν significance threshold

output: Σf set of important sequences

data : k cycle variable, Σc set of new sequences,

F(S) frequent next item set, F(S)
1 /* Initialization */
2 k := 1;

3 Σf = {S |a ∈ A,S =< {a}−∞ >, supp(S) ≥ μ };

4 /* Main loop */
5 while true :
6 do
7 foreach S ∈ Σf where len(S) = k do
8 Σc := ∅;

9 foreach a ∈ A do
10 Compute the sets F(S, a) and F(S, a);
11 if |Ind(R,S, c)| ≥ ν then
12 S ′ := concat(S, c);
13 Σc := Σc ∪ {S ′};
14 end
15 end
16 if Σc = ∅ then return Σf;

17 ;

18 Σf := Σf ∪ Σc;

19 end
20 k := k+ 1;

21 end
Algorithm 1: Importance based frequent sequential

pattern generation

output. As a consequence, Algorithm 1 is a one-step method

to find frequent and relevant patterns.

Lemma 17: Algorithm 1 can identify important sequences

with regard to the significance threshold ν that are not

frequent regarding a threshold μ.

Definition 15 is independent from the minimum support

threshold μ, so it is possible to construct an example, where

this statement holds. If Σ = {< {a}, {b}, {c} >,< {c}, {d} >

}, and μ = 60%, then subsequence < {a}, {b} > can not

be frequent as it occurs only in the first closed sequence.

However, it is important because |Ind(< {a}, b >)| ≥ ν for

an appropriate ν because b is always preceeded by a.

Algorithm 1 builds important sequences on the pattern of

GSP. The number of database scans is twice the number

of important sequences identified: the computation of sets

F(S) and F(S) requires a scan each. With regard to candidate

generetion and data structure efficiency, there is a lot of room

for improvement.

Lemma 18: All subsequences of important sequences

generated by Algorithm 1 are important sequences.

Lemma 18 gives a property similar to the one existing in

the case of sequential pattern generation algorithms, and this

way patterns can not only be grown, but joined as well.

4. Related works
In this section, we give an overview of the most im-

portant frequent sequential pattern mining algorithms: GSP,

PrefixSpan, SPADE and SPAM. In the literature several other

algorithms exist as well, however, those can be considered

as the variants, extensions of the ones presented here. We

also discuss the performance problems that arise when the

size of the input database grows.

4.1 GSP
The GSP algorithm proposed by Srikant and Agrawal

in [5] is based on the pattern of the Apriori algorithm.

First, it scans the database and counts the support of each

item, detects all frequent single item sequences. Then in

each subsequent pass a candidate generation and candidate

counting takes place. Candidate generation uses the frequent

sequential patterns of the previous pass: if removing the

first element of a frequent sequence and removing the last

element of another frequent sequence are the same, then the

two sequences are joined and a new sequence with one more

item is created. The candidate counting scans for each new

sequence in the database counting the occurrences, and the

ones with support greater than the user defined minimum

support are retained as frequent sequences of the pass. The

candidate generation and candidate counting are repeated

until no frequent sequences are found.

4.2 PrefixSpan
PrefixSpan proposed by Pei et al. [10] is also based on

the frequent pattern growth principle like GSP, however, it

does not perform the search on the entire database for each

candidate sequence, but on smaller projected databases. The

sequence database is partitioned based on the itemsets of

each frequent sequence of previous passes in a way that

all sequences that support the frequent sequence are within

the partition and the sequences not supporting it are not. If

several frequent sequences share the same itemset, then they

use the same database partition. The hypothesis is that the

support of a frequent sequence that is one item longer can

be calculated on that partition as outside of that partition it is

not supported. New candidate sequences are generated only

locally by combining sequences that use the same partition.

This method is a significant speed improvement over GSP

as database partitions are smaller and because of the shared

itemsets candidate counting does not need to be performed

for each frequent sequence, but only for shared prefixes.

4.3 SPADE
SPADE (Sequential PAttern Discovery using Equivalence

Classes) proposed by Zaki [3] aims to reduce the number

of database scans and minimize computational costs. During

the database scans frequent sequences of length one and two

are searched for and their support is counted. The algorithm

maintains an id-list for each item where each element of
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the id-list is a pointer to a sequence id and an itemset the

item occurs in. Candidate sequences with one more item are

generated with temporal joins or intersections on the id-lists

of frequent sequences of maximum length, the support is

calculated in the memory, and the new sequence is frequent

if the cardinality of the resulting id-list is greater than the

minimum support value. Frequent sequences are clustered

into smaller sub-lattices based on common prefixes that

enables independent processing.

4.4 SPAM
SPAM (Sequential PAttern Mining) proposed by Ayres

et al. [11] assumes that the entire sequential database can

completely fit in the memory and no sequences are longer

than 64. The hypothesis is that frequent sequences can be

found in the lexicographic tree with a simple depth-first

search. Each sequence is represented with a vertical bitmap,

if an item appears in a sequence then the corresponding

element of the bitmap is set to one. Itemsets are generated

with a bitwise and operation on the vectors of the items.

Candidate sequences are generated with depth-first search

from bitvectors of previous sequences and the vector of a

next item in the lexicographic tree such that a bitwise and

operation is performed on the two vectors, the candidate is

frequent if it has more ones in its bitvector than the minimum

support. The algorithm is fast but very limited regarding the

input database.

4.5 Performance issues
In [12], Gouda and Hassaan argue that typical sequential

pattern mining algorithms tend to lose their efficiency when

applied to a dense database. Their experiments confirm that

the execution time increases exponentially as the number of

frequent sequences increases even when the execution times

in their experiments remain in the order of a few hundred

seconds.

5. Comparison: Experimental Results
In this section, we present the experiments we con-

ducted on real-life clinical data. The clinical database was

anonymized [13] before use.

We defined one sequence for each unique patient identi-

fier, i.e. the I set comprises patient identifiers. Treatments

and diagnoses have unique medical codes that define the A

itemset. Treatment and diagnosis timestamps are aggregated

on daily level, that is, two treatments that happened on the

same day are considered to be simultaneous and have the

same t ∈ T element associated with them.

The properties of the data set are shown in Table 4.

The experiments we conducted on an Oracle Sun Server

X3-2 with 256GB RAM and 32 cores of 4 Intel Xeon

E5-2660 CPUs. The mining processes were allowed to use

up to 48GB of RAM and 200GB of disk space. We used

Number of records in the database 66870306
Number of natural identifiers 455514
Average length of maximum sequences 146.8
Average size of maximum sequences 6.18
Number of items 9291

Table 4: Properties of the data set

the reference implementations available in the SPMF library

[14].

Since the preliminary experiments with PrefixSpan and

SPADE have shown that these algorithms are not able to

process this amount of data within reasonable time, once

again we have used a random sample and limited the

maximum length of sequences to 5, 10, 20, 40, 60, 80,

100, 120 and 140. The highest value used is still below the

average length of sequences in the whole database. Table 5

shows the properties of these samples.

Max. length Sequences Length Itemsets
5 2150 5048 3441
10 4082 18064 28255
20 6416 50781 17379
40 8979 124289 36448
60 10499 197817 53894
80 11571 271818 71685
100 12263 333065 86099
120 12789 390307 100058
140 13186 441514 112012

Table 5: Properties of the sample data sets

Figure 1 compares REVIEW with PrefixSpan and SPADE

over the same dataset with the same minimum support

threshold settings. Algorithms was forced to end after 107

ms execution time. The figures show how the execution time

requirements and the disk space usage scale as the maximum

length of input sequences grows. The number shown is

the average of three runs. The algorithms are deterministic,

so the number of frequent sequences does not vary. We

represent the output sequences in the same form on the

disk, so we consider that the number of output sequences

is proportional to the disk usage.

REVIEW was found to scale better as the length and num-

ber of input sequences grow than Preview and PrefixSpan.

The chart on the left shows that though REVIEW has a high

initial time requirement, it does have a much lower gradient

on the log scale than the other two. Around the sequence

length of 60 REVIEW becomes quicker than PrefixSpan, and

around the sequence length of 120 it surpasses SPADE in

speed. Though REVIEW works over the same search space

as shown in Theorem 10, it is more effective in filtering

frequent sequence candidates than the other algorithms, and

yet it retains the relevant information.

6. Conclusion
In this paper, we generalized the well-known sequential

pattern mining problem in order to find frequent and signif-
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(a) Sequence length vs. execution time

(b) Sequence length vs. memory consumption

(c) Sequence length vs. frequent sequences

Fig. 1: Performance of REVIEW against PrefixSpan and

SPADE. The maximum length in a sequence database vs.

the execution time, the number of frequent sequences and

memory consumption

icant patterns in a hand. Usint the REVIEW algorithm we

demonstrated how to deal with frequent closed sequences in

linear time which significantly improves the performance of

those known from literature. Moreover, the re-formulation

of the sequential pattern mining problem enables us to find

significant patterns for low support items as well, which

would be omitted by other methods.

Fig. 2: Execution times of PrefixSpan, SPADE, and RE-

VIEW for data sets [14] (μ = 0.05)
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Raise regression: selection of the raise parameter

Catalina Garcı́a, José Garcı́a, Román Salmerón and Marı́a del Mar López

Abstract— Collinearity exists when there is a linear quasi-
dependence between the explanatory variables of a regression
model and in this case the Ordinary Least Square estimator is
unstable. Different methodologies have been developed to esti-
mate under collinearity. The raise estimator faces the problem
from a geometric point of view by separating both vectors with a
raise parameter λ, see [1]. The higher the raise parameter is, the
greater the separation between both vector and, consequently,
the correlation will be lower. For this reason, the selection of the
parameter λ is very important. In this paper, we propose two
criteria based on select the value of λ that provides the lowest
Mean Square Error analogously to the method proposed to
select k in ridge regression. We present an empirical application
to compare the results of both criteria and we summarize the
most important conclusions in the final section.

I. INTRODUCTION

Given the following linear model with n observations and

two variables

y = β1x1 + β2x2 + u (1)

it is assumed the lineal independence between the

explanatory variables. When this assumption is not verified

it is said that the model has collinearity and in this case the

Ordinary Least Square estimator is unstable and frequently

it provides misleading results.

Different estimation methods have been proposed in the

scientific literature to estimate a model with collinearity. We

can distinguish two kinds: methods that solve the problem

from an algebraic point of view (such as the ridge estimator

[2], [3]) and other methods focused on the sample that

propose increase it or eliminate variables, etc. ([4], [5], [6],

[7], [8], [9], [10]).

Within this last group we can find the raise method

presented by [1]. This method is focused on the sample

but instead of deleting data, which can content relevant

information, it faces the problem from a geometric point of

view taking into account that the collinearity appears due

to the vector x1 and the vector x2 are geometrically very

close. See Figure 1.
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To correct this problem before proceeding to the estimation,

we will separate them through the following regression:

x1 = αx2 + ε, (2)

whose estimation by OLS is:

α̂ = (x′
2x2)

−1x′
2x1, (3)

so it is verified that α̂ = ρ.

x1

e1
x2

x̃1 = x1 + λe1

λe1 θ2

θ1

Fig. 1. Representation of raise method

Thus, we can say that x1 = ρx2 + e1 with e1⊥x2 being

e1 the residual obtained from regression (2). Then, the raise

vector, denoted by x̃1, is defined as:

x̃1 = x1 + λe1. (4)

The raise method will be obtained by substituting in the

model (1) the vector x1 by the raise vector x̃1, it is to say,

the raise method will be the OLS regression with the vectors

x̃1 and x2 instead of x1 and x2. Then, the model to estimate

will be given by:

y = β1(λ)x̃1 + β2(λ)x2 +w, (5)

where the estimated parameters depend on λ and they will

be called raise estimators and denoted as β̂1(λ) and β̂2(λ).

From Figure 1, it is evident that the angle θ2 between

x̃1 and x2, will be bigger than the angle θ1 between x1

and x2. Thus, the correlation between both vectors will be

lesser and the correlation problem has been mitigated. The

higher the parameter λ (raise parameter) the greater the

angle between the vectors and the lower the correlation. For

this reason, it will be very relevant to correctly select the

value of λ.

In this paper we focus on how to select the raise parameter

λ and we propose to select the value of λ that minimizes

the Mean Square Error (MSE) analogously to the criterion

applied in ridge regression to obtain k. With this purpose,

in Section II we briefly review the mean characteristics of

raise estimator and obtain the Mean Square Error of raise
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estimator which will be the basis of the criteria to select the

raise parameter. We also review some measure to diagnose

the existence of collinearity in raise regression. Section III

exposes the different criteria that we propose to select the

value of λ. Section IV presents an empirical application and,

finally, Section V resumes the mean conclusions.

II. MEAN CHARACTERISTICS OF RAISE ESTIMATOR

Since all variables of the raise model (5) are centered, it is

evident that ESS(λ) = β̂(λ)′X̃′y. Garcı́a [11] showed that

ESS(λ) will be equal to the ESS in OLS and, evidently, the

explained variable in raise model (5) will coincide also with

the one in the model (1) estimated by OLS. And then, the

Total and the Residual Square Sum (TSS and RSS, respec-

tively) of both models will be also equal. In consequence,

the estimated variances will be also similar:

σ̂2(λ) =
RSS(λ)

n− 2
=

RSS

n− 2
= σ̂2. (6)

An important characteristic of raise estimation is that it

keeps the value of the coefficient of determination, R2,

whatever the value of the raise parameter, λ, will be.

Now we will obtain the Mean Square Error (MSE) of raise

estimator that will be the basis of the selection criteria that

will be proposed.

A. The Mean Square Error of raise estimator

Given an estimator β∗ of β, the Mean Square Error (MSE)

is calculated as:

MSE(β∗) = E[(β∗ − β)′(β∗ − β)]

= tr (V ar (β∗)) + (E[β∗]− β)
′
(E[β∗]− β) . (7)

It is known that the MSE for OLS (unbiased) estimator is

given by:

MSE(β̂) =
2σ2

1− ρ2
, (8)

In the case of the raise estimator we obtain the following

expression:

MSE(β̂(λ)) =
2 + (2λ+ λ2)(1− ρ2)

(1 + λ)2(1− ρ2)
σ2 +

λ2(1 + ρ2)β2
1

(1 + λ)2
.

(9)

Note that for λ = 0 expression (9) coincides with (8). Also:

lim
λ→+∞

MSE(β̂(λ)) = σ2 + (1 + ρ2)β2
1 . (10)

The MSE of raise estimator depends only on the unknown pa-

rameter β1. Specifically, the raise MSE function is a parabola

with a minimum at the point β1 = 0 and it will be decreasing

for negatives values of β1 and increasing for positive values.

In addition, it is verified that:

MSE(β̂(λ)) ≤ MSE(β̂) ⇔ |β1| ≤ σ

√
λ+ 2

λ(1− ρ2)
. (11)

Consequently, if β1 = 0 then it will be always verified that

MSE(β̂(λ)) ≤ MSE(β̂).

TABLE I

LIMITS FOR |β1| TO GET THAT MSE(β̂(λ)) ≤ MSE(β̂)

λ σ
√

λ+2
λ(1−ρ2)

0 ∞
0.1 32.4850
0.2 23.5109
0.3 19.6280
0.4 17.3640
0.5 15.8511
0.6 14.7565
0.7 13.9222
0.8 13.2620
0.9 12.7248
1 12.2782

These characteristics can be observed in Figure 2 which dis-

plays the MSE(β̂(λ)) and MSE(β̂) for σ2 = 1, ρ = 0.99,

λ = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1 and β1 taking

2001 values equally distributed in the interval [−100, 100],
see Table I. The dark area around β1 = 0 are the values

where it is verified that MSE(β̂(λ)) ≤ MSE(β̂).

MSE Raise estimator simultaion

Fig. 2. MSE Raise estimator simulation

B. The VIF and the CVIF in raise regression

The Variance Inflator Factor (VIF) is a widely applied

measure to diagnose the existence of collinearity. Garcia et

al. [12] extended it to be applied in ridge regression and

now we present the extension to raise regression. From the

traditional expression

VIF(λ) =
1

1−R2
aux

, (12)

where R2
aux is the coefficient of determination of the regres-

sion of x2 from x̃1 = (1 + λ)x1 − λρx2 (or vice versa):

R2
aux =

ρ2

(1 + λ)2 − (λ2 + 2λ)ρ2
. (13)

it is obtained that:

VIF(λ) =
(1 + λ)2(1− ρ2) + ρ2

(1 + λ)2(1− ρ2)
. (14)
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Alternatively to the traditional VIF, Curto and Pinto [13]

showed that the real impact on variance can be overestimated

by the traditional VIF when R2 > R2
0 being R2

0 the sum of

all square of the correlation coefficients between the depen-

dent variable and each one of the explanatory variables and

presented the Corrected VIF (CVIF) in OLS. This measure is

obtained by dividing the estimated variance of the estimated

coefficient βj , j = 1, 2, by the corresponding variance if the

variables were orthogonal (R2
j = 0, with coefficient βj0, j =

1, 2):

CVIF =
v̂ar

(
β̂j

)
v̂ar

(
β̂j0

) = VIF · 1−R2

1−R2
0

= VIF · C. (15)

In this case, R2 > R2
0, it is verified that 0 < C < 1,

and then CVIF < VIF. It is to say, the CVIF corrects the

overestimation given by the traditional VIF. The authors

preserve the rule of thumb CVIF ≥ 10 to decide when the

variance magnification effect is serious.

We have obtained the following expression to the CVIF in

raise regression:

CVIF(λ) = VIF(λ) · 1−R2(λ)

1−R2
0(λ)

= VIF(λ) · C(λ), (16)

where VIF(λ) is given by (14) and R2(λ) = R2. Indeed,

R2
0(λ) = r2yx̃1

+r2yx̃2
, that is, the sum of square of correlation

coefficients between y and xi, i = 1, 2, where x̃1 = (1 +
λ)x1 −λρx2 and x̃2 = x2. Thus, it is possible to obtain the

following expression:

R2
0(λ) =

λ2(γ1 − ργ2)
2 + 2λ(γ1 − ργ2)γ1 + γ2

1

(1− ρ2)(λ2 + 2λ) + 1
+ γ2

2 .

(17)

III. SELECTION OF THE RAISE PARAMETER

Similarly to what happen with the parameter k in ridge

regression, one of the mean questions in the raise regression

is how to select the parameter λ. In this section we propose

two criteria to select the parameter λ but both are focused

on select a value of λ that allows to solve the collinearity

and, simultaneously, presents the lowest MSE.

The first criterion, that we call criterion A, presents the

following steps:

1) Firstly, we propose to estimate MSE(β̂(λ)) by con-

sidering the different values of β1 obtained from the

OLS confidence interval.

2) Next, we select the value of β1 with the lowest MSE.

3) For the selected value, we represent the value of the

MSE for λ ≥ 0.

4) Finally, we select the value of λ that solves the

collinearity (VIF < 10) and, simultaneously, presents

the lowest MSE.

Some considerations to take into account is that in the second

step it will be selected the lowest absolute value of β1 due

to the characteristics of MSE(β̂(λ)). Indeed, if the confi-

dence interval used in step 1 contents the zero, then it will

be selected the β1 = 0. In that case:

MSE(β̂(λ)) =
2 + (2λ+ λ2)(1− ρ2)

(1 + λ)2(1− ρ2)
σ2,

being decreasing in λ and verifying that

lim
λ→+∞

MSE(β̂(λ)) = σ2.

A second criterion, that we call criterion B, is composed

by the following steps:

1) To estimate MSE(β̂(λ)) by considering the values of

β1 for each λ as the values obtained for β̂1(λ).
2) To represent the MSE for λ ≥ 0 for the selected value.

3) Finally, we select the value of λ that solves the

collinearity (VIF < 10) and, simultaneously, presents

the least MSE.

In this criterion it is verified that (see expression (10))

lim
λ→+∞

MSE(β̂(λ)) = σ2,

since lim
λ→+∞

β̂1(λ) = 0. And, in this case:

lim
λ→+∞

MSE(β̂(λ)) < MSE(β̂).

In addition, the second member of (9) tends to zero as

λ increases, while the first member is decreasing in λ.

Consequently, in this case the MSE decreases as λ increases

and we will select as ideal value of λ the superior extreme

of the considered possible value set of λ.

Note that in both criteria we substitute in MSE(β̂(λ)), ρ for

its value obtained from the data and σ2 for its estimation

(expression (6)) and the difference between them is the way

to estimate MSE(β̂(λ)).

IV. EMPIRICAL APPLICATION

To illustrate the contribution of this paper, we will use the

empirical application previously applied by [14] and [15].

In this example the total mortality rate, y, is related to the

nitrogen oxide pollution potential, x1, and the hydrocarbon

pollution potential, x2, for 60 cities where ρ = 0.984,

γ1 = −0.077 and γ2 = −0.177.

Figure 3 displays the VIF values for raise and ridge esti-

mation. Note that for values of k to 0.02, the ridge VIF is

equal to 6.4199, lesser than 10. However, the raise VIF will

be lesser than 10 only from values of λ equal to or higher

than 0.85. Remember that the value 10 is usually applied

as the limit to consider the collinearity problem mitigated.

Thus, by using the ridge regression the collinearity will be

mitigated for values of k equal or higher than 0.02 while

in the raise regression it is necessary values of λ equal or

higher than 0.85.
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Fig. 3. Representing the VIF of raise and ridge estimation

Next, we will apply the two criteria presented in Section

III for the selection of λ. Firstly, by applying the Criterion

A, we display in Figure 4 the MSE for the raise and the

OLS estimators for the confidence interval [1.8775, 4.1775]
obtained by OLS for β1. In this case, all values are positive

and then the lowest MSE is obtained by the inferior extreme

of the interval, it is to say 1.8775.

Fig. 4. Raise and OLS mean square error

Then, taking β1 = 1.8775 in (9) we will select the value

of λ = 0.85 since from this value we can consider that the

collinearity is mitigated (the raise VIF < 10) and it presents

the lowest MSE, 1.686, (see Figure 5). Note that for λ > 0.24
the values of MSE(β̂(λ)) are always higher than MSE(β̂),
which in this case is equal to 0.7292.
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Fig. 5. Raise and OLS mean square error for β1 = 1.8775

Then, for λ = 0.85 it is possible to obtain the following

model:

ŷ = 1.6546 x̃1 - 1.8051 x2,

(0.3264) (0.3387)

texp 5.0695 -5.3269

with σ̂ = 0.1076. Both coefficients are significantly different

to zero and, consequently, we can state that the nitroxen oxide

pollution has a positive influence on the total mortality rate

while the hydrocarbon pollution potential has a negative in-

fluence. On the other hand, the model is globally significant

due to the experimental value, Fexp = 28.4071, is higher

than the theoretical one, 4.0069.
Secondly, we will apply the Criterion B where the ideal value

of the raise parameter will be λ = 10, due to for this value,

the collinearity is mitigated (see Figure 3) and it presents the

lowest MSE (see Figure 6). Then:

ŷ = 0.2783 x̃1 - 0.4508 x2.

(0.0549) (0.1204)

texp 5.0695 -3.7451
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Fig. 6. Raised, Ridge and OLS mean square error

In this case the second variable is not individually significant

although the sense of the relation is the same than the one

obtained for the model estimated with λ = 0.85. From the

comparison of both models we can highlight that:
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• For λ = 10 if the nitrogen oxide pollution increases one

unit, the total mortality rate increases 0.2783 units while

for λ = 0.85 increases 1.6546 units which is almost six

times more.

• For λ = 10 if the hydrocarbon pollution potential

increases one unit, the total mortality rate decreases

0.4508 units while for λ = 0.85 decreases 1.8051 units

which is approximately four times more.

In addition, in Criterion B we appreciate a dependence to

the interval where λ takes value, which is arbitrary, since the

MSE decreases as λ increases. That is, the value of λ with

lowest MSE will be the superior extreme of the considered

interval. This does not occur in Criterion A, see Figure 7.
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Fig. 7. Mean square error for Criterion A (top) and Criterion B (bottom)
with λ ∈ [0, 1000]

Now, we analyze the behaviour of both criteria with the

CVIF. In this case, R2
0(λ) is represented in Figure 8. Indeed,

it is possible to note that R2
0(λ) < R2 for all λ, and then

CVIF(λ) < VIF(λ) for all λ (see Figure 9). Then, in this

case we could state that the CVIF corrects the overestimation

of the VIF. It is also possible to prove that CVIF(λ) > 1 and

decreasing for all λ.

For criterion A, and by using the CVIF as measure to diag-

nose the existence the collinearity, we select the value λ >
0.49 since from this value it is verified that CVIF(λ) < 10.

Then, for λ = 0.49 it is obtained the following estimated

model:
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Fig. 8. R2
0(λ)
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Fig. 9. VIF and CVIF in raise regression)

ŷ = 2.0544 x1 - 2.1985 x2.

(0.4052) (0.413)

texp 5.0695 -5.3231

Both coefficients are individually significant and the sense of

the influence is the same than in the other presented cases.

In the case of criterion B, the selected value of λ will be

again 10.

V. CONCLUSIONS

One of the main issues in raise regression is how to select

the parameter λ as occurs in the ridge estimation with the

parameter k. In this paper we propose two criteria based on

selecting the value of λ that allows to mitigated the collinear-

ity and simultaneously presents the lowest Mean Square Er-

ror. With this purpose we have developed the expression of

the Mean Square Error (MSE) for the raise regression and

also the expression of the VIF and the CVIF that have been

applied as measure to diagnose the collinearity. We present

an empirical application to compare the results of both cri-

teria and conclude with the selection of the parameter λ and

the estimation and interpretation of the raise regression. This

criteria can be applied in many different applications within

a great diversity of fields where collinearity exists.
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