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Abstract - In the past decade, cars have evolved to 
become very complex systems, offering a verity of safety 
and infotainment options. This evolution was made 
possible by the development of advanced intra-vehicle 
communication networks that allowed for implementing 
highly distributed information processing systems and 
achieving significant cost reduction in manufacturing. 
Many efforts have been directed to improve the efficiency 
of intra-vehicle networks, enhance its scalability, and 
reduce its cost. Wireless technology presents a potentially 
viable approach to meet all of these goals. Recently, 
industries in general, and automotive in particular, have 
been exploring the deployment of wireless technologies in 
harsh environments and attempting to identify the 
underlying challenges to these networks. 

This paper evaluates IEEE 802.15.4 as an intra-vehicle 
wireless network protocol. It explores implementing in-
vehicles space division multiplexing with IEEE 802.15.4, 
develops an intra-vehicle wireless connectivity diagram 
with IEEE 802.15.4, and evaluates the performance of 
IEEE 802.15.4 under extreme interference conditions with 
coexisting IEEE 802.11 networks.  

Keywords: Intra-vehicle Network; IEEE 802.15.4; 
wireless sensor networks; real-time wireless 
communication 

1 Introduction 
Multiplexed vehicle communications emerged to 

support the increased complexity of automotive system, and 
to enable scalable, upgradable, efficient, and low-cost 
designs [1][2]. In multiplexed vehicle networks, a single bus 
is shared among multiple devices and is usually accessed, 
either by using a Time Division Multiplexing Access 
(TDMA) technique, or by using bus contention resolution 
techniques, such as CSMA/CR. Many multiplexing 
protocols have been proposed in this area. SAE classified 
those protocols, according to speed, into three classes A, B, 
and C [3]. Class A is used for interfacing with simple 
switches or sensors. It represents low speed protocols with a 
bit rate up to 10 Kbps and a message rate about 100 ms. 
Class B protocols provide a bit rate between 10 and 125 
Kbps and a message rate around 20 ms, allowing for the 
communication protocol to handle some parts of the engine 
and transmission controllers. Finally, class C protocols 
provide bit rates starting from 125 Kbps and up to 1 Mbps, 
and a message rate of less than 5 ms, which makes these 
protocols most suitable for real time and critical control 

system communications. However, several protocols have 
emerged recently, offering bit rates over 1 Mbps and 
marking a new class of protocols, “Class D.” 

The main two objectives of multiplexed vehicle 
networks are: reducing the wiring costs and complexity of 
the network, and distributing th in-vehicle processing load 
over multiple low-end processors. In this context, a wireless 
communication system is better than the single bus 
multiplexing system, since it supports the concept of 
distributed systems, and yet does not require any wires. 
Moreover, intra-vehicle wireless networks become even 
more attractive when plug-and-play sensors are 
implemented. Currently, the potential wireless protocols for 
intra-vehicle networks are IEEE 802.15.4, IEEE 
802.15.1/Bluetooth, and the IEEE 802.11 family [4][5]. 
This paper presents the potential use of each of these 
protocols and evaluates the IEEE 802.15.4 performance for 
intra-vehicle network applications.  

The rest of the paper is organized as follows: IEEE 
802.11 family is discussed in section II, and Bluetooth is 
reviewed in section III. IEEE 802.15.4 is then presented in 
section IV and evaluated experimentally in section V. 
Finally, the paper is concluded in section VI. 

2 IEEE 802.11 
IEEE 802.11 standards were developed to serve wireless 

LANs. These protocols operate at the ISM 5.9 GHz or 2.4 
GHz bands, and offer high bit-rates that range from 11 
Mbps in 802.11b to 300 Mbps in the draft 802.11n. Since 
designed for LANs, these protocols were optimized to deal 
with big chunks of data, such as images and video files, and 
address some of the common challenges in wireless LANs, 
such as hidden and exposed terminal problems. As a result 
802.11 protocols are not best suited for intra-vehicle 
networks, especially when it comes to transmission power 
and protocol overhead. Therefore, researchers have not 
considered 802.11 protocols for limited area wireless sensor 
networks, and rather, they focused more on the Personal 
Area Networks (PANs) that resemble in many ways the 
intra-vehicle networks. 

3 IEEE 802.15.1/Bluetooth 
Bluetooth is one of the most common WPAN protocols. 

It was first developed by Ericson in 1994 and released in 
1998 as a standard by the Bluetooth Special Interest Group 
(SIG), including Ericson, IBM, Intel, Nokia, and Toshiba 
[6], [7], [8]. The initial idea was to replace short cable 
connectivities with wireless devices that are cheap, battery 
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operated, and have power saving modes. However, these 
features were extended later on to meet the requirements of 
an ad-hoc network’s nature and emphasize short-range 
communication, as well as, satisfy the low cost constraints. 

Since Bluetooth started as a cable replacement, it was 
reasonable for it to adopt a master-slave, peer-to-peer 
communication approach. However, the need for 
networking support extended the master-slave concept to a 
one-master, multiple-slaves network concept, which is 
called piconet. The piconet must have one, and only one, 
master, and can contain up to seven slaves and 255 parking 
nodes. Bluetooth uses the Frequency Hopping Spread 
Spectrum (FHSS) technique to provide immunity against 
noise and interference. Therefore, a frequency-hopping 
sequence is generated based on the master node address and 
is used by all piconet members. Each piconet’s hopping 
sequence is unique because their master’s address is unique, 
which explains why one piconet’s slaves cannot 
communicate with another piconet’s master directly. This 
raises the question of how we can propagate data between 
different piconets. The answer came with the scatternet 
concept. A scatternet is a network of piconets. A master of 
one piconet can be a slave in another piconet, and a slave in 
one piconet can be slave in three other piconets.   

Bluetooth radio operates in the 2.4 GHz unlicensed 
Industrial Scientific Medical (ISM) band and uses a fast 
Frequency Hopping Spread Spectrum (FHSS) and Gaussian 
Frequency Shift Keying (GFSK) modulation (generally) to 
transmit its data. Throughout the transmission, Bluetooth 
radio uses 79 channels (carrier frequencies), spaced 1 MHz 
from each other. The time between two frequency hops is 
called a slot and is equal to 625 µsec. Power-wise; 
Bluetooth is categorized into three classes. Class 1 has a 
maximum transmission power of 100 mW and a minimum 
transmission power of 1 mW, and can reach typically to 100 
m. Class 2 ranges from 1mW to 2.5 mW and can reach up 
to 20m. Finally, Class 3 has a maximum transmission power 
of 1 mW and can reach up to 10 m [9]. 

Although supports many of the in-vehicle network 
requirements, Bluetooth faces some serious problems when 
it comes to its architecture, especially, the piconet limited 
scalability, the involved delays in scatternet and operating 
mode switching, and the master-slave topology that 
increases the bandwidth demand [10]. 

4  IEEE 802.15.4 
IEEE 802.15.4 standard was developed to meet the 

different needs of Wireless Personal Area Networks 
(WPANs), which includes low power consumption, self-
organizing, self-healing, and the ability for expansion [9], 
[10], [11], [12]. Since it was designed for WPANs that 
satisfy home, industry, and environment applications’ 
requirements, it was necessary to choose its operational 
frequencies from the free unlicensed frequency range. 
Therefore, IEEE 802.15.4 has been chosen to operate in 
three different free unlicensed frequency ranges, with each 
one having a different number of channels, bandwidth, and 
data rate. These frequency ranges are: 

• 868 – 868.6 MHz, used in Europe, has one channel 
only and provides an ideal bit rate of 20 Kbps. 

• 902 – 928 MHz, used in USA, has ten channels and 
provides an ideal bit rate of 40 Kbps. 

• 2400 – 2483.5 MHz, used in most of the world and 
has sixteen channels with a maximum bit rate of 256 
Kbps. 

4.1 Network topology 
The network devices in IEEE 802.15.4 are classified 

according to their actual physical specifications or their 
logical task in the network. Physically, the network devices 
are classified as Full-Function Devices (FFDs) or Reduced-
Function Devices (RFDs); while logically they are 
classified as PAN coordinator, routers, and end devices. 
These two classifications intersect with each other, i.e. a 
FFD can operate as PAN coordinator, router, or regular end 
device; on the other hand, a RFD can only operate as an end 
device. FFDs have higher physical requirements than RFDs, 
such as more memory, higher computational capabilities 
and, consequently, larger power consumption requirements 
(usually powered by a main supply). This level of 
complexity makes FFDs capable of communicating with 
other FFDs or RFDs. On the other hand, RFDs have limited 
resources of memory, computational capabilities, and power 
(usually powered by batteries), and, hence, can only 
communicate with FFDs only. 

Based on the three WPAN logical components 
(coordinator, router, and end device), IEEE 802.15.4 
supports three Network topologies. The first one is the Star 
topology, in which all data transfers occur between the PAN 
coordinator and the other network devices as shown in 
Fig.1-a. The second topology is the Peer-to-Peer (Mesh 
Network) topology, which still has one PAN coordinator, 
but its devices can communicate among each other’s 
without accessing the coordinator as shown in Fig.1-b. 
Since only FFDs can communicate with other FFDs and 
RFDs, they are the most commonly used devices in the 
mesh networks, while RFDs only reside on the leaves of 
these networks to provide sensing and actuating. The third 
topology is a special formation of the peer-to-peer topology, 
and is called the Cluster-Tree topology. The cluster-Tree 
topology is a trade off option, offering less power 
consumption and connectivity than the peer-to-peer 
topology and more, of both, than the star topology. Fig.1-c 
depicts the cluster tree topology. 

4.2 IEEE 802.15.4 operation schemes: 
The communication management in IEEE 802.15.4 can 

operate in one of two modes, the beacon-enabled mode or 
the nonbeacon-enabled mode. In the beacon-enabled mode, 
the coordinator sends periodic beacons to synchronize all 
devices with the PAN superframe. The superframe is bound 
by two beacons, and divided into two main periods, active 
and inactive as shown in Fig. 2. The active period comprises 
two main periods, the Contention Access Period (CAP) and 
the Contention Free Period (CFP). The CAP is divided into 
time slots, so that devices willing to transmit shall use a 
slotted CSMA/CA algorithm to compete for the medium. 
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On the other hand, the CFP is divided into Guaranteed Time 
Slots (GTS), where each slot is allocated to a predefined 
device to insure critical data transmission. 

 
Fig. 1.  ZigBee Topologies, a- Star, b- Mesh Network, and c-Cluster Tree 

 

The Nonbeacon-enabled mode is much simpler than the 
beacon-enabled one. The devices in this mode compete for 
the medium with CSMA/CA algorithm. Hence, delays in 
the physical layer are less than those in the beacon-enabled 
mode, but there is no guaranteed delivery mechanism. 

 
Fig. 2. IEEE 802.25.4 Superframe 

4.3 IEEE 802.15.4 MAC layer: 
The IEEE 802.15.4 MAC layer plays a major role in 

driving and determining the efficiency of the 
communication system. It setups the superframe period 
division, allocates GTSs, and orchestrates the association 
process to form up the whole network. The superframe 
structure in the beacon-enabled IEEE 802.15.4 has a 
significant importance in optimizing the communication 
among the different devices. The MAC layer is responsible 
of structuring the superframe using several user-defined 
constants, such as the Beacon Order (BO) and the 
Superframe Order (SO). As described previously, the 
superframe is bounded between two beacons, therefore, the 
period of complete superframe is called the Beacon Interval 
(BI), while the active part of the superframe is called the 
Superframe Duration (SD). The Beacon Interval and 
Superframe Duration are defined by Superframe Order and 
Beacon Order respectively according to Eq. (1)  and Eq.(2), 
respectively. 

BI = B * 2BO, where, 0 ≤ BO ≤ 15  (1) 

SD= B * 2SO, where, 0 ≤ SO ≤ BO  (2) 

Where B is a MAC layer constant called aBaseSuper-
frameDuration. 

In case BO=BI=15, the system functions in a 
nonbeacon-enabled fashion; while BO=BI=0, will lead to a 
minimum beacon interval and fully active superframe, 
resulting in maximum utilization of the superframe period. 

With its flexible and configurable topology, IEEE 
802.15.4 has a good potential to serve as an intra-vehicle 
communication protocol. The rest of the paper evaluates the 
IEEE 802.15.4 protocol for intra-vehicle applications, and 
tries to find what type of communication class it can support 
in comparison to the vehicle wired multiplexed 
communication protocols. 

5 IEEE 802.15.4 evaluation 
To assess IEEE 802.15.4’s potential for automotive 

applications a set of experiments were conducted. In [14], 
ZigBee’s performance was evaluated thoroughly in a 
General Motors 2005 Cadillac STS. Although that study 
covered a wide range of measurements, it was very 
particular to the case study. In this section the physical layer 
performance of IEEE 802.15.4 in vehicles is evaluated with 
a more general approach. Three experiments are conducted: 
the first, determines the major factors that affect the 
wireless signal strength at different parts of a vehicle; the 
second, develops an approximate wireless connectivity 
diagram inside vehicles; and the third evaluates IEEE 
802.15.4 coexistence with WiFi. Throughout the 
experiments MICAZ nodes running the  TinyOs embedded 
operating system were used to determine the Received 
Signal Strength and Packet Error Rate (PER). 

5.1 Main factors in intra-vehicle wireless 
signal propagation 

This experiment was designed with three factors and 
four replicates. the factors are: 

• Vehicle Type (factor A): Two vehicles are used as 
test plants, a Chevrolet Prizm 1999 and a Mazda LX 
1996.  

• Node level (factor B): Both nodes are installed at the 
same level (height), and then one node is installed at 
the ground level and the other at the engine level. 

• Engine Status (factor C): Engine is OFF, and Engine 
is ON running idle. 

A 23 factorial analysis with 32 measurements was 
performed to study the effect of the aforementioned factors, 
and their interactions, on the Received Signal Strength 
(RSS). However, due the dependencies between the mean 
and the variance of the RSS a linear 1/Y variance 
stabilization transform was applied to the data sample and 
the insignificant 2-way and 3-way factor interactions were 
discarded. Fig. 3 shows the residual plots of the transformed 
data and the associated 23 factorial analysis. Fig. 3 further 
shows that the residuals do approximate a normal 
distribution and have a constant variance, which satisfies the 
assumptions of a factorial design. As a result the reported P-
values can be used from the analysis to conclude that we are 

CFP 

G
TS 

BI 
SD 

Beacon 

CAP 

Active 
Period 
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almost certain and 94.9% confident, that the node level and 
the “vehicle type * engine status” interaction, respectively, 
affect wireless signal propagation in the engine 
compartment. This conclusion indicates that a connectivity 
diagram needs to be developed before planning to deploy 
wireless nodes in a vehicle, and that this diagram is unique 
to each vehicle based on the vehicle’s internal component 
distribution and its electronic and electrical wiring. 

5.2 Wireless connectivity diagram in 
vehicles 

This section attempts to draw a rough diagram of 
wireless connectivity inside vehicles. MICAZ nodes were 
used in this experiment, with one transmitter, one receiver, 
and a transmission power of -25 dBm. The transmission 
power was chosen as the minimum possible value in order 
to guarantee the least interference between adjacent 
vehicles. 

 
Fig. 3. The 23 factorial experiment analysis results after after applying a 
linear transformation Y* = 1/Y and aliasing the insignificant terms 

The vehicle under test was virtually divided into three 
sections: the engine compartment, the cabin, and the trunk. 
The wireless connectivity in each of these sections and 
among themselves was evaluated and a general connectivity 
diagram was deduced. The following sub-sections show the 
node placement and the corresponding received power 
levels, while the conclusion of these measurements is 
presented at the end of this experiment. 

5.2.1 Engine compartment test 
The transmitter and receiver are placed in three different 

configurations: at the same level under the hood, at the same 

level on the ground, and at the two ends of the engine 
compartment diagonal. Fig. 4 shows the placement 
configurations for the engine compartment test, and Table I 
elaborates on the received signal power at different points in 
the engine compartment. 

 
Fig. 4. Nodes’ placements for the engine compartment test 

 

TABLE I.  RECEIVED SIGNAL POWER IN THE ENGINE COMPARTMENT 

Transmitter Receiver Received Power [dBm] 
A B -73 
C D -72 
A	   D	   -‐91	  

 
5.2.2 The Vehicle Cabin Test 

The main communication in the vehicle cabin is usually 
between the seat modules, door modules, and the dashboard 
cluster. To emulate such communications, the transmitter 
was placed in the Glove Box and the receiver was moved 
around the front seat pocket, back seat pocket, and under the 
front seat and for both sides of the vehicle. The received 
power is recorded as shown in Table II. 

TABLE II.  RECEIVED SIGNAL POWER IN THE VEHICLE CABIN 

Transmitter Receiver Received Power 
[dBm] 

Glove Box Front Left door pocket -75 
Glove Box Front Right door pocket -61 
Glove Box Back Left door pocket -75 
Glove Box Back Right Door Pocket -78 
Glove Box Under the Front Left Seat -75 
Glove Box Under the Front Right Seat -62 

 
5.2.3 Trunk test: 

The communication in the trunk section is mainly 
concerned with the tail and the center light signaling. 
Therefore, our measurements were taken in three locations 
in the trunk as shown in Fig. 5. Table III shows the received 
signal power at different locations in the trunk. 

 
Fig. 5. Communication testing in the vehicle trunk 

B

A

C
D

A
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Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

6 Int'l Conf. Wireless Networks |  ICWN'14  |



TABLE III.  RECEIVED SIGNAL POWER IN THE VEHICLE TRUNK 

Transmitter Receiver Received Power [dBm] 
B A -65 
C A -54 

 
5.2.4 Inter-section Connectivity test: 

After the connectivity within the individual section was 
evaluated, the inter-section connectivity was studied. Table 
IV shows the received power level between the different 
sections when the vehicle is empty. “No connectivity” 
indicates that the received power falls below the receiver 
sensitivity, which is -95 dBm for MICAZ (CC2420). 

5.2.5 Conclusions on intra-vehicle wireless 
connectivity  

In an empty vehicle and with a -25 dBm transmission 
power, the wireless connectivity provided by IEEE 802.15.4 
compliant transceivers could be divided into seven main 
sub-networks: the headlights, engine compartment, 
dashboard, left door module, right door module, seat 
controls, and the trunk. The connectivity within each of 
these sub-networks is preserved. However the connectivity 
among the different areas is not guaranteed. More 
specifically, the engine compartment nodes are connected 
with the dashboard and headlight modules; however, the 
last two are not connected. Also, the dashboard is connected 
to both door modules and, sometimes, with the seat control; 
but it fails to connect with the trunk, as well as the seat 
modules when the vehicle is loaded with passengers. 
Finally, the seat controls are connected with the trunk 
module all the time. Fig. 6 depicts a rough wireless 
connectivity diagram in a vehicle when using IEEE 
802.15.4 transceivers. 

TABLE IV.  RECEIVED SIGNAL POWER DURING THE INTER-SECTION 
COMMUNICATION TEST IN THE VEHICLE 

Transmitter 
Location 

Receiver Location Received 
Power [dBm] 

Left Tail Light in 
the Trunk 

Front Head Lights  
(Both Left & Right) 

No 
Connectivity 

Rear Left and Right 
Side – ground level 

Front Left & Right Side – 
ground level  

-84 

Glove Box Center of the Engine 
Compartment 

-83 

Glove Box Front Headlight No 
Connectivity 

Left Door Pocket Center of the Engine 
Compartment 

-88 

Glove Box Left Tail Light in the trunk -87 
Back Seat Trunk -72 

 

 
Fig. 6. Wireless connectivity Diagram in a vehicle when using IEEE 
802.15.4 compliant transceivers 

5.3 Coexistence with Wifi 
Nowadays, It is very common to come across Wifi-

enabled devices, E.g. cell phones, wifi hotspots, wifi-based 
remote controls, security cameras ...etc. This poses the 
questions: how well will ZigBee/IEEE 802.15.4 tolerate the 
co-existence of Wifi-enabled device? And would it still be 
able to serve under extreme conditions of interference and 
spectrum contention? 

To answer these questions two MICAz nodes were used 
as a transmitter and a receiver. The transmitter was set up to 
send bulk messages of 200 packets each every 5 seconds 
with transmission power of -25 dBm, in compliance with 
the previous connectivity test. The receiver was set up to 
report the number of received packets from each message to 
a monitoring computer. The MICAz nodes were alternated 
to operate at IEEE 802.15.4’s channel 26 and 22, while two 
computers were used to provide an active Wifi file transfer 
over channel 11. The experimenter occupyied the passenger 
seat and used a notebook to transmit a data file to nearby 
WiFi base station. At the same time the IEEE 802.15.4 
transmitter was positioned in the glove box and the receiver 
was placed in the close door pocket. This setup was meant 
to imitate a real life scenario of a user using WiFi inside a 
vehicle while sensory data is exchanged wirelessly via IEEE 
802.15.4. The experimental setup is illustrated in Fig. 7.  

 
Fig. 7. The setup for testing IEEE 802.15.4 coexistence with WiFi 
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Fig. 8. Box plots for the IEEE 802.15.4’s interference with channel 11 of 
WiFi 

In IEEE 802.15.4, channel 26 and 22 are centered at 
2.48 GHz and 2.46 GHz respectively, with a channel 
bandwidth of 2 MHz. On the other hand, channel 11 of 
WiFi is centered at 2.462 GHz and has a bandwidth of 22 
MHz. In this setup, overlapped channels (22 of IEEE 
802.15.4 and 11 of WiFi) were used to measure the 
maximum effect of interference. On the other hand, channel 
26 of IEEE 802.15.4 and 11 of WiFi were used as two 
adjacent non-overlapping channels in order to measure the 
minimum interference effect on IEEE 802.15.4 
performance. Fig. 8 shows the box plots, over 15 
measurements, for the number of received packets during 
active and inactive channel 11 WiFi and for both IEEE 
802.15.4’s channels 22 and 26. We indicate here that we did 
not distinguish between channels 22 and 26 when WiFi is 
inactive because 100% of the messages were received in 
both cases and for all measurements. 

Although channel 26 of IEEE 802.15.4 is, theoretically, 
spaced 7 MHz from the upper band of WiFi’s channel 11 
(2.473 GHz), Fig. 8 reveals a significant drop in number of 
received packets when WiFi is active vs. when WiFi is not 
active. The box plots show more resilience to WiFi when 
using channel 26 vs channel 11, but suggest that they are 
both not practically usable for control application purposes.   

These results are further explained by using a spectrum 
analyzer. It is found that channel 11 of WiFi still overlaps 
with Channel 26 of IEEE 802.15.4, but at a much lower 
level than is the case with channel 22. Fig. 9 shows 
snapshots of the spectrum during the experiment for channel 
11 of WiFi, during active and inactive transfers, and for 
channel 26 and 22 of IEEE 802.15.4 during inactive WiFi 
transfer. 

6 Conclusion 
The experimental results show that IEEE 802.15.4 is 

capable of operating in an intra-vehicle environment, and 
that it exhibits good immunity against vehicular 
electromagnetic noise when the engine is on and when it is 
off. The propagation characteristics throughout the vehicle 
are shown to be affected by the obstructing metal parts in 
the vehicle. At the lowest transmission power of -25 dBm 

the wireless signal is decently contained within the vehicle 
vicinity, and therefore a vehicle wireless connectivity 
diagram of 7 connected sections is derived at this power. 
Further experimental work indicated that full connectivity 
could be achieved by increasing the transmission power but 
with risking the result of inter-vehicle interference. 

 
Fig. 9. (a) channel 11 spectrum, (b) channel 22 spectrum, (c) channel 26 
spectrum. 

 

2.462 GHz
-70 dBm

22 MHz

2.48 GHz
-93 dBm
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-65 dBm
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In contrast to the general assumption that IEEE 802.15.4 
and WiFi can coexist without degradation in the 
communication quality, our expiremnt shows that using the 
-25 dBm transmission power of IEEE 802.15.4 in the close 
vicinty of active WiFi transmitter can degrade the 
communication quality significantly. The worst case takes 
place IEEE802.15.4 and WiFi are operating at in 
overlapping channles with less effect being exerted whe 
operating in adjacent channles. Hence, using IEEE 802.15.4 
for intra-vehicle communication requires coordinating its 
active channels with the active WiFi channels all the time.  
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Abstract— Wireless sensor networks use a large number
of collaborating sensors with a built-in wireless device to
enable the collection of information in real space. Their
wireless sensor nodes require time-synchronization in order
to achieve a high degree of sensing accuracy, which is
imposed upon them by wireless sensor network applications.
A number of researchers have proposed time-synchronization
protocols, since these protocols require packet transmissions,
they consume excessive energy and impose additional traffic
load on the network. Therefore, it is important to imple-
ment a time-synchronization technique that does not require
packet transmission or reception. This paper proposes time
synchronization protocol based lighting control, which is a
time synchronization technique that uses light-controllable
lighting fixtures and wireless sensor nodes equipped with an
illuminance sensor without packet transmission or reception.
This paper also examines synchronization errors with the
proposed method and verifies time-synchronization wireless
sensor nodes.

Keywords: Time Synchronization, Lighting Control, Wireless
Sensor Network, Energy Conservation

1. Introduction
Wireless sensor networks use a large number of collab-

orating sensors with a built-in wireless device to enable
the collection of information in real space. Compared with
wired networks, such wireless networks significantly reduce
the cost of implementation. In addition, such networks
enable detailed observation of events that were impossible
to observe in the past. Wireless sensor networks require
their network components to time-synchronize in order to
maintain the time integrity of data and to implement power-
saving protocols. Their wireless sensor nodes also require
time-synchronization in order to achieve a high degree of
sensing accuracy, which is imposed upon them by wire-
less sensor network applications. A number of researchers
have proposed time-synchronization protocols, including
approaches using satellite-based GPS and Network Time
Protocol [9] to time-synchronize nodes on the Internet. How-
ever, these protocols are not necessarily optimal in wireless
sensor networks with a diversity of node characteristics
and strict power constraints. Time synchronization protocols
that take advantage of small propagation delays in wireless

sensor networks have been proposed. They include Timing-
sync Protocol for Sensor Networks (TSN) [2]，Reference
Broadcast Synchronization (RBS) [1], and Flooding Time
Synchronization Protocol (FTSP) [5]. However, since these
protocols require packet transmissions, they consume ex-
cessive energy and impose additional traffic load on the
network.

The authors of this paper are currently developing an
Intelligent Lighting System, i.e., a lighting control system
that takes power-saving into account [4],[8]. The Intelligent
Lighting System consists of lighting fixtures whose light
levels are controllable, wireless sensor nodes, a sink node,
a control PC, and a power meter [7]. This system enables
lighting fixtures to autonomously adjust their light levels
and provides each location within an office the level of
lighting that the office worker at that particular location de-
sires. By introducing this Intelligent Lighting System, light
conditions in an office will improve and power consumption
will reduce. The Intelligent Lighting System uses wireless
sensor nodes equipped with an illuminance sensor to ob-
tain illuminance at fixed intervals. The Intelligent Lighting
System uses the collected illuminance data for control and
to estimate geo-locations and disturbances. However, since
wireless sensor nodes are not time-synchronized, different
wireless sensor nodes may exhibit different times. Thus, it
is also necessary to time-synchronize wireless sensor nodes
in the Intelligent Lighting System.

In addition, challenges in using wireless sensor nodes in
an office include the cost of replacing batteries in these nodes
and instability in the wireless communication environment
due to a person or an obstacle in the wireless communication
pathways. In particular, when multiple packets are lost
consecutively due to an increased level of network traffic
caused by an unstable wireless communication environment,
existing time-synchronization approaches may not only fail
to time-synchronize wireless sensor nodes but also increase
the number of packet transmissions and create an even
larger network traffic load. Therefore, it is important to
implement a time-synchronization technique that does not
require packet transmission or reception. This paper pro-
poses Time synchronization Protocol based Lighting Control
(TPLC), which is a time synchronization technique that does
not require packet transmission or reception. TPLC uses
light-controllable lighting fixtures and wireless sensor nodes
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Figure 1: The sender and the reciever packet of FTSP.

equipped with an illuminance sensor. This paper also ex-
amines synchronization errors with the proposed TPLC and
verifies TPLC time-synchronization wireless sensor nodes.

2. Time Synchronization Protocol for
Wireless Sensor Networks
2.1 An importance of time syncronization pro-
tocol

Wireless sensor networks require time-synchronization
to maintain the time integrity of data and to implement
power-saving protocols. Due to this, there exists a large
body of research on time synchronization in wireless sen-
sor networks. Examples of such research include TPSN,
RBS and FTSP. These are time-synchronization protocols
specifically designed for wireless sensor networks that also
achieve a high degree of accuracy in time-synchronization
with relatively simple mechanisms.

2.2 Flooding Time Synchronization Protocol
FTSP is a technique that extracts all time synchronization

errors occurring in a single hop and minimizes such time
synchronization errors to achieve a high degree of time
synchronization accuracy [5]. In order to minimize time
synchronization errors in a single hop, i.e., propagation
errors, and errors due to computation, the MAC layer at
both the sender and the receiver uses a timestamp. Using a
timestamp with both the sender (during transmission) and the
receiver (during reception) enables time synchronization er-
rors to be minimized between the sender’s and the receiver’s
timestamps and to be ignored at the time of send, access
and receive as shown in Figure 1. In addition, since FTSP
only requires packet transmission in one direction, FTSP
may time-synchronize an entire network by broadcasting a
packet to the entire network.

By implementing FTSP on Mica2 [3], it is confirmed
that FTSP achieves time synchronization with an average
time synchronization error of 1.4 us and with a max time
synchronization error of 4.2 us. FTSP does not, however,
consider the instability in a wireless communication environ-
ment such as packet loss. In addition, FTSP requires packet
transmission and reception, resulting in a possible increase
in power consumption at wireless sensor nodes.

3. TPLC: Time Synchronization Proto-
col based Lighting Control
3.1 Overview

This paper proposes TPLC, a time-synchronization tech-
nique based on lighting control that does not require the
transmission or reception of packets.

With TPLC, lighting fixtures autonomously adjust their
luminance to cause changes in the illuminance level mea-
sured by illuminance sensors. TPLC then uses the changes in
the measured illuminance to determine when to initiate time
synchronization and achieves time synchronization. When
adjusting the luminance of lighting fixtures, the luminance
adjustment needs to be within a range that is not noticeable
by office workers to maintain a comfortable work envi-
ronment. Existing research indicates that, if the change in
illuminance due to luminance adjustment is within 7% of the
current illuminance level, one may not detect such luminance
adjustments [11]. TPLC performs time synchronization us-
ing this small change in illuminance. Therefore, in order to
design an algorithm for TPLC, it is necessary to examine
how the illuminance changes in time when the luminance is
adjusted.

3.2 The measurement of illuminance on a wire-
less sensor node

We examine changes in illuminance measured by an
illuminance sensor on a wireless sensor node for a given
illuminance change within approximately 7% of the current
illuminance. In these experiments, a MOTE MICAz made
by Company C serves as a sensor node [6]. MDA088, a
general-purpose external sensor board, is installed onto the
MOTE MICAz, and a lead-type NaPiCA illuminance sensor
[10] is embedded in the external sensor board to measure
illuminance. In these experiments, an illuminance sensor is
configured to measure illuminance every 100 ms.

Experiments were conducted in a lab at Doshisha Uni-
versity. The lab used in the experiments simulates an actual
office environment and used 15 Panasonic white fluorescent
lamps (FHP45EN) and one wireless sensor node. Figure 2
shows a bird’s-eye view of the experimental set up. White
color partitions were placed by the windows to prevent
outside light from entering the lab. The vertical distance
between a fluorescent lamp and a wireless sensor node
was 1.9 m when the wireless sensor node was placed
vertically under the fluorescent lamp. A wireless sensor node
was placed vertically under fluorescent lamp 7, and only
fluorescent lamp 7 was light-controlled.

A NaPiCa illuminance sensor has a low resolution. There-
fore, in these experiments we used a highly precise ANA-
F11 illuminance sensor and adjusted the illuminance mea-
surements obtained through the NaPiCa illuminance sensor
using equation 1.

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 11



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

Lighting Fixture Illuminance Sensor

1.8 m 

1.8 m 

1.9 m 

0.6 m 

Figure 2: The experiment enviroment for measuring illumi-
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Figure 3: Result in 100 ms intervals to measure illuminance.

ANA = 2.096 ∗ NAPICA + 17 (1)

ANA : Illuminance given ANA-F11[lx]
NAPICA : Illuminance given NaPiCa illuminance sen-

sor[lx]
With the initial condition where illuminance on a desk

surface measured by ANA-F11 is 500 lx, we increased
illuminance by 15 lx (i.e., 3% of 500 lx), kept illuminance
at the increased level for six seconds, and then restored
the original illuminance, and obtained how the measured
illuminance changed. Figure 3 uses 100 ms intervals to
measure illuminance and shows how illuminance changed
at a given time.

Figure 3 shows that a NaPiCa illuminance sensor suc-
cessfully detects a change in lighting luminance even for a
small illuminance change within 7% of the current illumi-
nance. Based on these findings, this paper proposes a time
synchronization algorithm for TPLC.

3.3 Algorithms
This section explains the time synchronization algorithm

for TPLC. Illuminance data does not contain time infor-
mation such as a timestamp in a packet. Due to this, it is
necessary to implicitly convey time information to an illumi-
nance sensor so that time synchronization is initiated based
on illuminance measurements obtained by the illuminance
sensor. TPLC initiates time synchronization by varying the
luminance of a lighting fixture to cause fluctuations in illu-
minance and having an illuminance sensor detect the illumi-
nance fluctuations. However, as seen in Figure 3, even when
the lighting stays at the same luminance level, errors occur in
the illuminance measurements, and fluctuations occur in the
measured illuminance. When varying illuminance, changes
in illuminance need to be larger than errors yet still small
enough to not cause discomfort for office workers. There-
fore, in performing time synchronization, TPLC applies a
small luminance change and initiates time synchronization
only when the increase in the measured illuminance caused
by the luminance change is at the predetermined ratio.

The following describes a set flow to perform to initiate
time synchronization. Assume that all lighting fixtures are
initially on and that all wireless sensor nodes are placed
within a distance to measure illuminance and are powered
on at the same time within a single illuminance measurement
time interval. First, periodically measures the current illumi-
nance at every illuminance measurement interval; Calculate
the change in illuminance from the measured current illu-
minance and the previously measured illuminance using the
equation; Initiate time synchronization when the illuminance
change is equal to the predetermined value. The following
set flow constitutes one step.

（1）An illuminance sensor measures the current illumi-
nance.

（2）A lighting fixture increases its luminance by x%,
where x < 7%.

（3） If an illuminace sensor detects a change in illumi-
nance, calculate the amount of illuminance change.

（4） If the change in illuminance is equal to the prede-
termined value, store the measured illuminance value
obtained in (1) and the illuminance value after the
illuminance change.

（5） If the measured illuminance values before and after
the illuminance change in the current step and in the
previous step are equal within a margin of error, time-
synchronize wireless sensor nodes.

（6）A lighting fixture returns its luminance to what it
was before the luminance change. Perform the above
operation (1).

This is the time synchronization algorithm for TPLC.
Flow (4) is necessary because of the following reasons.
Without flow (4), TPLC recognizes an illuminance increase
of larger than the predetermined value and may falsely
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initiate time synchronization. Referring to the measured
illuminance value after time synchronization in the previous
step prevents false initialization of time synchronization.

4. Evaluation

4.1 Overview

We implemented TPLC on a wireless sensor node and
examined synchronization errors. Experiments were con-
ducted under the same conditions as those seen in Figure
2 and used two wireless sensor nodes. In order to examine
synchronization errors in TPLC, wireless sensor nodes were
placed in three different patterns. These patterns were: (A)
Both wireless sensor nodes were placed directly under one
lighting fixture. (B) One wireless sensor node was placed
directly under each of two lighting fixtures that were located
at a distance from each other. (C) Both wireless sensor nodes
were placed at the midpoint between two adjacent lighting
fixtures.

First, in placement that both wireless sensor nodes were
placed directly under one lighting fixture, only one light-
ing fixture was used. Thus, it was a placement that did
not require wireless sensor nodes to consider the distance
between the lighting fixture and wireless sensor nodes, nor
the luminance changes at adjacent lighting fixtures. Figure
4 shows this placement.

Second, in placement that one wireless sensor node was
placed directly under each of two lighting fixtures that were
located at a distance from each other, one wireless sensor
node was placed directly under each of two lighting fixtures
that were located at a distance from each other. Figure 5
shows this placement.

Third, in placement that both wireless sensor nodes were
placed at the midpoint between two adjacent lighting fixture,
wireless sensor nodes were placed at the midpoint in the
horizontal direction between two adjacent lighting fixtures.
Figure 6 shows this placement.

Experiments were conducted with the aforementioned
placement patterns to examine synchronization errors. In the
experiments, time synchronization was performed through
increasing and decreasing the illuminance of a lighting
fixture (or lighting fixtures) by 15 lx every two seconds. For
all three placement patterns, luminance was first increased
and then decreased, and this increase/decrease in luminance
was repeated a total of 1,000 times. The experiments used
the FTSP’s global time as the correct time. TPLC’s synchro-
nization error is defined as the time synchronization error of
the global time obtained through comparing global times
between sensor nodes when a wireless sensor node initiates
time synchronization. Since the average synchronization
error of FTSP was within 1 ms, the experiments did not
consider synchronization errors that occurred in FTSP.
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Figure 4: The experiment environment that both wireless
sensor nodes were placed directly under one lighting fixture.
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Figure 5: The experiment environment that one wireless
sensor node was placed directly under each of two lighting
fixtures that were located at a distance from each other.

4.2 Evaluation in TPLC when both wireless
sensor nodes were placed directly under one
lighting fixture

In the following, we examine synchronization errors in
TPLC for wireless sensor node placement pattern that both
wireless sensor nodes were placed directly under one light-
ing fixture. In placement that oth wireless sensor nodes were
placed directly under one lighting fixture, wireless sensor
nodes A and B were placed directly under lighting fixture 7
and only lighting fixture 7 was light controlled.

Figure 7 shows a distribution of synchronization errors.
The horizontal axis shows the synchronization error [ms],
and the vertical axis shows the probability of the error
occurring. Table 1 summarizes the synchronization errors.

Synchronization errors depend on the length of the time
intervals measuring illuminance. Time synchronization with
TPLC becomes more precise as the length of the illumi-
nance measurement time intervals decreases. However, the
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Figure 6: The experiment environment that both wireless
sensor nodes were placed at the midpoint between two
adjacent lighting fixtures.
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Figure 7: The distribution of synchronization errors in TPLC
when both wireless sensor nodes were placed directly under
one lighting fixture.

shorter the illuminance measurement time intervals are, the
more power wireless sensor nodes consume. It is therefore
necessary to design an algorithm that does not depend on
the length of illuminance measurement time intervals.

4.3 Evaluation in TPLC when one wireless
sensor node was placed directly under each
of two lighting fixtures that were located at a
distance from each other

In the following, we examine synchronization errors in
TPLC for wireless sensor node placement pattern that one
wireless sensor node was placed directly under each of two
lighting fixtures that were located at a distance from each
other. Wireless sensor node A was placed directly under
lighting fixture 4, and wireless sensor node B was placed
directly under lighting fixture 10. For this experiment, only
lighting fixtures 4 and 10 were light controlled. Figure
8 shows a distribution of synchronization errors. Table 2
summarizes the synchronization errors.

Table 1: The values of synchronization errors in TPLC when
both wireless sensor nodes were placed directly under one
lighting fixture.

synchronization error value [ms]
average 62

maximum 172
minimum 4

P
ro

b
ab

ili
ty

Time synchronization error [ms]

Figure 8: The distribution of synchronization errors in TPLC
when one wireless sensor node was placed directly under
each of two lighting fixtures that were located at a distance
from each other.

The average synchronization error for the placement that
one wireless sensor node was placed directly under each of
two lighting fixtures that were located at a distance from
each other is similar to that seen in placement that both
wireless sensor nodes were placed directly under one light-
ing fixture. Although the maximum error for the placement
that one wireless sensor node was placed directly under
each of two lighting fixtures that were located at a distance
from each other is larger than that both wireless sensor
nodes were placed directly under one lighting fixture, the
average error for the placement that one wireless sensor
node was placed directly under each of two lighting fixtures
that were located at a distance from each other is similar
to that seen in placement that both wireless sensor nodes
were placed directly under one lighting fixture, and the error
distribution for the placement that one wireless sensor node

Table 2: The values of synchronization errors in TPLC when
one wireless sensor node was placed directly under each of
two lighting fixtures that were located at a distance from
each other.

synchronization error value [ms]
average 63

maximum 273
minimum 0
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Table 3: The values of synchronization errors in TPLC when
both wireless sensor nodes were placed at the midpoint
between two adjacent lighting fixture.

synchronization error value [ms]
average 88

maximum 277
minimum 1

was placed directly under each of two lighting fixtures that
were located at a distance from each other is almost identical
to in placement pattern that both wireless sensor nodes were
placed directly under one lighting fixture.

The spatial relation between the two lighting fixtures in
the experiments was such that they did not affect each other.
Thus, each of the two illuminance sensors independently
initiated time synchronization based on the illuminance from
its respective lighting fixture. The lighting fixtures used in
placement that one wireless sensor node was placed directly
under each of two lighting fixtures that were located at a
distance from each other differed from the lighting fixture
used in placement that oth wireless sensor nodes were
placed directly under one lighting fixture. To perform light
control on lighting fixtures, a light control signal was sent to
each and every lighting fixture. The signal reached different
lighting fixtures with different propagation delays.

In the experiments, the propagation delay of the light
control signal could have introduced synchronization errors.
However, the propagation delay of the light control signal
for the laboratory used in the experiments was significantly
smaller than the length of illuminance measurement time
intervals, and thus, it did not impact synchronization errors.
This explains how the experimental results for synchroniza-
tion errors for the placement that one wireless sensor node
was placed directly under each of two lighting fixtures that
were located at a distance from each other are similar to
those for placement pattern that both wireless sensor nodes
were placed directly under one lighting fixture.

4.4 Evaluation in TPLC when both wireless
sensor nodes were placed at the midpoint be-
tween two adjacent lighting fixtures

In the following, we examine synchronization errors in
TPLC for wireless sensor node placement pattern than both
wireless sensor nodes were placed at the midpoint between
two adjacent lighting fixture. Wireless sensor nodes A and
B were placed at the midpoint in the horizontal direction
between lighting fixtures 7 and 12. For these experiments,
only lighting fixtures 7 and 12 were light controlled. Figure
9 shows a distribution of the synchronization errors. Figure
10 shows a cumulative error distribution for 3 placement
patterns. Table 3 summarizes the synchronization errors.
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Figure 9: The distribution of synchronization errors in TPLC
when both wireless sensor nodes were placed at the midpoint
between two adjacent lighting fixture.
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Figure 10: The cumulative error distributions for TPLC.

Figure 10 shows that the experiments for the placement
than both wireless sensor nodes were placed at the mid-
point between two adjacent lighting fixture resulted in a
cumulative error distribution that differs from those seen
in placement that both wireless sensor nodes were placed
directly under one lighting fixture and in placement that one
wireless sensor node was placed directly under each of two
lighting fixtures that were located at a distance from each
other. With the placement than both wireless sensor nodes
were placed at the midpoint between two adjacent lighting
fixture, there are less synchronization errors within 100 ms,
and the average synchronization error is larger.

In the experiments, illuminance sensors were placed at the
midpoint between two adjacent lighting fixtures that were
close to each other. A luminance change of one lighting
fixture affected the illuminance sensor placed directly under
the other lighting fixture. As a luminance change at either
lighting fixture affects the illuminance measured by illumi-
nance sensors, it is possible that an increase in illuminance
in the current step becomes different from that in the
previous step, depending on when luminance changes occur
at lighting fixtures. When a change in illuminance differs in
each step, it significantly affects synchronization errors. For
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example, assume that 500 lx was referred to in the previous
step. In the current step, whether time synchronization is
initiated or not is determined when the measured illuminance
approaches the referred value of 500 lx. Different lengths
of time required for illuminance to reach 500 lx after the
initial change in luminance clearly result in different times
to initiate time synchronization. When each sensor node
experiences different changes in measured illuminance in
every step, it necessarily results in large synchronization
errors. Due to this, we sure that synchronization errors are
larger with the placement than both wireless sensor nodes
were placed at the midpoint between two adjacent lighting
fixture than with the placement that both wireless sensor
nodes were placed directly under one lighting fixture and the
placement that one wireless sensor node was placed directly
under each of two lighting fixtures that were located at a
distance from each other.

5. Conclusion and Future Improvements

This paper proposes Time synchronization Protocol based
Lighting Control (TPLC), a time synchronization technique
that does not require packet transmission or reception. TPLC
varies luminance of a lighting fixture (or lighting fixtures)
to cause changes in measured illuminance and uses the re-
sulting illuminance changes to initiate time synchronization.
By implementing TPLC on MOTE MICAz, we examined
synchronization errors. When two wireless sensor nodes
were placed directly under a single lighting fixture, TPLC
achieved time synchronization with an average error of 62
ms, a maximum error of 172 ms and a minimum error of
4 ms. Experiments were also conducted for wireless sensor
node placements where a wireless sensor node was placed
directly under two lighting fixtures and where wireless sen-
sor nodes were placed at the midpoint between two adjacent
lighting fixtures. Experimental results for these placements
show that TPLC achieved time synchronization, although
it resulted in larger synchronization errors when compared
to the placement where wireless sensor nodes were placed
directly under a single lighting fixture.

Future research includes improving time synchronization
to be more precise. Time synchronization becomes more
precise as the length of illuminance measurement time
intervals decreases. However, the shorter the illuminance
measurement time intervals are, the more power wireless
sensor nodes consume. One may explore an algorithm with
varying illuminance measurement time intervals to search
for the time when a luminance change completes. Such an
algorithm may use shorter illuminance measurement time
intervals near the time to initiate time synchronization, but
longer intervals otherwise.
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Abstract— In the sensor network, a set of connected sensors
that covers discrete targets is called the connected sensor
cover (CSC). Construction of the CSC reduces network
energy and communication costs. However, connectivity of
the CSC is lost in case that a sensor is down because of low
battery. In this case, removing of the sensor with low battery
from CSC and addition of another sensor enable extension
of lifetime of the CSC.

In the present paper, we first propose a centralized al-
gorithm for the lifetime extension using an artificial bee
colony optimization technique. We also propose a distributed
algorithm for the lifetime extension of the CSC. The exper-
imental results show the effectiveness of the two proposed
algorithms.

Keywords: sensor network, connected sensor cover, bee colony
optimization

1. Introduction
In the sensor network, a set of sensors is calledconnected

if any two sensors in the set can communicate using the other
sensors, and the sensor network can gather data of using the
connected sensors. In addition, a set of sensors is called
cover if a target region is completely covered by union of
sensing area of sensors in the set. Thus, the connected sensor
cover (CSC) is defined as a set of connected sensors that
covers a target region. Although construction of the CSC
with the minimum number of sensors is NP-hard [4], the
CSC with a small number of sensors is desirable because
construction of the small CSC can reduce network energy
and communication costs. Therefore, a number of algorithms
[2], [3], [4], [6], [7] are proposed for constructing the CSC
with a small number of sensors.

On the other hand, each sensor generally works with non-
rechargeable battery, and initial voltages of batteries may be
different between sensors in the network. Then, connectivity
of the CSC may be lost in case that a sensor is down because
of low battery. In this case, we can maintain the CSC by
removing the sensor with low battery from the CSC and
adding another sensor to the CSC. We assume that lifetime of
the CSC is an interval such that connectivity and coverage of
the CSC are satisfied by removal and addition of sensors, and
consider extension of lifetime of the CSC. Since difference
of remaining battery life is not considered in the above

known algorithms [2], [3], [4], [6], [7], the constructed CSCs
may have short lifetime in the known algorithms.

In the present paper, we propose centralized and dis-
tributed algorithms for extending lifetime of the CSC, which
covers discrete targets, for sensors that have different remain-
ing batteries life. We first propose a centralized algorithm for
the lifetime extension using an artificial bee colony optimiza-
tion technique. We next proposed a distributed algorithm
for the lifetime extension. In the distributed algorithm, each
sensor independently determines one of three modes, which
are active, relay and sleep, using informations of adjacent
sensors only.

We implement our proposed algorithm and a basic cen-
tralized algorithm for extending lifetime of the CSC in
simulation environment, and compare the number of sensors
in the obtained CSC. The results show that our proposed
centralized algorithm obtains a CSC with a smaller number
of sensors, and our proposed distributed algorithms also
obtains reasonable size of the CSC.

2. Preliminaries

2.1 System model

In this paper, the sensor networkG = (V,E) is defined
by a set of sensorsV = {s1, s2, . . . , sn}, wheren is the
number of sensors, and the set of linksE that is a set of
communication links between sensors. The set of discrete
targets is represented byT = {t1, t2, . . . , tm}, wherem
is the number of discrete targets. Each sensorsi has an
unique identification numberIDi. The sensors are deployed
on two-dimensional planeR, and each sensor knows the
geographical location of itself. In addition, we also assume
that each sensorsi has different initial battery chargebi. If
bi ≤ 0, the sensor becomes inoperable by the shortage of
battery.

Figure 1 is the sensor model used in this paper. Each
sensorsi has communicating areaCi and can communicate
with other sensors in the communication area. In case that
sensorssi andsj can communicate each other, a communi-
cation link eij ∈ E exists between the sensorssi andsj on
a graphG, and the sensors are called adjacent. We assume
that direct communication of messages is possible for only
between adjacent sensors without collision. In addition, two
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Fig. 1: Sensor model

sensors are called connected if there is a path of adjacent
sensors between two sensors inG.

We also assume that each sensorsi has a circular sensing
areaSi, and can sense a target in the sensing area. We call
that a sensorsi covers a targett if t is in sensing area ofsi.

In addition, each sensor has three modes, which are
called active, relay, and sleep. Available functions and power
consumptions are different in each mode as follows.
Active mode:

• Sensing and communication functions are available.
• Energy consumption is large.

Relay mode:
• Communication function is available.
• Energy consumption is slightly less than the active

mode.

Sleep mode:
• Sensing and communication functions are disabled.
• Energy consumption is small.

Let ca, cr andcs be energy consumptions of active, relay
and sleep modes, respectively. Then, the following condition
holds.

ca > cr ≫ cs (1)

2.2 Connected sensor cover for discrete targets
Since each sensor equips a limited battery, coverage with

a fewer number of sensors should be desired for discrete
targets. However, connectivity of sensors is needed to com-
municate data of targets in the sensor network. As a set
of sensors which satisfies these conditions, the connected
sensor cover is defined as follows.

Definition 1 (Connected sensor cover for discrete targets):
Given a sensor networkG = (V,E) and a set of discrete
targetsT = {t1, t2, . . . , tm}, the subset of sensors which
satisfies the following conditionM = {si1 , si2 , . . . , sin}
(M ⊆ V ) is called the connected sensor cover for the
discrete targets (CSCDT).

1) M is connected.

t1
t3

t4t2

s1

s2

s3 s4

s6

s5

Fig. 2: Example of CSCDT

2) Any target inT is in at least one of sensing areas of
sensors inM . □

Targets covering problems using line segments are known
as NP-hard, and CSCDT with the minimum number of
sensors is also known as NP-hard by reducing from the
problem [3]. Therefore, a smaller number of sensors should
be desired for CSCDT.

In this paper, we assume that the number of sensorsn are
enough large to construct CSCDT. In other words, CSCDT,
which covers a set of input discrete targets, always exits for
an input set of sensors.

Figure 2 shows an example of CSCDT. In this example,
the set of sensors{s1, s2, · · · , s6} is CSCDT, which covers a
set of discrete targets {t1, t2, t3, t4} with an union of sensing
areas of sensors {s1, s2, s5, s6}. The set of sensors maintains
connectivity of sensors by including a set of sensors{s3, s4}.

2.3 Network lifetime

The network lifetime is an interval such that a set of
sensors can monitor all discrete targets and collect infor-
mations continuously. We first define energy consumption
in the sensor network.

Definition 2 (Energy consumption in the sensor network):
In the sensor network, each sensor executes a given
procedure in each step, and then, consumes battery charge
defined by each mode. In other words, each sensorsi
reducesca, cr, or cs from the battery chargebi according
to the modes. □

Using Definition 2, the network lifetime is defined as
follows.

Definition 3 (Network Lifetime):Let ts be the step such
that the set of sensorsM starts to satisfy the condition of
CSCDT. By executing algorithms, sensors inM consume
batteries and are changed dynamically. We also assume that
te is the first step such thatM does not satisfy the condition
of CSCDT. Then, the network lifetime is defined aste − ts,
which is the difference betweente and ts. □
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3. CentralizedAlgorithm
3.1 A sub-procedure for deleting a sensor

We first define unnecessary sensors for CSCDT, and next
propose a procedure, which deletes the unnecessary sensor,
as a basic operation in the proposed algorithm.

Definition 4 (An unnecessary sensor for CSCDT):Let
Si be sensing area of sensorsi in the sensor network
G = (V,E), and also letM ⊆ V be CSCDT for the sensor
network. We also assume thatT is a set of discrete targets.
Then, a sensorsd ∈ M is an unnecessary sensor forM if
the sensor satisfies the following two conditions.

1) M − {sd} is connected.
2) Any target inT is in at least one of sensing areas of

sensors inM − {sd}. □
Using the above definition, we proposed a procedure,

which is calledSimple deletion, for deleting a sensor from
CSCDT.
Simple deletion

Step 1:Check whether a sensor is an unnecessary sensor
or not.

Step 2:Delete the sensor in case that the sensor is unnec-
essary. □

The procedure,Simple deletion, ensures connectivity and
coverage of the sensor network.

Figure 3 shows an example for unnecessary sensors and
the procedure. Figure 3 (a) shows an input CSCDT, and
the set of sensors{s1, s2, s3, s4} is in CSCDT. An union
of sensing areas of the set of sensors{s1, s3} covers the
set of discrete targets {t1, t2, t3, t4}, and the sensors are
connected. In this case, sensors4 is deleted ifSimple deletion
is executed fors4, and we obtain CSCDT in Figure 3 (b).

3.2 A centralized algorithm using Simple dele-
tion

We now introduce a basic centralized algorithm which
constructs CSCDT. We can obtain the minimal CSCDT by a
repetition ofSimple deletion. (If no sensor can be deleted by
application ofSimple deletion, the CSCDT is the minimal.)

For example, after removing sensors4 for CSCDT in
Figure 3 (b), no sensor can be removed bySimple deletion.
Then, CSCDT in Figure 3 (b) is the minimal CSCDT.

Since battery charge is not considered in the above al-
gorithm, the algorithm cannot achieve lifetime extension of
the sensor network. We next propose a modified optimization
algorithm that consider the battery charge.

3.3 A centralized algorithm using bee colony
optimization

We now propose our modified algorithm that consider the
battery charge. The algorithm computes CSCDT using the
bee colony optimization [8]. The Bee colony optimization
is an optimization technique based on the following habit

t1

t2 t3

t4
s1

s2
s3

s4

(a) An input CSCDT

t1

t2 t3

t4
s1

s2
s3

s4

(b) An output CSCDT afterSimple deletion

Fig. 3: An example ofSimple deletion

of honey bees. The bee gathers honey outside region, and
shares information of gathered honey with other bees when
the bee arrives at comb. Then, each bee decides a next way
of exploration using exchanged informations. As a result,
the honey bees can collect high-quality honey.

The basic idea of the algorithm is based on the central-
ized algorithm usingSimple deletion, and the bee colony
optimization is used for reducing the number of sensors. In
the following algorithm,bi denotes the initial battery charge
of sensorsi (1 ≤ i ≤ n). We also assumem bees,Bj

(1 ≤ j ≤ m), are used to optimize CSCDT.
A centralized algorithm using bee colony optimization

Step 1:Each beeBj computesCSCDTj for an input
set of sensors using a centralized algorithm using
Simple deletion. SinceSimple deletionis applied
in random order for each bee, different bees prob-
abilistically obtain different CSCDTs.

Step 2:The following 3 sub-steps are repeated by a given
number of trials, and output a CSCDT with the
minimum number of sensors among all bees.

(2-1) Each beeBj computes the number of sensorsNj

in CSCDTj , and also computes the maximum
difference between battery charge of sensors in
CSCDTj as follows.

Vj = max{|bx − by| | 1 ≤ x, y ≤ n}

Then, each beeBj computes evaluation valueOj

usingNj , Vj , and two weight parameters,α and
β, as follows.

Oi = Nα
i × V β

j
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(2-2) Each beeBj decideswhether to become a recruiter
or a follower according to the following probability
Fj , whereOmin = min{Ok | 1 ≤ k ≤ n} andu is
the number of repetition in Step 2.

Fj = e−
Oj−Omin

u

(2-3) Each beeBj maintainsCSCDTj in case of the
recruiter. On the other hand, in case of the follower,
Bj selects one of solutions computed by recruiters
according to following probabilityRi, whereR is
a set of recruiters.

Rj = 1− Oj∑
Ok∈R Ok

□

4. Distributed Algorithm
In this section, we propose a distributed algorithm that

extends the network lifetime. We assume that first CSCDT
is constructed using a known distributed algorithm [5].
After construction of the CSCDT, our proposed distributed
algorithm is started for extending network lifetime. In the
proposed algorithm, each sensor executes the algorithm, and
decides one of modes and an interval of sleep.

The algorithm consists of the following 2 phases. The
second phase is executed on a sensor that is switched to the
sleep mode in the next step.

Phase 1:On each sensor, decide a next mode from one of
active, relay, and sleep modes.

Phase 2:On each sensor, decide an interval of the sleep in
case that the next mode is a sleep mode.

In our proposed algorithm, we assume that each sensorsi
knows a set of adjacent sensorsSNi , which is a set of sensors
in the communication area ofsi, andTi, which is a set of
discrete targets in sensing area ofsi. In addition, we also
assume that sensorsi also knows the following information
for sk ∈ SNi .

Modek:Modek is a mode of sensorsk, and then,Modek ∈
{ active, relay, sleep}.

SNk
: SNk

is a set of adjacent sensors, which are in the
communication area ofsk. (sk is not included in
SNk

.)
Tk: Tk is a set of discrete targets in sensing area ofsk.

In the following description,SAi denotes a set of sensors
in SNi in the active mode. We also assume thatTNi =
Ti ∪

∪
sk∈SNi

Tk.

4.1 Decision of mode
In this section, we explain an algorithm for the first phase

that decides a next mode of each sensor. Each sensor execute
one of the following (A), (B), and (C), according to the
current mode.
(A) Active

If sensor si is in the active mode, and satisfies the
following three conditions, the next mode ofsi is sleep.

1) Ti is included in an union of sensing areas of sensors
in SAi.

2) SNi is connected.
3) No sensorsk ∈ SNi , whoseIDk is smaller thanIDi,

changes the mode in the current step.
Next, if sensorsi does not satisfy the above conditions,

but satisfies the following two conditions, the next mode of
si is relay.

1) Ti is included in an union of sensing areas of sensors
in SAi.

2) No sensorsk ∈ SNi , whoseIDk is smaller thanIDi,
changes the mode in the current step.

In the other cases, the next mode ofsi is still active.
(B) Relay

If sensorsi is in the relay mode, and satisfies the following
three conditions, the next mode ofsi is sleep.

1) Ti is included in an union of sensing areas of sensors
in SAi.

2) SNi is connected.
3) No sensorsk ∈ SNi , whoseIDk is smaller thanIDi,

changes the mode in the current step.
Next, if sensorsi does not satisfy the above conditions,

but satisfies the following condition, the next mode ofsi is
active.

1) Ti is not included in an union of sensing areas of
sensors inSAi.

In the other cases, the next mode ofsi is still relay.
(C) Sleep

A sensorsi in the sleep mode maintains a variableSIi,
which denotes counter for sleep. (The variableSIi is set in
Phase 2.) IfSIi > 0, the next mode ofsi is still sleep, and
setSIi = SIi − 1. On the other hand, ifSIi = 0, the next
mode of si is changed to the mode previously decided in
Phase 2. (The decision of the mode is described later.)□

Figure 4 shows an example of the above algorithm.
Orange and yellow circles denote sensors in the active mode,
blue and pink circles denote sensors in the relay mode, and
yellow and pink sensors denote sensors that decide a mode
in the next step. We assume thatID of the yellow sensor is
smaller thanID of the pink sensor.

In this example, we assume that yellow and pink sensors
try to decide the mode at the same time. Since the yellow
sensor satisfies the conditions for changing to the relay
mode, the next mode of the yellow sensor is the relay mode.
On the other hand,ID of the pink sensor is larger thanID
of the yellow sensor, and the pink sensor does not satisfy
the conditions for changing to the sleep mode.

4.2 Decision of sleep interval
The second phase, which decide an interval of the sleep,

is executed on only a sensor that decides the next mode is
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Fig. 4: Example of Mode Changing

sleep. In this section, we explain a method that decide a
sleep intervalSIi on each sensorsi using informations on
si andSNi .

We now introduce a procedure for deciding theSIi on
sensorsi. In the description,SSi denotes a set of adjacent
sensors of the adjacent sensor ofsi, which is given as
follows.

SSi =

 ∪
sk∈SNi

SNk

−

( ∪
sh∈Si

Sh

)
− {si}

In addition, we define the following valueLi, which denotes
lifetime for each sensorsi.

Li =
bi
ci

In the above equation,bi denotes a battery charge of sensor
si, andci denotes energy consumption, which is defined in
Section II. (The energy consumption is varied according to
the mode.)
A procedure for deciding sleep interval

Step 1:SetTSi = SNi , and compute a sensorsmin ∈ TSi

such thatLmin = min{Lh | sh ∈ TSi}
Step 2:If smin satisfies the following three conditions,

smin is removed fromTSi, and then, repeat Step
2.

(c1) Ti is included in an union of sensing areas of
sensors inTSi.

(c2) TSi is connected.
(c3) Any sensor inSSi is connected to a sensor inTSi.

On the other hand, if one of the above conditions is not
satisfied,SIi is set toLmin − 1. In addition, setWMi =
active in case that non-satisfied condition is (c1), otherwise,
setWMi = relay. □

The sensorsi in sleep ends the mode whenSIi = 0, and
switch to the one of two modes, active or relay. The mode is
decided according the a value ofWMi. The sensor switches
to the active mode in case ofWMi = active, otherwise, the
sensor becomes the relay mode.

50

40
30 20

60

70

Fig. 5: Initial State

Figure 5 shows an example of the above procedure. White
circles denote sensors in the sleep mode, orange circles
denote sensors in the active mode, and blue and pink circles
denote sensors in the relay mode. In this case, the pink
sensorsi is trying to switch to the sleep mode. We assume
that the remaining lifetime of the pink sensor is 20, and the
remaining lifetime of adjacent sensors of it is 40, 30, 50, 70,
60 as described in the figure.

In this example,SIi is set to 39 because the condition
(c1) is not satisfied if an adjacent sensor, whose lifetime is
40, is removed. In addition,si switches to the active mode
whenSIi = 0 becauseWMi = active.

5. Experimental Results
Our three algorithms, which are a centralized algorithm

using Simple deletion, a centralized algorithm using bee
colony optimization, and a distributed algorithm, are imple-
mented in a simulation environment using a software library
LEDA [1], and we compare network lifetimes between the
algorithms.

5.1 Simulation model
In our simulation model, input sensors and discrete targets

are randomly located in100× 100 square area. The number
of input sensors is 200, and the number of discrete targets
is 20. The number of trials of algorithms using bee colony
optimization is 100, and initial battery charge of sensors
are random values between 12500 and 25000. In addition,
battery charges consumed on each sensor in one step are 38,
33 and 0 for active, relay and sleep modes, respectively.

We assume that the sensing and communication radiuses
are the same, and the radius of each sensor is a value between
20 and 40.

5.2 Simulation results
We now show results for centralized and distributed

algorithm in the simulation environment. Figure 6 shows
network lifetimes by the proposed algorithms. The vertical
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Fig. 6: Network lifetime of proposed algorithms

axis denotes the network lifetime, and the horizontal axis
denotes sensing and the communicating radiuses.

The result between two centralized algorithms implies
that our algorithms using bee colony optimization achieves
better network lifetime than the algorithm usingSimple
deletion. On the other hand, network lifetime obtained by
the distributed algorithm 0.6 times shorter than the algo-
rithm using bee colony optimization. Although the cen-
tralized algorithms can reduce sensors using information
of constructed CSCDT, the distributed algorithm only uses
informations in adjacent sensors. In addition, sensors in sleep
mode may switch its mode at an unpredictable step in the
distributed algorithm, and the unpredictable behavior shorten
the network lifetime of the distributed algorithm.

6. Conclusions
In this paper, we proposed centralized and distributed

algorithms that construct CSCDT to extend the network
lifetime. We showed both of the proposed algorithms can
extend network lifetime, and distributed algorithm achieves a
litter shorter network lifetime compared with the centralized
algorithm.

In the future work, we consider to improve our proposed
algorithms for further extension of the network lifetime.
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Abstract - The MAC scheme called hierarchical polling-

based access scheme for Wireless Body Sensor Network 

(WBSN), proposed in [24], is analyzed in this paper. The 

MAC scheme, proposed in [24], is structured in hierarchy to 

collect data from sensor nodes inserted in human body. In 

first level of hierarchy the sensor nodes are divided into 

groups and sensor nodes of each group communicate with a 

sink node which collects data by using polling technique. In 

second level, the sink nodes communicate with a master node 

which collects data by also using polling technique. The 

performance analysis carried out in [24] considered that the 

sensor nodes from first level are provided with only single 

buffer to store data and the sink nodes have infinite size 

buffers. The master node used exhaustive polling technique. 

In this paper, the sensor nodes and sink nodes are provided 

with infinite size buffers and both first and second levels use 

exhaustive polling technique. The study is carried out using 

mathematical models known in the literature and two cases 

are compared.  

Keywords: wireless, body sensor network, MAC, polling, 

mathematical modeling. 
 

1 Introduction 

   Wireless Body Sensor Network (WBSN) is composed of 

tiny electronic devices called sensors which are attached to the 

human body for remote monitoring of vital signs. A sensor 

with processing and communication capabilities is denoted 

sensor node. 

  Since the sensor nodes of a WBSN can be placed under 

the human skin of difficult accesses and due to the small size 

of the nodes and the limited energy storage capacity of battery, 

the sensor nodes must mainly save energy. 

One of the tasks performed by sensor node that most spends 

energy is the communication. The sensor nodes must 

communicate externally with some device (sink node) for the 

transmission of collected data. Since many sensor nodes can 

be placed at human body, if more than a sensor node begins to 

transmit packets simultaneously, collisions will occur, and 

packets must be retransmitted. The packet retransmission can 

be an energy consuming process. Thus, an efficient medium 

access control (MAC) mechanism for collision reduction or 

elimination is fundamental for good operation of a WBSN. 

Furthermore, the use of sink nodes as centralized nodes for 

data collection from sensor nodes is more convenient because 

it simplifies the communication protocol, and it is appropriate 

for the collision reduction. 

 A MAC scheme based on polling technique and using sink 

nodes in a hierarchical structure was proposed in [24]. The 

performance analysis in that paper was carried out using single 

buffer at the sensors. In this paper, the performance is carried 

out using infinite size buffers at sensors and exhaustive service 

polling. 

 This paper is divided into five sections. In the second 

section, the related works to this paper are presented. The 

hierarchical polling based MAC scheme proposed in [24] is 

described in section three. In the fourth section, the 

mathematical modeling and performance analyses of proposed 

MAC scheme are carried out. Finally, the main conclusions 

are presented in section five. 

 

2 Related Works 

 Many MAC schemes proposed in the literature for the 

WBSN are based on the standard 802.15.4 with beacon-

enabled star configuration which provides very low energy 

consumption [1]. However, since the scheme is not designed 

for WBSN applications some drawbacks have been pointed 

out [2], and recently many schemes of MAC protocols 

specifically for WBSN have been proposed [2-16]. Some 

proposals are based on the variations of standard 802.5.4 [5], 

[8] and [11], and others are based on TDMA access technique 

[3], [4], [7], [10], [14], [15] and [16]. Each of the proposals 

explores some special features based on medical needs. For 

instance, in [3-4] to deal with the light and heavy loads in 

normal and urgent situations, a context aware MAC is 

proposed. To guarantee QoS of a WBSN, a MAC protocol 

based on random access technique is proposed in [12]. In the 

proposal presented in [10], the heart beating is used for the 

purpose of clock synchronization. In [6], the beacon used for 

wake-up sensor nodes is used for battery charging, increasing 

the network life time. 

Recently, the standard 802.15.6 has been proposed for the 

wireless body area network [17]. This standard has three 

modes of operation: beacon mode with beacon period 

superframe boundaries, non-beacon mode with superframe 

boundaries and non-beacon mode without superframe 
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boundaries [17]. The beacon mode is designed for medical 

and non-medical applications and has been the object of main 

standardization. 

The non-beacon mode without superframe boundaries has 

been less explored. In [20] and [21] MAC schemes using this 

mode were proposed. Both proposals are based on polling 

access scheme that avoids the need for periodical 

synchronization. In [20] a flexible a scheme that exchanges the 

normal polling operation mode to the urgent polling operation 

mode in case of emergency needs is proposed.  In [21] the 

polling scheme using realistic sensor node models for WBSN 

are investigated by simulation. In [23] a MAC scheme using 

hierarchical topology based on TDMA technique was 

proposed for WBSN. The MAC scheme proposed in [24] has 

also a hierarchical topology but instead the use of TDMA is 

based on polling technique.     

 The main objective of this paper is to study the MAC 

scheme proposed in [24] by using different buffer size at the 

sensors; instead using single buffer size, in this case an infinite 

buffer size is analyzed and the two cases are compared.    

 

3 MAC scheme based on hierarchical 

structure 

 The MAC scheme proposed in [24] is shown in Fig. 1. 

Two or more sink nodes are placed in a belt at different 

locations, so that a group of sensor nodes at back can 

communicate with the sink node located at back and a group 

of sensor nodes in front can communicate with sink node 

placed at front. To collect the data from sink nodes it is 

provided another node denoted master node. To collect data, 

the sink nodes as well master node use the polling technique. 

This structure is denoted hierarchical polling-based access 

scheme. 

 

Figure 1. Hierarchical polling-based structure. 

 

 The communication protocol for hierarchical polling-based 

access scheme proposed in this paper can be simplified using 

the fact that the sensors are located in close proximity to the 

sink node. The sink node broadcasts a packet carrying the 

sensor node number to be investigated, i.e., it is sending an 

authorization to a sensor node to transmit the packets. This 

authorization packet has in its header enough bits for bit and 

frame synchronizations of a sensor node. If a sensor node has 

packets to transmit, it recognizes its sensor node number and 

starts to transmit. After the transmission, the sensor node waits 

for acknowledgment in case of the need for retransmission.  If 

a sensor node doesn’t have packets to transmit, it can keep the 

transceiver in an off state and only switches to an on state in 

the case of packet transmission. The sink node recognizes that 

a sensor node is in off state after the transmission of an 

authorization packet and waits for a while. If the data packet 

from the polled sensor node doesn’t arrive, the sink node 

infers that the node doesn’t have packets to transmit and goes 

to other sensor node in sequence to poll. Thus, in this 

proposed protocol, the sink node does almost all of the 

communication functions, leaving the sensor node only the 

packet transmission function. This same communication 

protocol can be used in second level, that is, when the master 

node polls sink nodes to get the data. For WBSN, just two 

hierarchical levels may be enough. 

A sensor node can save energy by keeping the transceiver in 

an off state when is not transmitting packets. Another way to 

save sensor node energy is to implement functions at the node 

in which the sensors send only relevant information to the 

event observer.  For instance, a sensor monitoring body 

temperature sends only measurements which are above a 

certain value. The other criterion could be to transmit just the 

packets that are outside of a certain range.  

 

 

4 Performance Evaluation 

The analysis for infinite buffer case is based on same 

assumptions used in [24], that is, Poisson distribution of rate λ 

packets/sec for output of each sensor node and a deterministic 

packet length distribution with average E{X} bits long for all 

nodes are adopted. The channel capacity from sensor nodes to 

the sink node (or vice versa) or sink nodes to the master node 

(or vice versa) is R bits/sec. The number of sensor nodes in 

each group will be considered M and the number of sink 

nodes is N. 

 The walk time, w, between two consecutive sensor nodes in 

the polling is constant and same for all nodes.   The 

propagation time of a sensor node to the sink node is same for 

all nodes and is included in walk time.  

For the performance analysis of hierarchical polling, it can 

be considered that each group of sensor nodes and a sink node 

together is independent of each other, so that each group can 

be analyzed independently. 

  

4.1 First Level – exhaustive service case 

The following expressions can be written for infinite buffer 

case. The average cycle time is given by 

 

,
)S(

Mw
=Tc1

11
                                     (1)                                                                                
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where S1 is given by  

R

}X{EM
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                                (2)                                                           

 

The queuing time in a buffer in the first level is given by 

[22] 
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for deterministic packet length. 

 The packet transfer time for the first level is given by 

 

}W{E
R

}X{E
}T{E 11  .                       (4)                                                                        

  

For illustration of the above equations, the same 

numerical values of [24] will be used, that is, the packet 

length of E{X} = 900 bits, the number of sensors of M = 

10, 20 and 30, the channel capacity from nodes to sink 

node or vice-versa of R = 20 kbps and the authorization 

packet length of 10% of data packet E{X}. Furthermore, 

the walk time is assumed to be 6.5 msec. 
Figure 2 shows the packet transfer time for various values of 

M. For load up to 0.8 the transfer times are low keeping below 

600 milliseconds for any value of M. For loads greater than 

0.8, the transfer times have very large values. 

 

 
 

Figure 2. Mean transfer time for first level with infinite buffer. 

 

 The mean cycle time is shown in Fig. 3 for various values of 

M. For load less than 0.7 the polling system is very stable, 

keeping the cycle time less than 700 ms for any value of M. 

However, for load greater than 0.8 the system is becoming 

unstable with very large cycle time.   

 

 
 

Figure 3. Mean cycle time for first level with infinite buffer. 

 

4.2 Second Level – exhaustive service case 

Since there is no loss in first level, the performance model 

for second level will be as shown in Fig. 4. 

 

 

Figure 4. Second level performance model for infinite buffer 

case. 

 

The mean cycle time for this case is given by 

 

,
)S(

Nw
=Tc2

21
                                      (5)                                                                                  

 

where S2 is given by 

 

S2 = NME{X} / R = S1N,                              (6)                                                                        

 

and S1 is the total load of a group of first level as defined in 

Eq. 2. 

The stability condition is given by 

 

S2 < 1⇒ NMλ < R / E{X}.                       (7)                                                                   

     

The queuing time in a buffer in the second level is given by  
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for deterministic packet length. 

The packet transfer time for the second level is given by 
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Figures 5 and 6 show the mean transfer time and mean cycle 

time, respectively, for N =2 and various values of M. Since the 

load, S2, and the queuing time, E{W2}, as defined in Eqs. 8 and 

9, are only in function of N, the curves in Figs. 14 and 15 are 

same for M = 10, 20 and 30.  However, the meaning of values 

in Y axes is different for each input load. For instance, for an 

input load of S1 = 0.4, the value of transfer time for M = 10 is 

154,5 milliseconds.  This same value is found for M = 20 or 

30, but the packet arrival rate, λ, is half or one third of M = 

10, obeying the expression λ = S1R/ME{X}. The same 

meaning can be given to the mean cycle time of Fig. 6.        

 

 
 

Figure 5. Second level mean transfer time versus first level 

input load of a group. 

 

 
 

Figure 6. Second level mean cycle time versus first level 

input load of a group. 

 

Figure 7 shows the total transfer time, including the first and 

second levels. It can be noticed that an input load up to 0.4  

the polling system is stable, with total transfer time less than 

400 msec, regardless the value of M.  However, for input 

load greater than 0.4 the transfer time increases very fast, 

becoming unstable. Comparing Fig. 7 to Fig. 2, it can be 

observed that although the first level could accept a high load, 

indeed, this load is limited to the transfer times of the second 

level.  

 

 
 

Figure 7. Total mean transfer time including first and second 

levels in function of input load of a group. 

 

4.3 Single and exhaustive service cases 

comparison 

Figures 8, 9 and 10 are the mean transfer time for first level, 

the loss probability for first level and total mean transfer for 

first and second level, respectively, considering a single buffer 

obtained in [24].  

The analysis shows that for the first level using single buffer 

the transfer times can be kept very small as can be seen in Fig. 

8. However, packet loss for high load (above 0.4) is 

prohibitive and must be avoided, as seen in Fig. 9.  For the 

infinite buffer case in the first level using exhaustive polling 

technique, the transfer time can be kept below 600 msec for 

load as high as 0.8, however, the load is limited in function of 

the performance of second level, as seen in Fig. 7.  The 

analysis for second level using exhaustive service is dependent 

of number of sink nodes and also the number of sensor nodes 

of first level. Considering only two sink nodes, which we 

consider appropriate for WBSN, for single buffer case 

considering any value of M (10, 20 and 30) and input load S1 

of up to 0.5, the transfer times are less than 350 ms for all 

cases, as seen in Fig. 10. However, for values above 0.5 the 

operation is becoming unstable and the transfer times are very 

larger. The total transfer times considering the first and second 

levels for load up to 0.5 are less than 500 ms for all cases, as 

seen in Fig.11. For infinite buffer case the total transfer time 

including first and second levels is very sensitive to the 

number of sensor nodes of first level. The load up to 0.4 the 

transfer times are less than 400 msec and the polling system is 

stable, as seen in Fig. 7. However, for load above 0.4 the 

system is becoming unstable and a small increment in the load 

a larger transfer times are obtained, as seen in Fig.7. It can be 

concluded that, it is possible in the hierarchical polling based 

MAC scheme operate with small size buffer but limited to low 

load. For larger buffer, although there is no loss of packets, 
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the transfer times are larger and depend on highly of number 

of sensors of first level.    

 

 
 

Figure 8. Mean transfer time of first level in function of 

input load. 

 

 
 

Figure 9. Loss probability of first level in function of 

input load. 

 
 

Figure 10. Mean transfer time of second level in 

function of first level input load of a group. 

 

 

 
 

Figure 11. Total meam transfer time in function of first level 

input load of a group. 

 

5 Conclusions 

 The performance analysis of hierarchical polling-based 

access scheme for Wireless Body Sensor Network (WBSN) 

was carried out in this paper. The mathematical modeling of 

the proposed scheme was done using infinite size buffers at 

each sensor node in the first level of hierarchy and also infinite 

size buffers for sink nodes in second level.   

 The analysis showed that for the first level using single 

buffer the transfer times can be kept very small. However, 

packet loss for high load is prohibitive and must be avoided.  

For the infinite buffer case in the first level using exhaustive 

polling technique, the transfer time are higher and the load is 

limited in function of the performance of second level.  The 

analysis for second level using exhaustive service is dependent 

of number of sink nodes and also the number of sensor nodes 

of first level. The total transfer times considering the first and 

second levels for single buffer can be kept low. For infinite 

buffer case the total transfer time including first and second 

levels is very sensitive to the number of sensor nodes of first 

level. The results show that the hierarchical polling scheme 

can be convenient for WBSN applications. It must be pointed 

out that used link capacity is not high, mainly in the case of 

communication between sink nodes and master node which 

was only 20 kbps. In this segment a higher transmission 

capacity can be provided so that a better network performance 

can be expected. 
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Abstract : Wireless Sensor Networks(WSNs) are applied to 
many monitoring applications. Present sensor nodes can 
perform many functions at the same time and contain complex 
software. During the lifetime of sensor nodes, they are 
required to reprogram their software because of their new 
functions or software bug fixes. Since typically sensor nodes 
are inaccessible physically or it is very difficult to upgrade 
their software by one by one, it is necessary to upgrade 
software of sensor nodes in WSNs remotely. This paper 
presents an energy efficient method by selecting an optimal 
relay node. The Cluster Head Relay (CHR) method is 
compared with SPIN and RANDOM method. Three methods 
are simulated using NS-2 with the same environmental 
parameters. Simulation results show that CHR shows that the 
update time is reduced up to 17% and the number of relay 
nodes is reduced up to 19% compared with other two methods. 

Keywords: firmware upgrade, clustering, SPIN, relay node, 

WSN 

 

1 Introduction 
  WSNs are becoming one of the most recent Ubiquitous 
computing technologies. WSN applications are rapidly 
spreading since recent developments of semiconductor 
technology gives opportunity to implement many functions in 
a sensor node. These sensor nodes can be installed to observe 
inaccessible environment, traffic monitoring and disaster 
spread places.  

 After deploying sensor nodes, their battery is not 
replaceable or rechargeable since they are installed on areas 
where are difficult to access. Therefore, efficient energy 
consumption methods are important in WSN applications. 
Most energy is consumed by radio transmission modules in 
sensor nodes. Energy consumption of radio modules can be 
saved by shortening of the transmission distance. In order to 
reduce the transmission distance, relay nodes have to be 
chosen optimally. In this paper, we present a new method to 
update firmware in WSNs, by selecting optimal relay nodes 
to increase energy efficiency.  

 In Chapter 2, related work for firmware update is given. 
Chapter 3 represents the network model and assumptions of 
proposed method and Chapter 4 describes, the proposed 
method to select relay nodes, CHR algorithm, is described. In 

Chapter 5, simulation results of the proposed work are 
discussed. Conclusion is discussed in chapter 6.  

2 Related Work 
 Stephen et al. suggest a model to upgrade software in 
WSNs[8][9]. This model presents the theoretical approaches 
to upgrade software. They have not presented any simulation 
results or experiments to verify their model. They validate 
their model against three different systems, representing three 
classes of software update: static/monolithic 
updating(MOAP), dynamic/mobile agent-based updating 
(Mate) and dynamic/component-based updating(Impala). 

 Infuse implements selective retransmission Go-Back-N 
scheme using TDMA protocol’s implicit acknowledgement 
and back pressure mechanisms to provide reliable transfer. In 
order to save energy, TDMA scheme’s listening method is 
used. Main feature of Infuse method is continuously sends 
data to the next node from a predecessor node[1].  

 Since control software contains execution code for a 
processor of sensor nodes, it is very important to maintain 
reliable data transfer. A method for reliable data transfer in 
WSNs is developed for 1:1 communication such as S-TCP 
and RMTS[3][4]. But 1:1 communication methods are 
inefficient to upgrade many nodes on WSNs. If these 
methods are used for re-programing sensor nodes of WSNs, 
each node must be updated first and retransmit the software 
upgrade data to another node one by one. Therefore it is 
necessary to develop an efficient upgrade method for sensor 
nodes with fast upgrade time and small data retransmission. 

 The direction to upgrade control software is the opposite 
direction of normal data transfer[5][6]. It is necessary to 
study for large data transfer from one node to many nodes 
efficiently. There are some researches about software 
upgrades for sensor nodes. But they are focused on system 
management, not an upgrade itself [7]. In this paper, an 
energy efficient software upgrade method is described by 
comparing the other methods. 

3 Proposed Upgrade Model 
 All sensor nodes of WSNs are assumed to use the same 
hardware configuration such as the same memory size and the 
same processor and so on. It means that all sensor nodes use 
the same software version. And a distance between two nodes 
is the same and the location of nodes is fixed. 
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 In this paper, some assumptions for software update 
model described are given as follows: 

① Wireless Sensor Network uses CSMA/CA based 
mesh structure ad-hoc network 

② There is only one base station in the network 

③ All nodes use same firmware  

④ All nodes are fixed on position 
 

3.1 Energy Consumption Model 

 In this section, energy consumption model to update 
software is described. Total energy consumption of nodes can 
be represented as the sum of energy used for transmitting and 
receiving control data, software transfer and retransfer data in 
case of error.  

 Figure 1 shows data transmission pattern when nodes 
are placed by one line. In Figure1, “r” represents node’s 
transmission radius and “l” defines the distance from the base 
node to the last node. The black node is a base node and gray 
nodes are relay nodes to update software. White nodes update 
software only without relaying software update. In Figure 1, 
the minimum number relay nodes, N, from the base node to 
the last node can be calculated by Equation (1). 

 

 

Figure 1.  One dimensional placement of nodes for software 
update 

=
r

l
N                                         (1) 

where, 
             
 
 Nodes are placed in 2-dimensional space and they are 
fixed in place. The average number of receiving nodes, (Na) 
from transmitting node can be calculated by Equation (2). 

                         •
•
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where,  

 Energy 
consumption for 

transmission and reception can be expressed as energy 

consumption (Es) of a transmitting node and energy 
consumption (Er) of a receiving node. Equation (3) defines 
the energy consumption of a receiving node. And Equation 
(4) expresses energy consumption of a transmitting node.  
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where,  

 

 

 

 To select a relay node in wireless sensor networks, the 
energy level of the relay node should be checked since 
software update time and energy level of each node might be 
different. Equation (5) calculates the energy consumption (E) 
of all nodes in wireless sensor networks. 
 

( ) NENEE sar •+•=                             (5) 

where, noderelay  of numberN = . 

3.2  Firmware Update Time 

 Time to update software can be expressed by the sum of 
data transmission time, error recovery time and 
reprogramming time at a node. Required time (Tdata) for data 
transfer is calculated by Equation (6) and overall error 
recovery time (Terr) is equal to Equation (7) 
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where, data. receiving after time Update  Tup =                 

 Update time (Tstep) of node in single hop is calculated by 
Equation (8). Network software update time (T) is expressed 
as double of all nodes software update time. Network 
software update time is shown in Equation (9) 

        
stepTT =                         (9) 

where,  node. last to node base from distance l =  

 

4 Relay Node Selection    

4.1 Relay Node Selection 

The updating time and energy consumption are affected 
by the selection method of a relay node. Three selection 
methods, which are SPIN, random selection and clustering, 
are considered to update software.  

(1) SPIN is a routing method that utilizes metadata to 
reduce energy loss and data redundancy to twice 
[10]. Operation steps of SPIN are shown in Figure 2. 
In Figure 2 (a), if a source node has data to transmit, 
it broadcasts ADV message to inform other nodes. In 
Figure 2(b) a node to receive data responds with 
REQ message. In Figure 2(c), data is transmitted 
from a source node, black node, to a requested node, 
B. 

 
 
 

  

Figure 2. SPIN Protocol 

 
 

(2) Random: A relay node is selected randomly by the 
relay node of the previous stage.  

(3) Cluster Head Relay(CHR). At this time sensor 
networks are grouped as clusters. Nodes in a cluster 
send their collected data to their cluster head. 
Cluster heads collect data from nodes, and send 
them to a base station. Configuration of cluster 
heads follows LEACH’s method [11]. Among the 
received data, the base station searches cluster head 
ID and selects a cluster head as relay node. If 
communication between the base station and a 
cluster head fails, the base station selects a relay 
node among member nodes. However, cluster 
heads must have enough energy and strong signal 
to reduce communication error or fail during 
updating software. 

4.2  Cluster Head Relay Node (CHR) Algorithm 

In LEACH method, gathered data are sent to the base 
station by cluster heads. When data is transmitted to the base 
station, CH information is added. In Figure 3, cluster head 
nodes 5, 7, 9, 12 and 17 in the clusters send gathered data to 
the base station.  

 

 

Figure 3.  Cluster heads as a relay node 

 

The base station searches node IDs of cluster heads 
among received data and selects these nodes as relay nodes. 
Before updating firmware, nodes to be updated acquire event 
data and send them to neighbor nodes. CHR algorithm is 
shown as Figure 4. After receiving “Relay-Start” message, 
software update procedure is started. 
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Data send node 

Broadcast status information periodically 

If (receive “relay-start” && exist proper neighbor node) { 

   Send “data-start” to neighbor nodes. 

   Send data 

} 

While(No. data receive nodes > 0) { 

   If(receive “reprogram-done”) { 

      Select one node. 

      Send “relay-start” to selected node. 

      Decrease No. of data receive node. 

   } 

 } 

Go to 1.1 

Data receive node 

Broadcast status information periodically 

If (receive “data-start”) { 

   If (receive firmware ver. > stored firmware ver.) { 

      Receive data and store it to memory 

      Request missing or lost packet 

      Reprogramming it-self. 

      Send “reprogram-don” to data send node. 

   } 

} 

If( receive “relay-start”) 

   Go to 1.1 

Else 

   Go to 2.1 

Figure 4.  Proposed CHR algorithm 

 
Relay nodes broadcast “Data-Start” message and new 

software version to their neighbor nodes, and then inform 
software updating transmission is started. After software 
upgrading is finished, updated nodes send “Reprogram-
Done” message to their relay nodes. 

5 Simulation and analysis of results 

5.1 Simulation Environment and Evaluation 

As a simulation tool, NS-2 is used. There are one base 
station and 99 sensor nodes in the network and they are 
distributed uniformly. CSMA/CA 802.11 and 802.15.4 are 
used as the wireless protocol. Table 1 shows other simulation 
parameters. 

Table 1. Simulation Parameters 

Parameters Value 

MAC Protocol 

CSMA/CA 
Back-off Window 2~26 
Slot Time=0.384ms 
IFS=1.664ms 

RF Transmission 
Range 

60m 

Wireless Bandwidth 250Kbps 

Number of node 100 

Transmit / receive 
energy consumption 

75.9mW(TX)/62.7mW(RX) 

The distance between 
nodes 

20m~50m 

The size of the packet 
data 

64byte ~ 256 byte 

Data Header Size 8 byte 

Protocol overhead 
(IP+MAC) 

16yte(8 byte +8 byte) 

Firmware size 128K byte 

The data transfer rate Wireless Bandwidth 70% 

 

To compare the performance of software update for 
three methods in Section 4, simulations are taken to analyze 
four factors below.   

① Energy Consumption  

② All node update time  

③ Number of relay node 

④  Loss and error data 
 

5.2 Simulation Results 

 Distance of nodes is measured at 20m, 40m and 50m. 
Energy consumption, update time, the number of relay nodes 
and data loss and error are measured. When the distance 
between nodes is at 40 meter, simulation results of power 
dissipation are very close to expected theoretical results. In 
this paper, the node-to-node distance of 40m is used for 
simulations.   

Figure 5 shows the total energy consumption to update 
software for all nodes. The total energy consumption of 
wireless sensor networks is calculated by Equation (5). When 
the packet size is 256 bytes, the energy consumption of nodes 
is equal to 101 joules. When the packet sizes are 64 bytes and 
92bytes, energy consumption is increased for three methods, 
because smaller packet sizes generate more collisions. When 
data packet size changed from 92 bytes to 224 bytes, energy 
consumption of the CHR method decreases from 115 Joules 
to 105 Joules.  
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Figure 5. Energy Consumption 

 
 Figure 6 shows the software update time of all nodes. 
The total software update time is calculated by Equation (9). 
When the packet size is 256 bytes, the update time is 120 
seconds. When the packet size is 64 bytes, the software 
update time takes from 190 seconds to 240seconds. Although 
the packet size is between 96 byte and 224 byte, the software 
update time is between 105 and 135 seconds.  

 

Figure 6. Software update time 

 
 Figure 7 shows the number of relay nodes for three 
methods. CHR shows the best performance of the three 
methods. When the packet size is 256 bytes, the number of 
relay nodes is the lowest number as 35 nodes.  

 

Figure 7. Number of relay nodes 

 Figure 8 shows the data error rate of the software update. 
When the packet size is 256 bytes, the data loss rate is 1.05 
bytes. During the packet size is taken as 64 bytes, the rate of 
data loss is high because of data collisions. When the packet 
size is between 128 and 256 bytes, data error rate is lowest.   

 

Figure 8. Data error rate 

 
 From the simulation results, CHR method shows better 
performance than SPIN and RANDOM. To select relay nodes, 
the energy status of relay nodes should be considered. The 
advantage of CHR method shows less energy consumption 
than other methods.  

 Also one disadvantage of SPIN is that data transfer is 
not guaranteed. For example, when a destination node needs 
to update its software, it could be located since it is far from a 
source node. The relay node does not send “REQ message” to 
the source node and does not broadcast to its neighbor nodes. 
As a result, the destination node cannot update its software. 
Therefore, the destination node needs to find another relay 
node and dissipates more energy. RANDOM method selects 
relay nodes randomly and update time and energy 
consumption can be increased by data collisions.  

 

6 Conclusion 
 In this paper, three software update methods are 
compared using NS2 simulation tool. When node-to-node 
distance is at 40 meters and the packet size is between 128 
bytes and 256 bytes, it shows best result. CHR method 
decreases the number of relay nodes to 12%~15% and its data 
error rate is 0.5%-1.5% compared with other methods. 
Energy consumption is reduced to 0.07~19% and update time 
is reduced to 0.22~0.25% compared with other methods. 
When the packet size is changed from 64bytes to 256 bytes, 
the packet size of 160 bytes performs better performance 
compared with other packet sizes, which are 64 or 128 bytes 
respectively. Please address any questions of this paper to 
Byoungchul Ahn by Email (b.ahn@yu.ac.kr). 
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Abstract— The use of wireless sensor networks in offices
for the purpose of conserving power has been attracting
attention. At the same time, we are conducting research
and development of an Intelligent Lighting System that
targets offices and realize the illuminance required by the
workers. By using a wireless sensor network in the Intelligent
Lighting System, we are able to improve the ease of installing
illuminance meters. However, in wireless network sensors
that use many low power wireless signals, the potential
for packet loss due to radio wave conditions exists. In
this study, multiple lighting control algorithms that enable
convergence on the required illuminance, even if packet
loss occurs, are proposed. Moreover, the proposed algorithm
was evaluated under multiple environments in which packet
loss was generated. By using the Estimation Algorithm,
illuminance convergence equivalent to cases involving no
packet loss was realized even in environments with a high
packet loss rate.

Keywords: Wireless Sensor Network, Lighting Control, Office
Environment

1. Introduction
The use of wireless sensor networks where multiple

sensors work together to collect information is expected
in a variety of fields. The range of application of wireless
sensor networks is extensive and covers a broad array of
areas, such as outdoor environment monitoring, and control
in buildings and factories [1], [2]. In particular, in recent
years the introduction of wireless sensor networks in office
buildings has increased due to the increase in awareness
regarding security and energy conservation. In contrast,
measures to improve the intellectual productivity, creativity,
and comfort of employees in offices are attracting attention
[3], [4]. According to research by Boyce and his team, it has
become clear that the intellectual productivity and creativity
of employees in an office are improved by improving the
lighting environment [5]. Moreover, power consumed by
lighting in an office accounts for a significant percentage
of the overall power consumption, and thus methods to
reduce power consumption by controlling the brightness of
lights are proposed [6], [7], [8]. In the midst of this, we are
researching and developing the Intelligent Lighting System

[9]. The Intelligent Lighting System uses illuminance meters
to realize the illuminance level required by individual office
employees and thereby improve the lighting environment of
offices. Moreover, with the Intelligent Lighting System, en-
ergy savings can be improved by minimizing the brightness
of unnecessary lights.

A drawback of wired illuminance sensors is the need for
wiring work. In contrast, the advantages of wireless sensor
networks include an improved ease of installing the illumi-
nance meters and the ability to flexibly support changes in
an office layout. However, with wireless sensor networks
that use a lot of low power wireless signals, the potential
for severing communications or data loss due to radio wave
conditions exists. Offices in particular contain a varied layout
of office equipment and obstacles, and often times, the
status of radio waves can unexpectedly worsen dramatically
due to the movement of office employees and the use of
electronic devices. The Intelligent Lighting System changes
the brightness of lighting and implements feedback control
based on illuminance information transmitted from the il-
luminance meters. However, in some cases, the feedback
control becomes unstable due to severed communication or
data loss, and as a result, convergence to the illuminance
required by the office employees cannot be achieved.

In this study, Periodic Algorithm that uses an illuminance
value prior to a packet loss occurrence, Wait Algorithm
that waits until a packet arrives, and Estimation Algorithm
that estimates the illuminance value are proposed as lighting
control algorithms that enable convergence on the required
illuminance even if packet loss occurs. These three algo-
rithms differ in control timing and the illuminance used in
lighting control. Construction of a system that is resistant to
packet loss is possible by changing the control timing and
the illuminance used in the lighting control.

Our contributions in this paper are as follows.
• Presenting a "Packet Loss Resilience Scheme for Light-

ing Control" that does not place a load on the network
or wireless sensor nodes when packet loss is generated.

• Using 15 light controllable ceiling lights and wireless
sensor nodes to build the "Packet Loss Resilience
Scheme for Lighting Control" in real space.

• Evaluated the stability and speed of illuminance con-
vergence for the "Packet Loss Resilience Scheme for
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Figure 1: The construciton of an Inteligent Lighting System.

Lighting Control" in multiple environments that gener-
ate packet loss.

This paper is configured as follows. First, in the following
section, a lighting control algorithm for the Intelligent Light-
ing System is presented. In Section III, a lighting control
algorithm that takes into consideration packet loss and for
which a proposal is given in this paper is presented, and the
evaluation thereof is given in section IV. In Section V, we
discuss related research, and the conclusion is presented in
Section VI.

2. Intelligent Lighting System
2.1 Overview of an Intelligent Lighting System

An Inteligent Lighting System achieve each user’s re-
quired illuminance, and aim to improve the level of intel-
lectual productivity. Using the Intelligent Lighting System,
energy consumption will be improved by minimizing the
brightness of unnecessary lights.

The Inteligent Lighting System, as indicated in Fig. 1, is
composed of dimmable lights, illuminance sensors, control
PC, and power meter, with each elements connected via a
network. The illuminance sensor is provided for each user,
and the illuminance in front of the user is measured by the
sensor. In the control device installed for each lightings,
illuminance information is collected from each illuminance
sensor together with information about the power consump-
tion from the power meter. Based on these datas, the control
device will adjust the illuminance according to an optimiza-
tion technique to achieve the illuminance requested by each
user while also striving to keep the power consumption to a
minimum.

2.2 Lighting Control Algorithm
The Intelligent Lighting System used an algorithm based

on the general purpose optimization method called Hill
Clibming. Furthermore, with this algorithm, the factor of
influence on lighting for each illuminance sensor was esti-
mated and to efficiently bring about changes in luminance,
depending on circumstances.

Control Algorithm using Stochastic Hill Climb-
ing

The Intelligent Lighting System uses Stochastic Hill
Climbing method (SHC) for lighting control purposes. The
Intelligent Lighting System aims to adjust the illuminance to
equal or greater than the target illuminance for the location
where the sensors are installed, and autonomously finds
the lighting intensity to minimize the amount of electrical
power used for lighting. This illuminance is formulated as
an objective function. The objective function is shown in
Equation 1.

f = P + w

n∑
j=1

gi (1)

P =
m∑

i=1

Cdi (2)

gi =
{

0 (Iti − Ici) ≤ 0
(Iti − Ici)2 (Iti − Ici) > 0 (3)

n : Number of illuminance sensors
m : Number of lightings, w : Weight
P : Amount of consumed electrical power
Ic : Current illuminance, It : Target illuminance
Cd : Current luminance

Making the brightness of the lamps the design variable,
we aim to minimize the f in Equation 1. f is formed
from the amount of consumed electrical power P (Equation
2) and gi(Equation 3), which represents the difference in
the illuminance between the current illuminance Ic and
the target illuminance It. gi is added only if the current
illuminance lower than the target illuminance. Also, gi is
multiplied by a weight w, and the value of this weight w
determines whether priority is given to minimizing, either
the constraint conditions on the target illuminance, or the
amount of consumed power.

Control Algorithm using Regression Analysis
In SHC, the distance of the lightings and the illuminance

sensor is not excluded. Therefore, we have developed an
Adaptive Neighborhood Algorithm using Regression Coef-
ficient (ANA/RC)[10], which was developed by adapting
the Stochastic Hill Climbing method (SHC) specifically for
lighting control purposes. It enables the control system to
learn the influence of each lighting on each illuminance
sensor by regression analysis. By changing the luminous
intensity in response,it enables a quick transition to the
optimum intensity. However, the level of influence tends
to be inaccurate at the start because the amount of change
in light intensity and illumination is small. Therefore, the
control system use SHC at the start. Then, the control system
shifts to ANA/RC after a specified period of time.
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3. Packet Loss Resilience Scheme
for Lighting Control

We propose a lighting control algorithm that takes into
consideration packet loss. The Periodic Algorithm that uses
the illuminance value prior to the generation of a packet loss
implements control using the last acquired illuminance when
packet loss is generated as the present illuminance. The Wait
Algorithm that waits until the packet arrives places control
on standby when packet loss occurs until the next packet
arrives. The Estimation Algorithm estimates the illuminance
value when a packet loss is generated and compensates for
the lost illuminance.

3.1 Periodic Algorithm
With the Periodic Algorithm that uses the illuminance

value prior to the generation of packet loss, when packet
loss is generated, calculation of the objective function is
performed using the last acquired illuminance as the present
illuminance. This algorithm is a technique that is used in
existing Intelligent Lighting Systems. Next, the Periodic
Algorithm flow is presented. First, the occurrence of packet
loss is confirmed when illuminance is acquired. Namely, the
presence of packet loss is confirmed by determining whether
or not the illuminance data has been updated. Normally, if
transmission and reception of an illuminance value has been
implemented, the obtained illuminance value is used in the
calculation of the objective function as is. If packet loss has
occurred, calculation of the objective function is performed
using the previously obtained illuminance value as the cur-
rent illuminance value. Therefore, the generation of the next
luminance and the determination of the objective function
value are performed in the same manner as when packet loss
has not occurred. With Periodic Algorithm, if packet losses
are continuously generated, the same illuminance value is
continued in the system. As a result, there is the possibility
that a difference could occur between the actual illuminance
value and the illuminance value in the system.

3.2 Wait Algorithm
With the Wait Algorithm that waits until a packet arrives,

when packet loss occurs, control is placed on standby until
the next packet arrives. The Wait Algorithm flow is presented
next. First, the presence of packet loss occurrence is con-
firmed when illuminance is acquired. Namely, the presence
of packet loss is confirmed by determining whether or not the
illuminance data has been updated. Normally, if transmission
and reception of an illuminance value has been implemented,
the obtained illuminance value is used as is in the calculation
of the objective function. If packet loss has occurred, the
present luminance is maintained as is, and lighting control is
placed on standby. After illuminance information is received,
the system shifts to calculating the objective function, and

lighting control is implemented. If packet losses are continu-
ously generated, the same illuminance value is continued in
the system, but no difference is generated between the actual
illuminance value and the illuminance value in the system.
With Wait Algorithm, control is not implemented during the
occurrence of packet loss, and thus there is the possibility
of an occurrence of delay in illuminance convergence.

3.3 Estimation Algorithm
With the Estimation Algorithm, the illuminance value

is estimated when packet loss is generated, and compen-
sation is implemented for the lost illuminance. Next, the
Estimation Algorithm flow is presented. First, the presence
of packet loss occurrence is confirmed when illuminance is
acquired. Namely, the presence of packet loss is confirmed
by determining whether or not the illuminance data has
been updated. Normally, if transmission and reception of
an illuminance value has been implemented, the obtained
illuminance value is used as is in the calculation of the ob-
jective function. If packet loss has occurred, the illuminance
is estimated, and the objective function is calculated.

Ie =
m∑

i=1

Li × Ri (4)

x = Ie ×
I

I ′e
(5)

Ie : Estimated illuminance value
m : Number of lightings
L : Luminance, R : Level of influence
x : Corrected illuminance value
I : Last acquired illuminance value
I ′e : Estimated illuminance value when the last
illuminance was acquired

The estimated illuminance value is determined from Equa-
tion 4. The estimated value for illuminance is obtained from
a summation of the luminance of each light multiplied by the
level of influence. Because this Periodic Algorithm uses the
level of influence, it can only be applied during ANA/RC.
Moreover, when compared to the influence obtained by
turning on the lights one at a time, the influence dynamically
obtained with SHC is inaccurate, and as the lights become
further separated from the illuminance meter, the influence
tends to become more inaccurate [11]. This is thought to be
due to lighting being more easily influenced by the changes
in the luminance of other lights as lights become further
separated from the illuminance meter.

Therefore, the calculation results of the illuminance value
estimation are corrected by Equation 5. The correction is
implemented using a ratio of the last acquired illuminance
value and the estimated illuminance value when the last
illuminance was acquired. The corrected illuminance value
is used to calculate the objective function. For example, if
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Figure 2: Experimental Situation.

the current estimated value for illuminance is 900 lx, the
illuminance when the last illuminance was acquired is 400
lx, and the estimated value for illuminance when the last
illuminance was acquired is 800 lx, then the illuminance
compensation is performed as 450 lx.

4. Evaluation
4.1 Evaluation Overview

In order to evaluate the effectiveness of Periodic Algo-
rithm, Wait Algorithm, and Estimation Algorithm, illumi-
nance convergence was verified in environments in which
packet loss occurs. Testing was performed at the Intelligent
System Creation Environment Laboratory in the Kochikan
Building of Doshisha University, and in the test, 15 white
fluorescent lamps and 4 wireless sensor nodes were used.
Of the wireless sensor nodes, 3 were used as illuminance
meters, and 1 was used as a sync node.

A scene of the testing site is shown in Fig. 2, and the
testing environment is shown in Fig. 3. The wireless sensor
nodes were installed in three locations, including directly
beneath one light, between two lights, and between four
lights. Fig. 3 shows the positional relationship between
the fluorescent lamps and the wireless sensor nodes. The
number to the side of each fluorescent lamp indicates the
number of the each fluorescent lamp, and the letter to the
side of each wireless sensor node indicates the symbol
used to identify each sensor. For the wireless sensor nodes,
MOTE MICAz [12] from Crossbow were used. An MDA088
general purpose exterior sensor base plate was installed on
the MOTE MICAz, and a lead type Napica illuminance
meter was embedded to enable acquisition of the illuminance
value.

The target illuminance values were set at 450 lx for
sensor node A, 500 lx for sensor node B, and 600 lx
for sensor node C, and after 1,000 seconds, the target
illuminance of sensor node C was changed to 800 lx. Note
that when convergence for 200 seconds or longer within ±
50 lx of the target illuminance was achieved, convergence
to the target illuminance was considered to be completed.
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Figure 3: Experimental Environment.

Moreover, for the first 200 seconds, illuminance convergence
was conducted with SHC for regression analysis, and after
200 seconds, the system shifted to ANA/RC. When Wait
Algorithm was used, the shift to ANA/RC was delayed only
for the number of times that packet loss was generated, and
because Periodic Algorithm cannot be used during SHC,
Wait Algorithm was used.

In order to simulate multiple environments in which
packet loss occurs, packet losses were generated by the sync
node. Three patterns were used for packet loss generation
including a case with random generation 10% of the time,
a case with generation 50% of the time, and a case that
assumed packet loss with burst properties (loss rate of
58.3%). Ordinarily, packet loss of 50% or higher is thought
to not easily occur, but a pattern with this type of high
packet loss rate was used in order to verify to what extent
the proposed algorithm can function properly. The testing
applied Periodic Algorithm, Wait Algorithm and Estimation
Algorithm to each of the three types of packet loss patterns
described above.

4.2 Testing Results for a Case in which the
Illuminance Value was Properly Transmitted
and Received

Fig. 4 shows a history of illuminance for a case in which
the illuminance value is properly transmitted and received.
From Fig. 4, we can see that all of the illuminance meters
entered the convergence range for the target illuminance in
about 240 seconds. During the next 200 seconds as well,
the illuminance remained in the convergence range, and thus
one could argue that convergence was achieved. Moreover,
sensor node C entered the convergence range about 80
seconds after the target illuminance was changed, and for
the next 200 seconds as well, the illuminance remained in
the convergence range, and thus we found that convergence
was achieved.
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Figure 4: History of the illuminance data without packet loss.

-250 

-150 

-50 

50 

150 

250 

350 

450 

0 200 400 600 800 1000 1200 1400 1600 
Time [sec]

Periodic

Wait

Estimation

a
n
d
 T

a
rg

e
t 
Il
lu

m
in

a
n
c
e
 [
lx

]
D

if
fe

re
n
c
e
 B

e
tw

e
e
n
 C

u
rr

e
n
t 

Figure 5: History of the illuminance of sensor node C with
10% packet loss(0 to 1600 seconds)).

4.3 Testing Results for a Case in which Packet
Loss was Generated with 10% Probability

Fig. 5 shows the illuminance convergence results for the
sensor node C for a case in which Periodic Algorithm,
Wait Algorithm, and Estimation Algorithm were used when
packet loss was generated with a probability of 10%. In
addition, Fig. 6 shows an expanded view of the graph of
Fig. 5 from 900 seconds to 1,200 seconds. From Fig. 5, a
significant difference between the three algorithms was not
observed for a case in which packet loss occurred with a
probability of 10%. However, from Fig. 6, we can see that
with Periodic Algorithm, it took approximately 100 seconds
to enter the illuminance convergence range after the target
illuminance was changed, and that there was a delay of
about 20 seconds in reaching convergence compared to the
case in which transmission and reception of the illuminance
value were performed normally. With Wait Algorithm and
Estimation Algorithm, we found that the convergence range
is entered at about the same time as the case in which
transmission and reception of the illuminance value were
performed normally even after the target illuminance was
changed.

4.4 Testing Results for a Case in which Packet
Loss was Generated with 50% Probability

Fig. 7 shows the illuminance convergence results for the
sensor node C for a case in which Periodic Algorithm,
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Figure 6: History of the illuminance of sensor node C with
10% packet loss(900 to 1200 seconds).

-250 

-150 

-50 

50 

150 

250 

350 

450 

0 200 400 600 800 1000 1200 1400 1600 
Time [sec]

Periodic

Wait

Estimation

a
n
d
 T

a
rg

e
t 
Il
lu

m
in

a
n
c
e
 [
lx

]
D

if
fe

re
n
c
e
 B

e
tw

e
e
n
 C

u
rr

e
n
t 

Figure 7: History of the illuminance of sensor node C with
50% packet loss(0 to 1600 seconds).

Wait Algorithm, and Estimation Algorithm were used when
packet loss was generated with a probability of 50%. In
addition, Fig. 8 shows an expanded view of the graph of
Fig. 7 from 900 seconds to 1,200 seconds.

From Fig. 7, it is clear that the convergence range was
entered with Periodic Algorithm at about 500 seconds for
the case in which packet loss was generated with 50%
probability. In contrast, with Wait Algorithm and Estimation
Algorithm, the convergence range was entered at about 620
seconds. With Wait Algorithm, this was because a delay in
illuminance convergence was generated in order to return the
luminance each time that packet loss occurred. With Periodic
Algorithm as well, it is thought that a similar delay occurred
because Wait Algorithm is used at the time of SHC.

From Fig. 8, we can see that with Wait Algorithm and
Periodic Algorithm, the convergence range was entered and
convergence occurred at about 80 seconds after the target
illuminance was changed. In contrast, we can see that with
Periodic Algorithm, the convergence range was entered and
convergence occurred at about 180 seconds after the target
illuminance was changed. The reason for the delay occurring
in illuminance convergence with Periodic Algorithm after
the target illuminance was changed is thought to be that
the current illuminance value was not used in the objective
function calculation when packet loss occurred, and thus
accurate control could not be implemented. However, be-
cause no deviation from the convergence range occurred
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Figure 8: History of the illuminance of sensor node C with
50% packet loss(900 to 1200 seconds).

Figure 9: Packet loss obtained by experiment.

for 200 seconds after the convergence range was entered
with Periodic Algorithm, Wait Algorithm, and Estimation
Algorithm, one could argue that convergence was achieved.

4.5 Testing Results for a Case that Assumed
Packet Loss with Burst Properties

The pattern for the actually measured packet loss was used
as the burst loss pattern. With a loss rate of 58.3%, packet
loss like that shown in Fig. 9 was generated. This uses the
loss pattern obtained through actual measurements.

The illuminance convergence loss results for the sensor
node C for a case that used Periodic Algorithm, Wait
Algorithm, and Estimation Algorithm when packet loss with
burst properties occurred is shown in Fig. 10. In addition,
Fig. 11 shows an expanded view of the graph of Fig. 10
from 900 seconds to 1,600 seconds.

From Fig. 10, it is clear that all algorithms entered the
convergence range at about 480 seconds, and from Fig. 11,
we can see that with Periodic Algorithm, about 300 seconds
were necessary until the convergence range was entered
after the target illuminance was changed. Furthermore, even
after entering the convergence range, at about the 1,400
second, the illuminance deviated by about 50 lx from the
illuminance convergence range. Therefore, convergence to
the target illuminance was not completed until about the
1,600 second after the target illuminance was changed. The
cause for control not converging is thought to be a problem
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Figure 10: History of the illuminance of sensor node C with
burst loss(0 to 1600 seconds).
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Figure 11: History of the illuminance of sensor node C with
burst loss(900 to 1600 seconds).

with the calculation of the objective function. For the case
in which Periodic Algorithm was used, when packet loss
was continuously generated, the previous illuminance was
used repeatedly, and thus, the illuminance became uniform,
and the illuminance penalty term became a constant. As
a result, it is believed that the objective function became
a function that considered only power consumption, and
thus, the illuminance fell below the target illuminance.
Moreover, when Wait Algorithm was used, a time of about
260 seconds was required until the illuminance convergence
range was entered after the target illuminance was changed.
With Wait Algorithm, it is thought that time was required
to reach convergence because illumination control was not
implemented during the time in which packet loss was
continuously generated. However, because no deviation from
the convergence range occurred for a period of 200 seconds
after the convergence range was entered, one could argue
that convergence was achieved. On the other hand, when
Periodic Algorithm was used, convergence occurred at about
80 seconds after the target illuminance was changed, and
for the next 200 seconds, control remained stably within the
convergence range. Thus, one could argue that convergence
was achieved. This is the same convergence speed as the
case in which the illuminance value is normally transmitted
and received, and it is believed that this result was achieved
because control was implemented by estimating the illumi-
nance even during the time that packet loss was continuously

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

40 Int'l Conf. Wireless Networks |  ICWN'14  |



generated. This result also indicates that Periodic Algorithm
is effective in an environment that assumes continuous
packet loss.

5. Related Work
A significant amount of research that takes into consid-

eration the occurrence of packet loss in wireless sensor
networks is being conducted, and research is being con-
ducted on a technique that retransmits the transport layer as
a technique that considers packet loss[14], [15]. However,
techniques that retransmit packets place a load on the
network. Research is also being implemented on a technique
that temporally and spatially brings redundancy, installs
sensor nodes, and takes packet loss into consideration[16],
[17]. With this technique as well, the number of times for
packet transmission and the number of transmitters both
increase, thereby placing a load on the network. In contrast,
with the proposed algorithm, the number of times for packet
transmission is not increased, and thus network load can be
reduced, and the algorithm is useful.

6. Conclusion and Future Work
In this study, we proposed a lighting control algorithm

that takes into consideration packet loss in a wireless sensor
network. We were able to confirm illuminance convergence
with Periodic Algorithm for three cases including a case in
which packet loss is generated with 10% probability, a case
in which packet loss is generated with 50% probability, and
a case in which packet loss with burst properties occurred.
Moreover, even after the target illuminance was changed,
we were able to obtain an illuminance convergence speed
that was equivalent to a case in which the illuminance value
was normally transmitted and received. Hence, Periodic
Algorithm is useful in environments in which packet loss
is generated. Based on the above, the effectiveness of the
illuminance value estimation algorithm in environments such
as offices where radio wave conditions are poor and bursty
packet loss occurs was demonstrated.

In the future, a higher speed influence examination tech-
nique will be considered. With the technique used in this
testing, delays are generated in lighting control only for the
number of times that packet loss is generated during SHC.
However, by using a higher speed influence examination
technique, we anticipate that the shift from SHC to ANA/RC
will be accelerated, and that the illuminance convergence
speed will be improved. Moreover, when use of wireless
sensor nodes in an actual environment is considered, battery
operation time must also be considered. A conceivable
technique to increase battery operation time is to reduce the
number of times that the illuminance value is transmitted. It
is also conceivable that the proposed illuminance value esti-
mation algorithm can be used to compensate for illuminance
values that are not transmitted due to reducing the number
of transmission times.
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Abstract - A network structure using IoT technology for 

application in healthcare is proposed in this paper. The main 

idea is to combine the body sensor network (WBAN) that 

monitors the vital signs of a patient with RFIDs. RFID 

readers placed strategically close to the patients, collect data 

from the WBAN, and through a clustered configuration of 

these readers reach the medical centers where they are 

processed and presented to physicians for monitoring 

purposes.  In this paper, the configuration of proposed 

network structure is presented and main issues for good 

operation of network are discussed. The link capacity 

necessary for good operation of network is estimated using 

queuing theory and the number of RFIDs that can be 

accommodated in a given link capacity is also estimated. 

 

Keywords: internet of things, RFID, sensor networks, 

IoT cluster. 
 

1 Introduction 

The Internet of Things (IoT) consists of many smart objects 

interacting with people and other objects to achieve common 

goals. The IoT will allow simple objects such as air 

conditioners, refrigerators, cars, houses, etc. become 

intelligent and can be identified and accessed through the 

Internet. Such achievement will be possible due to 

technologies like RFID and sensor networks, which will 

provide these objects with intelligence, and thus can 

communicate [1]. 

  One of the areas that can be benefited by IoT technology 

is healthcare. The applications of IoT in healthcare can be in 

areas such as tracking objects and people (staff and patients), 

identification and authentication of persons; automated data 

collection and patients monitoring [2]. 

 The IoT technology can be beneficial to the medical care 

in country like Brazil, due to poor hospital infrastructure 

existing. The patients may stay in their homes without 

occupying hospital beds, but being monitored remotely and 

having prompt medical attention in case of emergencies. In 

this paper, we propose a network structure that is convenient 

for patient monitoring in areas of high human concentration, 

as well as in rural areas. This structure aims to integrate body 

sensor networks (WBANs) with the Internet, through the 

interconnection of RFID readers configured in a cluster. These 

readers should communicate with each other, transferring the 

data obtained from the sensor network through RFID tags, 

until they reach a sink node and through the Internet a medical 

center where they are processed. 

 The paper is structured as follows. In section 2 the concept 

of IoT is presented. The related works are described in section 

3 and in section 4 the proposed network structure for medical 

care in urban and rural areas is presented. In section 5 the link 

capacity and number of RFIDs necessaries for good operation 

of proposed network are estimated.  Finally, in section 6, the 

main conclusions and future work are presented. 

 

2 Internet of Things 

In a broad sense, IoT is the interconnection of the everyday 

objects of the real life environment with the Internet which is a 

virtual environment, becoming the objects smarts. This is 

possible thanks to the use of sensors and addressable RFID 

tags, attached to the objects, which communicate through a 

network, and then to the Internet [1] [2] [3] [4] [5] [6] [7]. 

This concept can be seen in Figure 1.  

 

 

Figure 1. An overview of IoT concept. 

 Besides the use of RFID, the IoT should include 

technologies such as artificial intelligence, nanotechnology 

and embedded systems, which enable an interconnection 

machine-to-machine [1] [2] [6]. This will lead to a new form 

of ubiquitous communication, in which objects can 

communicate with people and other objects independently. 

 Although the IoT paradigm is very attractive, many 

questions remain open, which deserves special attention from 

researchers [1] [2]. The impact on security requires more 

attention and standards, especially for applications in health. 
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Because the Internet is an unsafe environment currently, 

patient privacy may be violated. Despite being the subject of 

efforts of various organizations such as the Auto-ID Center, 

EPCGlobal and Unique / Universal / Ubi-quitous architecture 

IDentifier (UID) in Japan, the lack of standardization is also a 

big issue today [1] [2] [3] [4] [8] [9] [10]. 

 

3 Related work 

A platform for Remote Monitoring and Management of Health 

Information (Remote Monitoring and Management of 

Healthcare Information Platform - RMMP-HI) was proposed 

in [11] to monitor the health and preventing disease, 

improving quality of life, thus relieving the public health 

system. The project is to deploy sensors in patient body, 

through a WBAN network, and connect this network to the 

Internet through a cell phone or a router. Such information 

reaches the doctor who can track the health of patients. 

 In [13] a cooperative approach to IoT to monitor and 

control the parameters of health in rural area was proposed. In 

this approach, the vital signs such as blood pressure (BP), 

hemoglobin (HB) blood sugar, abnormal cell growth in any 

part of the body, etc. are monitored. The proposal is a 

mechanism for cooperative communication, which is more 

appropriate for Ad Hoc wireless sensor networks than cellular 

networks. Each node acts as a user (source), as well as 

transmitter, transmitting to multiple nodes forming an 

Opportunistic Large Array (OLA), being significantly flexible 

and scalable. 

 The use of RFID for identifying patients to improve health 

management in rural areas in India is proposed in [14]. The 

idea is to use an electronic medical record in consortium with 

RFID tags. The main objective is to enable easy and reliable 

identification of patients. 

 

4 Proposed network structure 

To improve the quality of patients lives, in this article a 

network structure for patients monitoring through the 

integration of RFID and WBANS is proposed. The proposed 

structure uses the monitoring concept presented in [11] 

associated with the cooperative Internet of Things presented in 

[13].   

 The proposed structure is presented in Fig. 2. The patients 

with WBAN receive an active RFID tag with high range. 

Active RFID tags should have its range from 5 to 200 meters, 

so that a near RFID reader can read the data. The tags carry 

information about the patient, and also serve as the interface 

between the WBAN and IoT cluster.  

 RFID readers should be close to the patient, such as in 

your home or near neighborhood. However, these readers may 

also be placed in other locations, seeking the wider possible 

coverage of IoT cluster. In urban centers, squares, parks, rural 

communities, among others, may be local to placing these 

RFID readers. 

 

Figure 2. Proposed network model for patient monitoring in 

rural and urban communities using IoT cluster. 

 At the edge of the cluster, a sink node is used to collect 

and send the data to a gateway, which must be connected to 

the Internet through a conventional link. Through the Internet, 

the data are sent to a medical center or a larger hospital, which 

will collect the data, process them and store them. 

 The health professionals can also collect data locally 

directly from RFID readers. This procedure will allow the 

access to the patient data when the doctor is visiting the 

community. In this case the medical staff shall have a mobile 

computer that has a USB RFID reader attached, as well as a 

version of the system software installed. 

 At the medical center, a software interprets the information 

in real time, generating reports and alerts to the medical staff. 

In case where there is patient life-threatening, the alerts should 

be issued so that the rescue can be provided in a timely 

manner. Thus, to complement the proposed structure, the 

network should provide feedback to the doctor, any person 

responsible for the patient or the user himself. This feedback 

strategy is detailed in Fig. 3. 

 

 

Figure 3. Feedback structure of the proposed network. 
 

 Furthermore, other "smart things" can be inserted, which 

justifies the use of IoT as the proposed center. With other 

everyday objects comprising this network, it is possible a 

better analysis of the patient's daily life and routine activities. 

Examples of this analysis may include measurements of 

bathroom use in people with kidney problems, control of 

medicine administration, moving between the rooms of the 

environment in which the patient lives, among many other 

possibilities. In Fig. 3, for example, there are a drug and a 
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toilet with RFID tags. The use of one and the other can be 

measured, and its data can serve as a basis for further analysis 

in the medical center. 

 

4.1 Components of the network structure  

The network structure proposed in this section consists of 

many elements, which are detailed below. 

 At the health center, the end of the proposed structure 

should have a technological apparatus capable of receiving 

data generated by smart objects, process them and store them. 

Thus, in this center one or more servers must be provided and 

software that enables the real-time monitoring of the patients 

is required. As the data are received, the system must analyze 

them to determine whether data are classified as normal or 

need medical emergency.  

  These servers can be located in the medical center, a 

clinic, or even in some rented datacenter. Regardless of 

location, the system should always be running and available 

for access by health staff. 

 Since much information about the patients is stored in the 

server, often confidential, special care must be taken, ensuring 

the privacy and integrity of the system user. Thus, encryption 

and security mechanisms must ensure that data are protected 

and are only accessed by authorized personnel. This security 

protection should be applied to system software, sensors, 

readers, tags, etc. 

 The medical center system must be interconnected with the 

IoT cluster, preferably full-time. Such interconnection could 

be through the Internet using a conventional link. If a cluster 

grows large in size, the link may become overloaded at certain 

times of heavy use. If there are a lot of smart objects at the 

network, the throughput can also be a critical factor affecting 

the stability of the system. Thus, a careful link dimensioning 

must be made for interconnection between the IoT cluster and 

the health center. In section 5 a study is presented for this link 

estimation. 

 In rural communities, where the Internet is not available, 

an alternative would be to use the 3G network to connect the 

system to the IoT cluster. This alternative is attractive because 

usually the cell phone coverage is more present in these 

regions. Even in the absence of the cell phone structure, the 

radio can be installed to provide Internet access. In extreme 

situation, where even the use of radio is not possible, one 

option is the use of satellite which can greatly raise the cost of 

the system, but since has global cover, is an alternative 

solution.  

  The sink node should be a device capable of receiving 

traffic generated by IoT cluster, and convert it to protocols 

commonly used in the Internet. If possible, this functionality 

can be embedded directly into the gateway.  The IoT cluster 

comprises the entire RFID infrastructure and the sensor 

network. Indeed, the sensor network only delivers the data to 

the cluster IoT, which serves as a bridge between WBAN and 

the health center. 

 In rural areas, each village may have only one cluster 

interconnected with the IoT gateway. In urban areas, several 

clusters can be provided, reaching many houses in a certain 

neighborhood. If the patient moves through the city, in public 

places may exist RFID readers to ensure greater coverage, 

such as plazas, subway stations and airports. 

  RFID readers have the function to capture the information of 

RFID tags placed in patients. Information from other RFID 

tags attached on smart objects should also be captured by 

readers covering the environment. If the patient is on the bed 

and cannot move, the reader can be positioned next to the bed. 

 Another function of RFID reader is the ability to 

communicate with others in order to expand the scope of 

coverage. This allows a data packet to be routed among the 

readers to reach the sink node. Thus, the readers can be 

configured as an ad hoc multi-hop network. 

 Readers should be coordinated by a routing algorithm that 

allows the choice of a leader or master reader node. The 

function of master node is the coordination of others nodes 

indicating the best way to reach the sink node.  

 The readers will form a set of transceivers operating as an 

asynchronous distributed joint communication system, 

constituting an array where work collaboratively, and are 

configured on an OLA (Opportunistic Large Arrays) of cluster 

of readers [13]. This arrangement of readers is shown in Fig. 

4. 

 

 

Figure 4. Configuration of cooperative communication among 

RFID readers. 

 As can be seen in Fig. 4, all RFID readers have potentially 

direct access to the sink node. Some readers do not have 

enough coverage to reach the sink node, because they are far 

from sink node, as shown in dotted lines. However, the readers 

can be moved from one place to another for better RFIDs 

readings and in this new rearrangement may have direct access 

to the sink node. This rearrangement ensures flexibility to the 

network configuration, even with frequent repositioning of 

readers. 

 Each RFID reader should check, initially, if there is a 

direct communication with the sink node. If it exists, forward 

the packet directly to the sink node, but must inform the 

closest reader that has direct communication.    
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 The patient must have a long-range RFID tag. If the patient 

move out of range of the reader for some time, for example, to 

go to work in the field in rural areas, or move to some urban 

place without coverage of IoT cluster, the data from the sensor 

network must be stored in the tag, and when the patient 

reaches within range of the RFID reader, the data are 

transmitted to the medical center. Another possibility could be 

the use of Smartphones equipped with RFID readers that 

could store information while the patient is off-line. 

 

5  Link dimensioning 

The estimation of link capacity of the sink node is important 

factor for the good operation of the proposed network 

structure. In this section the link capacity estimation is carried 

out using simple queuing model.  To model the proposed 

network, the WBAN can be considered as the packet 

generator and RFIDs readers constitute a network to deliver 

the packets to the sink node, as shown in Fig. 5. 

 

  
 

Figure 5. Network structure model for the estimation of link 

capacity of sink node. 

 

       For the estimation of link capacity of sink node, RFIDs 

cluster is just a delay network to deliver all the packets 

generated by WBANs. Thus, for the link capacity estimation, 

the analytical model can be just a buffer with a link and with a 

total packet rate  arriving to the sink node. 

Assuming that packets arrive to the sink node obeying Poisson 

distribution, as used in [15] and the packet length has negative 

exponential distribution, a simple M/M/1 queuing can be used 

to model the sink node. 

 

5.1  Channel capacity estimation 

For an M/M/1 queuing model, the waiting time in the system, 

that is, the queuing time in the buffer plus the packet 

transmission time, is given by 
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where E{Ts}is the waiting time in the system, λt is the packet 

arrival rate and μ is the packet rate at the output of buffer.  

The output rate μ can be written in function of the link 

capacity C as 

 

,
}X{E

C
                                         (2) 

 

where E{x} is the average packet length in bits. 

Rewriting E{Ts}in function of C and E{x}and separating C, 

the following expression can be written 

 

.
}T{E

}X{E)}T{E(
C

S

tS 


1
                          (3) 

5.1.1 Numerical examples  

For the illustration of above equation, some numerical 

examples will be given.  As the design criterion it is assumed 

that the waiting time in the system, E{Ts,}, is small, so that, a 

packet spends short time at sink node. So, three values are 

considered, E{Ts,}= .1 sec, .5 sec and 1 sec. Assuming E {X} 

= 1000 bits, and varying the input packet rate λt the link 

capacity, C, can be estimated. 

 Figure 6 shows the estimation of capacity for three values 

of E{Ts} in function of input packet rate. As can be seen in the 

figure, for smaller waiting time in the system, a greater link 

capacity is required. For example, for λt = 10 the necessary 

link capacities are 20 kb/s, 12 kb/sec, and 11 kb/sec, for 

waiting time of .1 sec, .5 sec and 1 sec, respectively. 

 

 
 

Figure 6. Link Capacity in function of input packet rate for 

various values of waiting time in the system. 

 

5.2  Number of RFID tags estimation 

The number of RFID tags can also be estimated, considering 

that the capacity is given. Using the Eqs. 1and 2, λt can be 

written as 
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5.2.1 Numerical examples  

Considering the waiting time in the system, E{Ts }= .1 sec, 

and the channel capacities of 50 kb/s, 100 kb/s and 200 kb/s, 

the total input packet rate, λt, using Eq. 4, will be 40 pkt/s, 90 

pkt/s and 190 pkt/s, respectively. Considering an estimation of 

1 pkt/s for each RFID tag, the numbers of RFIDs that can be 

accommodated are 40, 90 and 190. Table 1 shows the number 

of RFID tags that can be accommodated for other values of 

E{Ts}. 

Table 1. Numbers of RFIDs tags in function of link capacity 

considering 1 pkt/s rate per RFID 

E{Ts} (sec) 

Capacity 

50 kb/s 100 kb/s 200 kbp/s 

.1 40 90 190 

.5 48 98 198 

1 49 99 199 

 

6 Conclusions 

In this paper, a network configuration using IoT technology 

for application in healthcare is proposed. The proposed 

configuration is appropriate for medical care of patients in 

their own homes. The main concept was to combine the 

WBAN network that monitors the vital signs of a patient with 

RFIDs. RFID readers placed strategically close to the patients, 

collect data from the WBAN, and through a clustered 

configuration of these readers, the data is transferred to a sink 

node, and then transmitted to a gateway. The gateway has an 

Internet connection, and thus the data of patients can reach 

medical facilities where they can be processed and presented 

to physicians for monitoring purposes. 

In this article, the main points of the network are detailed, and 

some design considerations for good operation of network are 

pointed out. 

 The link capacity of sink node and number of RFID tags 

are estimated using simple queuing model for good operation 

of the network.  

  In future work, the best kind of routing in the cluster of 

RFID readers to deliver the packets to the sink node will be 

studied. 
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1 Abstract

The Wireless Sensors Networks (WSN)are widely

used in many domains such as security, health or

environmental survey. WSN offer many advantages

but some problems such as the geographical voids

need to be solved. Our paper focuses on the de-

tection of the network external border by using a

new mechanism of identification of trigger nodes.

The suggested mechanism is built on 3 phases. The

role of the initial phase is to identify one or more

border nodes, the second serves to discover the net-

work border and the last one is devoted to exclude

border nodes from the routing. This exclusion does

not preclude the border nodes to play their role of

sentinel against malicious intrusions. Compared to

the previous methods, our approach uses more than

one trigger node and the detection of the network

border operates in two directions which reduce the

detection time and increase lifetime of the network.

Keywords Wireless sensor networks, routing,

geographical void, open void.

2 Introduction

Sensors permit to link the physical world with the

digital environment. The evolution of wireless tech-

nology has led to the development of various de-

rived architectures, such as cellular networks or

wireless local networks. During the last decade, a

new architecture has emerged: the wireless sensor

networks (WSN).

A wireless sensor network (WSN) consists of a

set of nodes able to communicate via wireless links.

The overall goal of a WSN is to collect data from

the environment around the sensors and communi-

cate these data to a central processing station or

sink. They have also storage capabilities.

WSN are often considered as the successors of

ad hoc networks. Due to their ability to respond

to real needs, WSN have attracted an increasing

number of industrial applications. The need for

continuous monitoring of a specific environment is

important in various human activities: Industrial

processes [4], monitoring of habitat [3], agriculture

[5], natural ressources management [9], health mon-

itoring [11], disasters [9], military applications of

tracking [9] are the main domains of applications

offered by WSN.

However, their development still faces obstacles

that are real challenges for scientific research. Sen-

sor networks suffer from several problems. Among

these problems, we can quote first the energy con-

straint [16] because WSN operate with limited en-

ergy budgets. The problem of batteries is cru-

cial and the choice of the energy design depends

on the type of application in order to ensure the

required efficiency. Another challenge is the self-

management [7] because in many applications WSN

must operate in remote areas and harsh environ-

ment, but they need to maintain their efficiency.

WSN need also to ensure a transmission power

which is a function of the design of the network.

Regarding the problem of security [14] it is impor-

tant to underline that WSN collect sensitive infor-

mation. Then it is important to preserve them from

malicious intrusions or attacks.

Propagation and delivery of data in a WSN is the

most important feature of the network. Routing

protocols for WSN have been studied extensively,

and several studies have been published [1]. The

methods can be classified according to either net-

work topology criteria or to establishment of the

road. In some realistic situations, existing rout-

ing protocols often become inoperative in certain

situations such as the presence of a geographical

void resulting from a random deployment of sensor

nodes.
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In this paper, we are interested in void avoidance

problem. A geographical void can be concave or

convex. It can be inside (internal void) or outside

(external void) the network. Indeed, the presence

of a void in a network leads to failure of the rout-

ing protocol and the packet loss during the trans-

mission. This could have a disastrous impact on

a strategic network such as a monitoring network.

Hence, we propose an improved method of detec-

tion of external void as a support for a new rout-

ing protocol, which in turn aims, to identify the

nodes forming the network border before starting

the routing. We shall see that our method is able to

reduce the failure of routing protocols, packet loss

and then, increasing the lifetime of the network.

The paper will focus on the following sections.

The section 1 presents the state of the art. In sec-

tion 2 we describe our method in more details and

present simulation results in section 3 followed by

section 4 where our perspectives and conclusion are

presented.

3 Related works

The main missions of WSN are to monitor a re-

gion and collect regular measures in order to send

them back to the sink. To achieve these objectives,

one of the major challenges in such networks is the

development of efficient routing protocols that can

ensure the establishment of effective routes at any

time and quality communication between network

nodes. There are three classes of routing protocols,

flat routing [2], hierarchical routing [2] (LEACH

(Low-energy Adaptive Clustering Hierarchy) [17])

and geographic routing [13]. According to the pro-

cess of path discovery, there are 3 main types of

routing protocols, proactive (OLSR [8], LEACH

[17]), reactive (AODV [6]) and hybrid (ZRP )

Mainly dedicated to WSN, the Geographic Rout-

ing is based on geographic location information,

instead of using the network address. The source

sends a message to the geographic location of the

destination. It differs from the classical topologi-

cal routing since it uses the exact geographic loca-

tions of the nodes to take a decision on the rout-

ing of packets to be transmitted next in WSN. The

location is generally obtained through a GPS sys-

tem included in the sensors. This type of protocol

doesn’t require heavy routing tables and then, this

approach is more efficient in terms of energy con-

sumption.

GPSR (Greedy Perimeter Stateless Routing) [10]

is one of the most used protocols. It uses the posi-

tions of routers and a packet’s destination to make

packet forwarding decisions. GPSR makes greedy

forwarding decisions (represented in Figure 1 [10])

using only information about a router’s immediate

neighbors in the network topology, greedy choice

in choosing a packet’s next hop. Specifically, if a

node knows its radio neighbors’ positions, the lo-

cally optimal choice of next hop is the neighbor

geographically closest to the packet’s destination.

When a packet reaches a region where greedy for-

warding is impossible, the algorithm recovers by

routing around the perimeter of the region. This

algorithm uses the right hand rule (See Figure 2

[10]) by routing packets around the border of the

void until they reach the other end of the void.

Figure 1: Greedy forwarding [10]

Figure 2: Perimeter forwarding [10]

PGR (Probabilistic Geographic Routing) [15]

uses only local information to probabilistically for-

ward the packet to the next hop. Every node relies

on a beaconing process to keep track of the changes

in the set of its neighbors. In order to forward a

packet, the node selects a subset of its neighbors.

These candidate nodes are then assigned a proba-

bility proportional to their residual energy and the

link reliability.

These algorithms are effective and provide an

easy use, but sometimes they cease to be opera-

tional in presence of a geographical void which rep-

resents a region where the nodes are no able to carry

the package. This void is the result of a random

deployment of nodes or failure of a circuit, energy

depletion or destruction of a node.

Solving the problem of voids in geographic rout-
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ing dedicated to WSN during information routing

is still a technological barrier that remains open

especially in survey networks. To overcome this

problem, there are mechanisms of voids detection

in WSN, namely Void Boundary Discovery (VBD)

[12] and Network Boundary Discovery (NBD)[12].

The VBD mechanism (Void Boundary Discov-

ery) is based on the identification of the nodes form-

ing an internal void in a WSN and the calculation of

its center and radius. The principle of this method

is to route a packet VD (void discovery) around

the void. The mechanism stops once the packet

has done a complete turn around the void (See the

Figure 3 [12])

Figure 3: Void Boundary Discovery [12]

To identify the nodes forming the border of the

network, the mechanism NBD(Network Boundary

Discovery) is used to identify a boundary nodes and

calculate the center and the radius of the external

void.

The principle of the method is to indicate a fictive

destination which will trigger the mechanism by

routing a packet ND (Network Discovery) around

the large void in one direction. (See the Figure 4

[12])

These two mechanisms are efficient but their per-

formances are limited in the case of network moni-

toring where real time problem arises, in the case of

malicious intrusions, or in the situation where there

are a huge number of nodes. In all these cases, the

void discovery could lead to a waste of time.

Figure 4: Network Boundary Discovery [12]

4 Our contribution

Our idea is to discover the external void before

starting routing. The strategy is inspired by previ-

ous works on NBD (Network Boundary Discovery)

as presented in the state of the art, but the speci-

ficity is to detect more than one trigger node and

bidirectional routing scheme.

This method includes three complementary

phases. The first one is the initiation of the process,

the second is the discovery of the network border

and the last is the exclusion of border nodes.

4.1 Phase 1: Initiation of the process

The role of this phase is to initiate the process by

identifying one or more border nodes. Border nodes

of the network are located at the farthest distance

from the sink. Each sensor node in a network has

its neighbor table.

In the first step, each node calculates its distance

from both the sink and its immediate neighbors.

The node that is the farthest from the sink rep-

resents a border node. The latter is called the

boundary node. To accomplish this task, we add

a boolean field (isBoundary) set to ”false”. A node

is called ”boundary node” when the ”isBoundary”

field is set to ”true”.

Figure 5: Initiation of the process

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 49



4.2 Phase 2: Discovery of the net-

work border

When a border node is found, it must trigger the

discovery process and bypass the external void.

4.2.1 Construction of the neighboring
groups L and R (Left and Right)

The trigger node resulting from Phase 1 must know

its right neighbors (R Right neighbor group) and

left neighbors (L Left neighbor group). To do this,

we use a geometric method to found points (whose

coordinates are known) located below and above a

specific line.

If y1 ≻ ax1+ b than A is on the LEFT of the line

If y1 ≺ ax1 + b than A is on the RIGHT of the line

If y1 = ax1 + b than A is on the line (see the figure

6)

Figure 6: Geometric method

Once the two groups of neighbors L and R are

formed, the trigger node creates a BP (Packet

Boundary) package, by including a simple message

”I’m boundary node” . To accelerate the process,

the trigger node will send the packet to its imme-

diate neighbor lying farthest from the Sink (border

node) right and left.

Figure 7: Right and left neighbor groups

4.2.2 Sending BP (Boundary Packet)

Once the trigger node has found its neighbor nodes

located at the farthest from the sink (right and left),

it must simultaneously send them the BP.

In a wireless network, when a node A sends a

packet to another node B, all nodes located on the

same radio range than A will automatically receive

the packet, and check if it is intended to them or

not by looking at the destination address specified

on the package. For this, we add a column in the

neighbor table. The neighbor table contains the

identifier of the neighbor and its geographical po-

sition. This new column contains a new Boolean

field ”state” set to false. The node which receives

the BP compares its address and the destination

one. If they are the same, it understands that it is

a border node and put its isBoundary field to true.

Otherwise, it means that the node is not a border

node but its transmitter is a border node, so it must

make the neighbor transmitter state field true.

Figure 8: New table of neighbor

Our goal is to route a BP around the border of

the network. The first node RIGHT which has re-

ceived the BP packet forms its neighboring left and

right groups, calculates the distance from its right

neighbors relative to Sink and it transmits packet to

the node farthest from the Sink (from the RIGHT

neighbors) and so on. Regarding the first LEFT

node which has received the BP packet, it forms its

neighboring left and right groups too, calculates the

distance from its left neighbors relative to Sink and

it transmits the packet to the farthest node from

the Sink (from the LEFT neighbors).

This mechanism allows us to stay on the border

of the network; it will stop once a node receives the

packet BP twice.

When a node is identified as a border node

(Phase 1), it triggers locally the mechanism. In

our approach, several triggers nodes may occur in

the network and this makes our method robust.
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Figure 9: End of the process

4.3 Phase 3: Exclusion of border

nodes from the routing

At this stage, the border of the network is detected

and border nodes are identified. During routing,

they will forward packets only to nodes whose state

= false. This exclusion does not preclude the bor-

der nodes to play their role of sentinel against ma-

licious intrusions.

Our method is sumarized by the organigram pre-

sented in Figure 10

Figure 10: Organigram

4.4 Experimentation

In order to test and implement our method, we

used the Castalia / Omnet++ simulation platform.

Castalia is a simulator for wireless sensor networks

(WSN), networks of BAN (Body Area Networks)

and generally networks of components with limited

power. It is based on the platform OMNeT++.

The structure of the source code of Castalia is hier-

archical. Each module is a directory that contains a

C++ code to describe the behavior of the module.

Figure 11: Castalia

OMNeT is a discrete event simulator object

where the modules are programmed in C++. It

a tool widely used for the simulation of communi-

cations networks. Omnet++ includes simple and

compound modules that communicate with each

other by sending messages that may represent pack-

ets, frames of a computer network...The structure

of a module is defined by the user using the Om-

net++ topology language NED. Also Omnet++

environment includes a graphical editor.

Figure 12: Omnet

To test our method, we used a video sensor type

network (videosensor) consisting of 20 nodes. The

implementation revealed 6 triggers nodes in the net-

work, which generates a significant time saving.

To measure the effectiveness of our approach, we

constructed a curve that estimates the time savings

compared to the number of triggers nodes. Other

curves will be needed to complete this analysis (en-

ergy saving ... etc)
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Figure 13: Curve

5 Conclusion and perspectives

Solving the problem of voids in geographic routing

in WSN is the subject of considerable research and

constitutes a technological barrier that remains still

open. Our problem is linked to this specific scien-

tific context.

This article is dedicated to the first part of our

global experiment. A second part will be devoted to

the identification of edge nodes and their exclusion

before starting the routing itself.

With the early discovery of the border of the net-

work, we avoid failure of routing protocols, we in-

crease the lifetime of the network, and we reduce

the risk of malicious intrusions. The identification

of several triggers nodes reduces the census time of

border nodes.

These results are encouraging and should guide

us after finalizing experimentation towards im-

provements to adapt this approach to different

types of topologies and solve the case of internal

voids in a network. This is let to our future work.
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Abstract

 Recently, lot of researches for the multi-level protocol have been done to balance the

sensor node energy consumption of WSN(Wireless Sensor Network) and improve the node

efficiency to extend the life of the entire network. Especially in multi-hop protocol, a variety

of models have been proposed to improve energy efficiency and apply it to WSN protocol.

In this paper, we analyze LEACH algorithm and propose new method based on centers of

local clustering routing algorithm in wireless sensor networks. We also perform NS-2 simulation

to show the performance of our model.

Key Words : WSN, Clustering, Radio Wave Radius, Low-Power, Multi-hop, Centers of Local

1. Introduction

WSN(Wireless Sensor Network) technology has devel-

oped sensor nodes with small size, low price and low

electricity due to the development of the information

technology. Wireless Sensor Network has been studied

for the military service, but recently it applied for a va-

riety areas such as environment / ecology supervision,

energy management, physical distribution / stockpile

management, battle area management, medical monitoring

and so on[1, 2].

Wireless Sensor Network has some problems such as

low speed, fallacy, limited electric power, and replace-

ment difficulty due to random sensor node distribution

of wireless products. To overcome these kinds of prob-

lems, we should design to extend the life span of the

whole network and distribute the energy which is con-

centrated on a few sensor nodes to the whole network.

Recently a variety of researches have been done for

improving the energy efficiency. However, the existing

techniques did not applied to the real sensor network

construction. The reason is because the performance of

the sensor node has been highly idealized. For example,

to represent Wireless Sensor Network, LEACH assumes

that the collected and integrated data communicate with

sink node directly. And the sensor nodes also can con-

trol the sending energy actively according to the dis-

tance between the adjacent nodes. Therefore, to apply
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the wireless sensor network to the real sensor network,

we have to consider not only simple network technique,

but also restriction of the Electromagnetic Engineering.

In this paper, we compare and analyze the advan-

tages and disadvantages of the existing techniques. Then,

we will propose the routing algorithm which finds the

center of local clustering in WSN. We consider the

multi-level as well as the remaining energy of the node

center of local clustering.

2. Hierarchical Routing protocols

Hierarchical or cluster-based routing, originally origi-

nated in wired networks well-known techniques with

special advantages related to scalability and efficient

communication as shown in figure 1. Therefore, the con-

cept of hierarchical routing is also utilized to perform

energy efficient routing in WSNs[3, 4]. In a hierarchical

architecture, high energy nodes can be used to process

and send the information while low energy nodes per-

form the sensing the proximity of the target. This means

that creation of clusters and assigning special tasks to

cluster heads can greatly contribute to overall system

scalability, lifetime and energy efficiency. Hierarchical

routing is an efficient way to lower energy consumption

within a cluster and perform data aggregation and fusion

in order to decrease the number of transmitted messages

to the BS. Hierarchical routing is two-layer routing

method where one layer is used to select cluster heads

and the other layer is used for routing. However, most

techniques in this category do not consider routing, but

consider "who and when to send or process/aggregate"

the information, channel allocation etc., which can be

orthogonal to the multi-hop routing function [10].

Figure 1. Hierarchical Routing Protocol

The typical methods of the hierarchical routing proto-

col can be found in LEACH [5, 6], TEEN [7],

APTEEN [8], and PEGASIS [9]. LEACH (Low-Energy

Adaptive Clustering Hierarchy) [4] is a clustering-based

routing scheme in which the cluster head collects data

from member nodes, gathers data through "data fusion"

and directly sends them to the sink. This scheme is

characterized by randomly circulating the cluster head

which performs energy concentrative function to fairly

distribute energy consumption to all sensors in network

and by making local fusion of data collected in the

cluster head from cluster to decrease total communica-

tion cost. Performance of LEACH depends on the fixed

number of clusters in each round and it allows the clus-

ter heads to be equally arranged, but it cannot be en-

sured with self-selecting method. Therefore, LEACH-C

scheme was proposed to determine cluster head and

cluster, depend on the location information on sensor

nodes and amounts of preserved energy in the sink.

LEACH protocol decides cluster header

using equation (1).

 










 mod





i f ∈

 

(1)

The location of cluster headers are decided

randomly from the censer field, therefore distribution

of cluster headers is either uniformly distributed or

congregated. If cluster headers are congregated,

some cluster header contain too many member
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nodes. The distance between member nodes to

cluster header are increased, therefore the energy

efficiency is decreased rapidly. Furthermore, effective

data merge and data quality in clustering are lost

from ununiform cluster header. To solve this kind of

problem, we propose new center of local clustering

algorithm.

3. Centers of local clustering

Routing Algorithm

We propose a cluster routing algorithm

Which is operated in three steps such as

cluster selection, creation of cluster and

communication between clusters.

Algorithm is performed in round basis sim-

ilar to LEACH algorithm. We create all the

censor nodes on the network and perform

first round. The first round is divided into in-

formation collection step, cluster creation step

and data transmission step as shown in

Figure 2. All the nodes send their location

and energy information in the first round.

Sink nodes perform simulator annealing and

decide header list and each node's location

identification after receive all the sensor no-

des' message. Then sink node transmit this

message to all the nodes in network. Sink

node decides next hop based on header node's

location and distance between header nodes.

Cluster header performs header selection and

cluster creation work instead of sink node

from next round.

Figure 2. Structure of first round in center of

local clustering Routing

Sink node uniformly cluster all the sensor

network based on entire network information

in first round. As we indicated earlier in the

global central control method, all the sensor

nodes transmit short message to the sink

node then sink node does the clustering. But

this method consumes too much energy. To

solve this kind of problem, cluster header se-

lect new header instead of sink node.

Each node transmit node's geographic in-

formation as well as current energy to cluster

header node during node's time slot in in-

formation collection stage. The received clus-

ter header node executes dummy center algo-

rithm and select new cluster header. New

cluster node is selected based on two

conditions. First, it is located on good geo-

graphic location. Second, it has the highest

remaining energy. When cluster header run

the dummy center algorithm, it decides energy

threshold. We can find nodes which has an

energy less than threshold. Generally, average

energy is selected as a threshold. Selected

new cluster header node is informed to header

node. New cluster header node transmit ADV

message to all the nodes using CSMA/CA

MAC algorithm. All the other node know new

cluster header node and previous header node

is changed to normal node. All the nodes re-

ceive ADV message from new cluster header

and decide to join some header based on

RSSI(Received Singnal Strength Indicator).

Then, nodes inform it to cluster header.

After all the cluster headers receive join re-

quest, they make a schedule and transmit it

to all the nodes. After node receive the

schedule, all the radio components are in re-

laxation stage except its time slot. Therefore,

it can save lot of energy.
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Variable Establishment

OS Linux fedora 9.0

CPU
Inter Core Quad CPU

Q8200

Memory 8GB RAM

Tool NS-2

Size of Network (0,0)-(100,100)

Total number of nodes 100

Base Station (50,175)

Threshold distance 75m

 (wireless

Electronic Energy)
50nJ/bit

fs (Wireless energy in-

crease in free space)
10 pJ/bit/

mp (Wireless energy

increase in multi-paths

padding channel)

0,0013pJ/bit/

Speed of data transmission 1Mbps

Data packet size 500 bytes

Broadcast packet size 25 bytes

Pack header size 25 bytes

Initial energy 2J/battery

Number of Nodes 100

Number of cluster 5

Figure 3. Cluster Creation Stage

The proposed algorithm use the hier-

archical multi-hop technique which is different

to original LEACH algorithm. As you find in

Figure 4, the entire sensor network is divided

into several clusters, then sensor nodes trans-

mit data belong to it to cluster header node.

Cluster header collects data from the member

nodes, then transmit it to base station through

the adjacent cluster header using hierarchical

multi-hop. It is different compared to LEACH

which directly transmit to base station.

Figure 4. The structure of local-center

routing method

4. Simulation and Performance

We use the NS-2((Network Simulator

version-2)) tool to evaluate the performance

of our method. We compare our method with

multi-hop method and LEACH algorithm.

Table 1. shows all the parameters and related

values used in NS-2 simulation. Network size

is 100m x 100m and 100 censor nodes are

located randomly and we assume there are no

node movements. The initial node energy is

increased every 20 second for each round.

Sink node is located in 50m in horizon and

175m in vertical. Cluster header node is

selected from the highest energy nodes.

Table 1. System Environment and variables

We perform simulation based on values in
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the table 1. Figure 5. shows the live nodes

according to time span for the three cases.

Figure 6. compare the energy consumption of

three models. Finally, Figure 7. shows the

data transmissions of LEACH, LEACH-C and

the proposed model.

Figure 5. Live nodes of three model

The first occurrence of incompetent node

is at 400 second, 390 second and 390 second

for LEACH, LEACH-C and center of local

algorithm. The last live node occur at 540

second, 560 second and 578 second. as you

find in Figure 5. This implies the total sensor

network' life is increased by 7 percent

compared to LEACH algorithm and is

increased by 4 percent compared to LEACH-C

method. The energy consumption of proposed

algorithm is 23 percent less than LEACH

algorithm and 19 percent less than LEACH-C

method. This occurs because the proposed

algorithm distributes cluster headers more

uniformly around the network.

Figure 6. Energy consumption of three Model

Figure 7. Data Transmission of three models

The data transmission of our algorithm is

31 percent less compared to LEACH algorithm

and 16 percent less compared to LEACH-C

method.

5. Conclusion

A lot of researches have been done to bal-

ance the sensor node energy consumption of

WSN and extend the life span of the network.

In this paper, we extend the live span of

network by using energy effectively in

Wireless Sensor Network. We propose an al-

gorithm which find the center of local cluster-

ing and compare with LEACH and LEACH-C

algorithm for lfe span, energy consumption

and data transmission. Simulation show our

method has some improvement compared to

LEACH and LEACH-C.
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Abstract— Analysis of the security situation of networks is 

an important area in the information security research field. 

Furthermore, situation awareness is critical to the Internet of 

Things (IoT) given the limited lifetime, and autonomous nature 

of wireless sensor networks (WSN).  

In this work, a measurement for situation awareness for the 

IoT is presented. This measurement can then be used to 

determine the security situation of a multi-application self-

determining network to facilitate the deployment of object 

applications to a secured environment.   

Using a simulation to compare the presented measurement 

to a power based approach provides that the presented 

approach did select different zones than the zones selected 

within the controlled set. Thus, resulting in a more accurate 

indication of the current security state of the WSN. 

Potentially, utilization of this approach can contribute to 

the situation awareness of the cyber space in general to support 

ubiquitous computing; however, fundamentally it is a 

diagnostic tool that can be used to facilitate security within IoT. 

Thus, on both a local and global scale, it has the potential to 

predict the effectiveness of the location when considering 

deployment of an object application to IoT 

 

Keywords— Internet of Things, IoT, Situation Awareness, 

WSN, Wireless Sensor Networks 

 

I. Introduction 

Situational awareness is the ability to identify a process 

and comprehend the critical elements of information to 

determine the network state [11]. The elements of 

information that are used to determine the network state are 

triggered by events, of which, location is a very important 

attribute [11]. Moreover, the risks and costs examined at each 

location on the wireless sensor network (WSN) contribute to 

a cost benefit analysis of the spatial situation. 

This research presents a model of WSN security situation 

awareness, by providing a unique and efficient method to 

analyze the whole network sensor’s security situation for 

application deployment to IoT. The proposed metric can be 

used as a holistic indicator to support situation awareness for 

a remote decisions concerning the quality of the network‘s 

ability to communicate. The spatial analyses of node 

placement, factors in risks and costs of the current object 

applications in the resource constrained WSN. By creating a 

minimum connected dominating set (MCDS) based on a 

metric that analyzes the monitoring capability of the nodes 

the network. IoT can be analyzed locally to collectively 

report its security situation in terms of device placement, 

power, and other risks and costs associated with the object 

applications on the network. 

The effectiveness of the presented method was validated 

by comparing it against a type of a power-based scheme that 

used each node’s remaining energy as the situation awareness 

indicator. To demonstrate that the metrics are different, the 

proposed IoT Index in those zones derived from the power-

based approach was compared to the zones using the IoT 

Index as the metric. While available energy is directly related 

to the model used in the presented method, the study 

deliberately sought out nodes that were identified with 

having superior monitoring capability, cost less to create and 

sustain, and are at low-risk of an attack. This work 

investigated capturing the index after a temperature sensing 

object application had established the network traffic flow to 

the sink. In each scenario, after many packets were 

transmitted to the sink, the local IoT Indexes were derived 

from the communication history and the other network 

factors.  

The simulation results show that the proposed approach 

is more sensitive of the network state than a general power-

based metric. The power-based metric uses the network’s 

remaining power as an indication of the security situation. 

Repeating the experiment by assigning risk values inversely 

proportional to the first test scenario, the results show that the 

network with less risk has a smaller index. The increased risk 

does not affect the power, therefore the remaining network 

power in both experiments is the same. Also, in both tests the 

more sparse networks displayed lower values. A sparse 

network can simulate an irregular horizontal plane. However, 

in a floor plan without obstructions the appearance of a 

sparse network can be an indication of other factors that may 

inhibit the sensors inability to communicate with one another. 
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Section II present a brief review of the literature needed 

to set the foundations of the presented work. Section III 

presents a brief account of the research methodologies 

employed in this study. Section IV is an overview of the 

experiment. Section V presents the research findings while 

section VI presents a summary of the conclusions as well as 

avenues of future work. 

 

II. Prior Research 

A. Internet of Things (IoT) 

The Internet of Things (IoT) is an integration of several 

technologies and communications solutions to enable 

complete end-to-end communication between digital objects.  

The basic concept is centers around that many “things” or 

objects are interconnected.  These objects could be devices, 

networks, sensors, etc. which interact with each other to 

reach common goals.  According to [3], IoT is considered to 

be one of the US National Intelligence Council’s (NIC) Six 

Disruptive Civil Technologies with the potential to impact 

the US’s national power.  NIC states that by 2025, these 

nodes on the internet may reside in everyday objects such as 

food packaging, furniture, paper documents as well as many 

others [3].  

While this highly connected environment poses increase 

risk, it also poses a great potential.  We are expected to see 

changes in ongoing business models in healthcare, 

transportation, home appliances, critical manufacturing as 

well as the upcoming wearable technologies.  [1] notes that in 

the last few years, the number of connected devices exceeded 

the number of people on the planet with some estimates 

topping out at over 10 billion devices.   

With this great move in technology, many challenging 

issues need to be addressed concerning the security aspects.  

As more objects become connected, more vulnerabilities and 

threats will be identified.  As a result of the increase in 

connectivity, the volume of data transported over the internet 

will also grow at an exponential rate. [1] tells us that as this 

growth occurs, we can expect to see more regulations around 

the security of the nodes as well as the data.  In June 2013, 

the US FDA updated its 2005 Technology Draft Guidance on 

Cyber Security for medical devices to indicate the need to 

assure the security of medical device functionality with the 

increased usage of wireless environments [2]. Also, with this 

expanded usage of the internet, we can expect that as more 

and more devices become ‘intelligent’, there will be a 

widespread distribution of risk since some data may not go 

directly from the sender to the receiving server but rather to a 

local data collection hub that will store information 

temporarily and then upload it periodically to the receiving 

server [2].  This environment will give the malicious entity 

an increased level of targets available by attacking the hub 

which may not have the necessary security protocols.            

 

B. Hierarchical-Based Model – Optimum Spatial Situation 

Within each cluster of a hierarchical network topology, a 

clusterhead is a dedicated node that is the local coordinator 

for the cluster; it is responsible for the coordination of 

routing within a cluster, communicating between clusters, 

and supervising its members [9]. 

Since clusterheads are responsible for route coordination, 

the quality of clusterhead placement is a critical factor to 

ensure the local supervisory tasks are successful in 

achievement of the application’s goals. In a role-based 

hierarchical application, clusterhead placement is defined by 

selection criteria which are based on the rules of cluster 

formation as adopted by each application [8]. The objective 

is to place a supervisory agent in a position that will 

maximize the capability of the role, while minimizing the 

energy cost associated with the location [8]. This local 

control in a hierarchical WSN supports a self-reliant 

application that is free from a centralized command or human 

intervention. 

As noted above, the success of the sensor agents are 

dependent upon placement. Several attributes have been 

known to influence the quality of sensor placement when 

positioning the supervisory role agents in a multi-application 

WSN [5]. It should be noted that a multi-application WSN is 

one where the WSN is used to facilitate more than one 

application. These attributes include: 

 Minimization of inter-cluster redundancy: members that 

are two or more hops away from the clusterhead can 

receive the same broadcasted message more than once. 

To reduce the inter-cluster redundancy, one-hop 

memberships are required [5]. 

 Minimization of intra-cluster redundancy: To minimize 

intra-cluster redundancy, a fundamental objective of a 

clusterhead selection algorithm, a solution that most 

closely resembles a MCDS solution is recommended 

[18]. The MCDS solution seeks to minimize the 

number of clusterheads required to achieve full 

coverage [18].  

 Cluster organization for communication optimization: 

To optimize communication links within a cluster, [6] 

found that a more centralized membership is favored. 

However, as shown by [17], some distributed and 

perimeter nodes are necessary to achieve improved 

monitoring. 

 Adaptability: a self-configuring deployment algorithm 

that locally adapts to a change in the position of sensors 

by revaluating only the affected nodes is more energy 

efficient, a necessity for added mobility [15]. 

 Node vulnerability avoidance: All of the data collected 

in the network is funneled towards the sink. Therefore, 

the sink and the nodes close to it are vulnerable to 

attacks [4] [12].  

 Monitoring cost awareness: related to risks, selecting 

clusterheads on high volume nodes can prevent real-

time detection and limit scalability [4]. 
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 Transmission energy consumption: packet transmission 

consumes the most significant amount of energy. The 

energy loss is directly proportional to the distance the 

packet travels [9]. 

 Clusterhead energy requirements: A clusterhead has 

lower energy requirements than its members. More 

energy is used by one node to relay all the inter-cluster 

packets to a clusterhead than the energy used to 

aggregate the data at the clusterhead and then send it as 

one packet [7]. 

 

III. Establishment of the Model 

An approach that analyzes the risks and costs to the 

established application [11] requires a self-assessment of a 

node’s spatial situation. While this more comprehensive 

approach proposed by [14] for pairing IDS deployment with 

an optimum location on a Local Area Network (LAN), it was 

adopted for a hierarchically organized situational awareness 

application on a WSN. We will describe how a deployment 

value that represents compatible monitor-location pairings on 

a LAN was extended to facilitate agent placement for a 

situation awareness application on a WSN supporting the 

IoT. 

To accomplish this on a different platform, the factors that 

distinguish the locations in a LAN were used to characterize 

the locations of clusterheads in a hierarchically organized 

virtual sensor network topology, thereby modeling the local 

index for the IoT. To organize a mobile cluster-based WSN, 

the IoT index was built on the following broad 

characterization (Fig. 1.) of the attributes and limitations of 

cluster formation. These included minimization of inter-

cluster and intra-cluster redundancy, cluster organization for 

communication optimization, adaptability, node vulnerability 

avoidance, monitoring cost awareness, transmission energy 

consumption, and clusterhead energy requirements.  

In figure 1, the first tier represents the Network Factors 

(NF) derived from the previously discussed optimum 

characterization of cluster formation. Built on the NFs, the 

perspective of the frameworks second tier was the 

effectiveness and efficiency of the Internet of Things Agent 

object applications (IoTA). The finial tier performed the 

Hierarchical Spatial Analysis (HSA) to form the parameters 

for the local IoT Index. The average of all of the clusterheads 

local IoT indexes created a holistic IoT Index to represent the 

whole network state (Fig. 1.). 

 

Fig 1. Hierarchical-Based Measurement Model for 

Situation Awareness in the Internet of Things 

 
 

 

 

A. Network Factors 

The Network Factors included the sensor interaction 

abilities, location type, risk profile, resource allocation 

profile, sensor configuration costs, traffic load, and manual 

costs [14]. 

1) Sensor Interaction Abilities: To measure the interaction 

with the service layers, the fundamental functionality of each 

of the four TCP/IP suite service layers (Physical, Network, 

Transport, Application) of a LAN, were mapped to the 

ZigBee standards for a WSN.  In a LAN, each of the four 

service layers was assigned the value [2.50] and was bounded 

by the minimum and maximum values [1, 10]. While AI was 

denoted as the cumulative total of all the layers, the 

deterministic hierarchical spatial perspective approach is 

concerned with the application traffic flow generated by the 

virtual clusterheads. For this reason, it was represented for its 

overall contribution as 2.50 for its interaction at the 

application layer, AI =2.50. 

2) Location Type: A sensor in a WSN acts as both a 

computer and router. Unlike IDSs distributed on a network to 

monitor a LAN, the agents designed for a particular role in a 

distributed application on a WSN tend to be the same. The 

same agent A, which is capable of monitoring, is deployed 

over the same WSN locations and is denoted as Lw. The 

subscript w is introduced to represent a WSN. 

3) Risk Profile: In a LAN, the risk profile is the threat of a 

component being compromised. It is quantified based on the 

value of the asset and the likelihood of targeted attacks. 

Correspondingly, in a WSN, all of the data collected in the 

network is funneled to the sink; therefore, the sink and the 

nodes closest to it are most vulnerable to attacks and should 

be avoided when choosing clusterheads for monitoring 

capability [12].  

Historical and spatial data collection from 

sensor 
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As in the study by [14], a risk profile for location LW in a 

WSN was denoted as R(LW) and expressed as a ratio relative 

to other locations within the network, with values ranging 

between [0,10]. Using the same values, but in a different 

context than a LAN, for the Local IoT Indicator it was 

suggested that for a WSN, there are four evenly distributed 

numbers between [1, 10] that signify the distance to the sink. 

Table 1 shows the ranked risk profiles of each node type. 

 

Table 1: Risk profile values 

Node Type Risk Value 

Sink High 1 

1-hop from sink Medium High 4 

2-hops from sink Medium Low 7 

Remaining nodes Low 10 

 

A WSN is more vulnerable than a LAN, so none of the 

nodes are without some risk. It was therefore suggested that 

zero not be used. However, a more elaborate risk profile that 

takes into consideration the feed-back from an intrusion 

detection system and other systems could be used as defined 

by [19]. 

4) Resource Allocation Profile: A resource allocation 

profile must be established that identifies the amount of 

memory, storage, and CPU required for each node. An 

explanation is provided by Table 2.  For a total range of 

values between [1, 10], it can be quantified by the summation 

of values defined as high, medium high, medium low, and 

low. For each attribute high = 3.33, medium high= 2.33, 

medium low = 1.33, and low =.33. 

Table 2: Resource Allocation Profile 

Attribute Explanation 

Memory Amount of memory 

Storage Amount of storage 

CPU  CPU usage 

 

5) Sensor Configuration Costs: A sensor configuration 

profile assessed by the network factors that contribute to the 

configuration and downtime of a disruptive installation of an 

object application: This is restricted to a range of values 

between [1, 10]; where, the value 10 represents the highest 

level of disruption. 

6) Traffic Load: The work load factor denoted the amount 

of processing, as a result of monitoring, at a specified 

location in a LAN. It is described as the capacity and usage 

on network links, or the processing load on a host [14]. In a 

role-based hierarchical multi-application WSN, the locations 

that have the highest load factor are: 

 Sinks where WSN traffic is funneled towards the 

outside world;  

 Neighboring nodes that are one or two hops from the 

sink;  

 Sensors and neighboring nodes stimulated by a 

substantial amount of sensing activity in the area;  

 Application clusterheads with large memberships;  

 Application clusterheads with more than one-hop 

memberships, thereby creating inter-cluster redundancy 

that could generate duplicate messages; 

 Overlapping application clusterheads creating intra-

cluster redundancy to generate duplicate messages. 

The load factor was restricted to a range of values [1, 10] 

to express the work load at different locations in a LAN [14]. 

For a WSN location, the load factor was denoted as LF (LW), 

which is the level of application traffic in each node. 

Table 3: Traffic level load factor values 

Traffic Level Load 

Very High 10 

High 7 

Medium 4 

Light 1 

 

7) Manual Intervention Costs: CMON, in a LAN ranges 

between [1, 10].  Since a WSN must be independent of 

human, CMON=1. 

 

B. IoT Agent Object Applications 

Building upon the wireless sensor network factors used to 

model the IoT Index are: Sensor Efficiency, Deployment 

Cost, Disruptive Cost, and Monitor Cost. 

 

1) Sensor Efficiency: is the ability to accurately detect 

events of interest in a LAN [14]. Originally, it was subjective 

data based on the paired compatibility of the location on a 

LAN and the monitoring capability of the application. 

Alternatively, the measurement of monitoring capability in a 

cluster-based application on a WSN is dependent on the 

geographical positions. The cumulative sensing degree 

(CSD), a clusterhead selection value originally introduced in 

a study by [10], was extended to deterministically 

characterize the monitoring capability as a percentage in a 

hierarchical multi-application WSN. Good placement 

depends on the assignment of the selected node to a more 

advantageous position to monitor its neighboring nodes 

without wasting valuable energy. Instead of using exposure 

to model wireless monitoring, a variant of the CSD metric 

originally introduced in a study by [10], and named here as 

the cumulative monitoring degree (CMD) was used. It was 

modified for the IoT Index so that the nodes eligible for 

overlap were restricted to within the Euclidean distance of 

the wireless range. This algorithm typifies attenuation using a 

metric with a weighted computation. This quality of 
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attenuation enabled it to be a representative of [6] preferred 

centralized membership. Also, shown to be important by the 

[17] study, the CMD metric was given weight to facilitate 

distributed and perimeter members which enhanced the 

monitoring capability. In this way, the monitoring percentage 

originally subjectively determined for a LAN was substituted 

with a deterministic one designed for a self-sufficient WSN. 

The sensor efficiency denoted as AE = CMD, as in the 

original work by [14], ranged between [0.1, 1]. 

2) Disruption Costs: The disruption cost is denoted as 

D(Lw) and is bounded by the range [1,10]. For locations in a 

LAN it is identified as the cost to deploy monitoring 

capability. Consequently, it represents the configuration 

changes and message delays associated with adding a sensor 

node to the Internet-Of-Things network to support the new 

object application. 

3) Agent Deployment Cost: The cost of installing, 

configuring, and maintaining an agent is characterized in a 

LAN as the agent deployment cost, CDep(A), with values 

between [1, 10]. Unlike in a LAN, role specific agents 

deployed to a WSN tend to be all the same. However, on a 

WSN, the agent deployment costs are the added 

consequences of the configuration and message delays 

caused by the computing resources consumed. The effect of 

the act of intercepting the messages before passing them to 

their designated destination can be measured by the extra 

processing that agents on the newly deployed application 

specific sensor node perform. It was suggested that for the 

Local IoT Index agent deployment cost for an existing sensor 

is an average cost of value five, otherwise to justify the added 

work load it was a value as defined by the resource profile. 

4) Object Application Monitoring Costs: The monitoring 

cost, CMon(A), in a LAN is expressed as the product of the 

manual cost to monitor, multiplied by the level of traffic at 

the node, such as costM(A,Lw) = CMon · LF (Lw). The level of 

traffic on the node is a cost issue because selecting 

clusterheads on high volume nodes can prevent real-time 

detection and scalability [12]. Therefore, costM(A,Lw) = 1 · 

LF(Lw). 

 

C. Hierarchical Spatial Analysis 

To formulate the IoT index, the capability metric, risk 

and costs are determined.   

 

1) Capability Metric: The capability metric is defined as 

the interaction ability of the monitoring capability and is 

denoted as Cap(A)=AI · AE; therefore, Cap(A) = 2.50 · 

CMD[14]. 

2) Risk: Risks are obtained from passed through risk 

profile. 

3) Sensor Costs: In the denominator of the model for a 

LAN the total cost, costT(A,L), represents the summation of 

the deployment and the monitoring costs. The deployment 

cost is the summation of the agent deployment costs and the 

network disruption costs for that location. Thus, each ranging 

[1,10] this cost can be denoted for a WSN location as: 

 

 costT(A,Lw)=(CDep (A) + D(Lw)) + costM(A,Lw)           (1) 

 

D. Local IoT Indicator 

To model situation awareness agent placement in a 

WSN, the IDS A over a location L was converted to 

represent an object application agent A at location Lw. To 

represent this changed context, the Local IoT indicator for a 

WSN in place of the LAN value V(A,L) can be denoted as:  

 

IoT(A,Lw) = (Cap(A) · R(Lw)) / costT(A,Lw)                (2) 

 

The clusterhead selection algorithm proposed by [18] 

was used to define the zones and deploy the agents. The 

deployment algorithm selected clusterheads prioritized by 

higher Local IoT indicator values. When in competition for 

covering the same area, the clusterhead with the greater 

Local IoT indicator was chosen. 

 

E. Holistic Perspective 

The average of the Local IoT Indicators of the chosen 

clusterheads is used to compute a holistic perspective of the 

spatial state of the entire network while taking into 

consideration each local area’s risks and costs. Based on the 

zones selected, the value of the Holistic IoT Indicator can be 

denoted as: 

 

      
 

 
∑ (   (         

 
                              (   

 

                                                           
 

IV. Experiment Overview 

Using a Java program, two different simulated 

experiments were conducted based on data exported from 

OPNET. For each experiment, twelve different network sizes 

were tested using ten different WSN scenarios. The twelve 

test scenarios are listed under their associated dense, 

intermediate, and sparse deployment categories. 

 

A. Simulation  

For each test scenario, the process was separated into the 

following three identifiable phases: 

To create the initial temperature sensing applications 

network topology, an exported OPNET file consisting of a 

list of node names and their coordinates was imported into a 

Java simulator. To select the clusterheads for the temperature 

sensing application, the nodes were ranked based on sensing 

accuracy. The resulting network topology with the selected 

clusterheads and their assigned members determined the 

routing tables, and thus, the initial network traffic flow in 

Java. 

The established temperature sensing application 

transmitted a specific number of packets to the sink. After the 

packets reached the sink, the total number of bytes sent and 
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received from each node and the distances they traveled were 

both used to compute the remaining power for each sensor. 

Once the temperature sensing application had run, the 

network factors such as remaining power, traffic load, risk, 

and monitoring capability were defined for each node. These 

network factors were then used to compute the IoT index to 

determine the local network state for a hierarchical spatial 

perspective. 

 

B. Metrics 

In this process, a computer-generated temperature 

sensing application was established before the situational 

awareness application was deployed. Depending on the 

situational awareness experiment, the metric used was one of 

the following Power or non-Power (Local IoT Indicator) 

based equations to select the clusterheads that represented the 

zones in the hierarchically organized virtual topology: 

 

1) Power Based: The transmission of the power 

consumed in transmitting and receiving a k-bit message, a 

distance d (using this radio model), was computed as: 

 

ETx(k,d) = Eelec·K + amp · k · (d)
2 
 and                  (4) 

ERx(k) = Eelec · k                                                    (5) 

 

respectively, where Eelec is the energy the radio 

dissipates to run the transmitter or receiver circuitry and εamp 

denotes electronic energy expended in transmitting one bit of 

data. Therefore, to compute the remaining power for each 

node, the power consumed was subtracted from the initial 

amount of power given to each node. 

 

2) Non-Power based (Local IoT Indicator): As discussed 

in section III, equation (2) can be used to compute a value 

that models security situation awareness at a particular 

location on a WSN. Using historical and spatial data 

collected from a sensor each node’s monitoring capability, 

risk, and cost were analyzed to report on the locations 

network and security situation. 

 

The purpose for the Power based clusterhead selection 

metric was to use it for comparison against the non-Power 

(Local IoT Indicator) based metric presented in this research. 

The remaining power was a popular metric used in 

extensions to LEACH and other hierarchical organized 

topology to increase the lifetime of a network. Moreover, as 

stated in [16], the IDS used Power to determine the duration 

a node can support the network monitoring role. Therefore, 

the Power metric was used as a benchmarking tool to 

determine if the objective had been met. Specifically, this 

objective was to find a situational awareness metric with the 

ability to determine the current state of a WSN. Therefore, 

after organizing the topology using the Power metric the 

Local IoT Indicator of those Power based clusterheads were 

averaged to determine if the situational awareness application 

using the Power metric picked the same zones. 

 

C. Network Parameters 

In this research, for every scenario of deployed nodes 

using OPNET’s wireless network deployment wizard, ten 

different seeds were used to generate ten different 

deployments. As in [20], the transmission and receive radius 

for each node was 60 meters. In each node the radio 

dissipated Eelec=50 nJ/bit to the transmitter or receiver 

circuitry, the data rate was 20 kbps, and each node had εamp 

=100 pJ/bit/m. Modeling exposure, the sensing zone was 

defined to be 120 meters. To measure the consumed energy 

to transmit 1,536,000 bits over a specific distance, the power 

based formulas discussed above were used. As in [13], each 

node was initialized with 24,624 Joules (J) of energy utilizing 

two AA batteries as the source. Through repeated 

experiments, each value obtained represents an average of ten 

simulation runs, each using a different seed. 

 

V. Research Findings 

The results show that the proposed approach selected 

different zones than the zones chosen using a power-based 

metric. Moreover, the higher average of the zones using the 

proposed approach is a more accurate indication of the 

current security state of the WSN. After repeating the 

experiment by assigning risk values inversely proportional to 

the first test scenario, the results show that the network with 

less risk has a smaller index. Also, in both tests the more 

sparse networks displayed lower values. The sparse network 

simulated an irregular placement in a floor plan or an 

obstruction in the line of sight. Contrary, in a denser network 

the appearance of a sparse network can be indicative of other 

risk and cost factors that may inhibit the sensors ability to 

communicate with one another. 

 

A. Approach Results 

As discussed above, the IoT Index was weighted by the 

traffic load. The traffic load is proportional to the 

communication costs, and thus, the remaining power. 

Accordingly, the average of the IoT Indexes of the 

clusterheads selected based on Power and non-Power (IoT 

Index) were compared to ensure that they actually differed. 

Following this it was important to show that the non-Power 

based approach provide more accurate information about the 

network state from a hierarchical perspective than the Power 

based approach. 

Here the opposite of the risk values from Table 1 are 

applied to demonstrate that the reduced risk present in the 

network lowered the value of the IoT Index. 

Note: Applying the t-test to the data from the Power and 

non-Power (IoT Index) based simulations at alpha = 0.05 and 

18 degrees of freedom, the p-values indicated that the 

averages are different 

 

B. Approach Analysis 

Apparently, as the networks increase in size, there 

appears to exist a commonality in energy between the non-
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Power and Power based approach. This relationship is 

derived from the power variable in the IoT Index equation. In 

the equation, expended power equating to traffic load cost is 

a factor in the denominator. The number of packets that were 

sent and received from a node and the traversed distances 

were used when computing the remaining power. After 

sending and receiving many packets, the remaining power 

was depleted based on the power computations outlined 

above. While the metrics are different, both revealed the 

same result: they are individually inversely proportional to 

the percentage of energy expended.  

 

VI. Conclusions and Future Work 

A. Conclusions 

The goal of this study was an approach that enabled a 

hierarchical situation awareness application on the Internet-

Of-Things to utilize clusterheads as local zones whose 

average represent the global spatial situation of the network. 

To realize the goals of this research, the results of the test 

data showed that the main objective for a deployment of a 

situation awareness application has been accomplished. This 

was found by the effect of the approaches. 

The results of this research indicated that the objectives 

of the study have been largely met. The tests support the 

premise of the main objective that the network factors 

derived from the optimal hierarchical spatial situation can be 

used examine the network state for situation awareness by 

taking into consideration monitoring capability, risk, and 

cost. 

 

B. Future Work 

These same procedures used in a dynamically changing 

network could be the subject of future WSN research. While 

a dynamic sample is beyond the limits of this study, it would 

have been preferred. Mobile nodes would notify their 

neighbors of changes to their status. 

Finally, a potential area of improvement for the Local 

IoT Indicator could be to increase the interaction ability from 

2.50 to a value of 10 or less. As discussed, node placement is 

a very important element of information that is used to 

determine the network state. If desirable, it would increase 

the importance of the monitoring capability while reducing 

the impact of the other network factors such as risk and cost. 

Such further research may also prove useful for many 

different types of situations, especially, the improvement of 

efficiency in dense networks and the efficacy of an 

application that shares a sparse deployment in a WSN. 
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Abstract - Nodes in the DTN work on the foundation of 
cooperation in the network. When working in a cooperative 
manner, these nodes consume some network resources like 
bandwidth, buffer space etc. Like any other networks, DTNs 
are also prone to the malicious nodes and different attacks. 
In this work, we have proposed an attack model comprising 
of falsification of extended routing protocol metadata 
information combined with drop all attack. We have 
proposed the attack model definition and analyzed the 
performance of extended Epidemic routing protocol of DTN 
under this attack model. From the simulation results, we 
analyzed that the delivery probability of extended Epidemic 
routing protocols is greatly affected by the proposed attack 
model whereas the DTN routing protocols are proved to be 
robust against the individual attacks when implemented 
independently of each other. 

Keywords: Delay Tolerant Networks, Epidemic, Spray & 
Wait, Prophet, Delivery probability, Average latency, 
Overhead ratio. 

 

1 Introduction 
  Traditionally, data networks are sculpted by linking 

graphs whereby the continuation of at least one end-to-end 
passage among any source-destination duet is endlessly 
certain.  In these networks, any random bond between two 
network nodes is thought to be bidirectional sustaining 
symmetric data rates with slight error chances and latency 
(i.e. Round-trip time is in the order of milliseconds). In 
these networks, packets are not thought to survive in a 
node’s buffer for a prolonged time period. On the 
foundation of these fundamental suppositions, the Internet 
was planned and its most universally used protocols, 
predominantly the TCP/IP protocol suite, were planned. 

 
On the other hand, these suppositions do not clutch 

when scheming existing and newly budding wireless 
networks, particularly those which are to be deployed in 
acute environments (e.g. Battlefields, volcanic regions, 
deep oceans, deep space, developing regions, etc.). Under 
such demanding environment,  these  networks  suffer  
from  extensive  delays, acute bandwidth limitations, 
widespread mobility of nodes, recurrent  power  outages  
and  frequent  communication hindrance. Wireless 

networks operational under these demanding conditions 
experiences connectivity which becomes noticeably 
discontinuous and no uninterrupted end-to-end path(s) 
between any source-destination pair can be assured [1].  

Popular examples of such irregularly connected 
networks (ICNs) scenarios are  satellites,  deep  space  
probes, Wireless Sensor Networks (WSNs), Mobile 
Wireless Sensor Net- works (MWSNs)  and  
Sensor/Actuator  Networks  (SANs)  deployed in   acute  
regions, Mobile Ad-Hoc Networks (MANETs) in general 
consisting of nodes (e.g. GPSs, PDAs, Cellular Phones, 
Tracking  devices,   Laptops,  etc.)  mounted over   
endlessly moving objects [1]. 
 

Numerous study interests spotlight on developing new 
approaches for routing in delay tolerant network 
atmosphere. These routing schemes in general use the 
store-carry-and- forward approach, where intermediate 
nodes keep the message until encounter other nodes to set 
up new links in the path to the destination [2]. DTN 
Routing protocols can be generally categorized on two 
bases: (1) on the basis of the number of copies and (2) on 
the basis of knowledge of future contact opportunities and 
message patterns. On the basis of the number of copies, 
we have  Single-copy routing schemes  which use only  
one  copy  per  message  and  significantly  reduce  the 
resource  requirements but  suffer  from  long  delays  and  
low delivery ratios. Other one is Multi-copy routing 
schemes has a high probability of delivery and lower 
delays at the cost of buffer space and more message 
transfers. 
 

This work is related to the security issues of the 
extended routing protocols [20] and studies the robustness 
of these protocols against the attack model proposed in 
this work. 
 

Section 2 summarizes prior related work on routing in 
disrupted environment and the attacks on the delay 
tolerant networks. 
 

Section 3 details the system model. In this section, the 
details about the security assumptions, routing model and 
simulation settings are discussed. 
 

Section 4 detail the attack model proposed in this 
paper. This section emphasis on the step by step 
description of the attack model for this work. 
 

In Section 5, results obtained from the simulation 
study are discussed. In this, the results are discussed for 
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the three metrics i.e. delivery probability, overhead ratio 
and average latency under the varying buffer size of the 
nodes. 
 

Section 6 concludes the study and lists the results 
obtained in this study. 
2 RELATED WORK 

Basic   DTN   routing   algorithms   rely   only   on   
node movement, and no other information is used for the 
establishment of the communication link. Examples of 
primary DTN routing are “Custody Transfer” and 
“Epidemic Routing”. 

 
In  order  to  get  better  performance  of  DTN  routing, 

numerous  mechanisms  have  been  implemented  in  
diverse DTN routing protocols [1], [2], [3], [4], [5], [6]. 
These mechanisms often take account of duplication of 
packets to several nodes so as to raise the probability of 
delivery and to lessen the delivery latency. In a sole 
contact, only restricted packets may be exchanged among 
two portable nodes. As an effect, the orders of packet 
transmit, which depends on the precedence a node 
acquaintances with every packet, has momentous impact 
on the general performance. Replication- based DTN 
routing protocols vary principally on how each packet’s 
precedence is determined. 

 
Software of DTN study projects uses an arbitrary 

algorithm to reproduce node movement while mobility in 
actual existence has a knowable pattern. Certain DTN 
routing algorithms are designed to exploit this expected 
action of node mobility for predicting message delivery in 
a probabilistic approach [7]. 

 
There are numerals of additional proactive approaches 

to routing which are made achievable by stronger 
assumptions such as awareness of connectivity model and 
be in command of peer movement [8-14]. 

 
By and large the routing protocols of DTN deal with 

their buffers as first-in-first-out (FIFO) queues [15]. A 
further approach  is  Drop  Least  Encountered  (DLE)  
algorithm [16] which proposed dropping messages with the 
lowest likelihood of delivering and various work deployed 
this dropping technique [7,10,12,17]. 

 
The problem associated to the existence of copy of the 

previously delivered communication in multi copy routing 
design was studied by Bindra et. al. in [18]. It was assessed 
that if the copies are removed at the same instance when 
the one of the data bundle is conveyed then there is the 
possibility for step up in the performance of the routing 
protocols. 

 
Further Bindra et. al. in [19] proposed a message 

deletion policy for multi-copy routing scheme and analyzed 
the buffer occupancy of the nodes under this extended 
routing protocol (with proposed message deletion policy). 
Simulation results show that the extended routing protocol 
proposed in this work greatly relaxes the buffers of the 
nodes enabling them to handle more and more messages, 
which in turn improve the efficiency of the routing 
protocol. It also helps in preventing the nodes from buffer 

overflow problem and relaxes the resource utilization of 
the nodes. 

 
In year 2013, Bindra et. al. in [20] studied the 

performance of   different   routing   protocol   with   the   
proposed   buffer management scheme. This scheme 
helped in preventing the nodes from excessive utilization 
of resources. It was analyzed that the extended routing 
protocols (with this new buffer management scheme) 
performed with improved delivery probability values with 
reduced overhead ratio and lower average latency value. 

 
Performance of DTN routing protocols not only depend 

on the factors considered above but also depend on the 
attacks by the malicious nodes. There are numerous studies 
on securing the routing protocols of MANETs which 
focuses on securing the path establishment process [21], 
[22], [23], [24], [25], [26]. But these schemes cannot be 
used in securing the DTN as in DTN there is intermittent 
connectivity and no end-to-end path exist for all source-
destination pair at all the time. 
 
3 SYSTEM MODEL 

In this section, we describe the system model of the 
network used for the analysis. This section also explains 
the security assumptions, mobility model, scenario, 
interface, node group, message creation specific settings. 
We evaluated the robustness of Extended routing protocols 
of DTN in the presence of attacking node. All the 
evaluations were performed using our simulator modified 
from ONE simulator [28], a simulator developed 
specifically for the DTN simulations. 
 
1.1 Security Assumption 

In this work, we have assumed that the relay nodes do 
not perform any authentication on the authenticity of the 
packets. Due to this non availability of this authentication 
service, the malicious nodes can add the fake metadata into 
the network i.e. the malicious nodes can add false delivery 
information of the packets into the network. 
 

Another assumption made for this study is the lack of 
global knowledge of topology of the network to the nodes 
of the network. If this information is available in the 
network, the malicious nodes can perform much more 
damage to the routing performance. We have shown that, 
even in the absence of this information, yet our proposed 
attack model degrades the performance of the routing 
protocols to a great extent. 

 
1.2 Routing Model 

The routing protocol used in our evaluation is the 
extended version of Epidemic Routing Protocol [20]. The 
considered protocol is a replication-based DTN routing 
protocol. MaxProp which is also a replication based 
protocol has been shown to provide robustness against 
various attacks [17]. It offers better throughput than several 
other strategies such as Epidemic [1], Prophet [3] and 
Spray and Wait [2]. The overall routing model 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

70 Int'l Conf. Wireless Networks |  ICWN'14  |



implemented is shown in figure 1 and 2. 

Fig 1: Flowchart for the base Routing Protocols of DTN Fig 2: Flowchart for the Extended Routing Protocol of DTN 
 

4 ATTACK MODEL 
In [27], four general attacks Drop All, Random 

flooding, Invert routing metadata, and Acknowledgement 
counterfeiting were experimentally shown to be 
ineffective. 

 
Although the above attacks may be ineffective, many 

variant of these attacks are still possible. In addition, these 
attacks can be pooled to support each other. 

 
Our proposed attack consists of falsification of 

extended routing protocol metadata information combined 
with drop all attack.  In our extended DTN routing 
protocol, the network wide message delivery information is 
propagated to remove the existing replicas of the delivered 
information [20].  But if the malicious nodes are present in 
the network, they can inject the false delivery information 

in the network about the packets present in the buffer of 
this node and drop all the packets which are present in the 
buffer. The detailed attack model is represented below. 

 
The figure 3(a) shows the behavior of normal 

node.  In normal nodes, when two nodes come in the 
communication range of each other, they populate and 
exchange the del_msgs lists. Further details about the 
del_msgs lists and normal behavior of nodes are given 
in work by Bindra et al. [20]. 
 

But if one of the connected nodes or both are 
malicious, then the behavior of malicious node is 
depicted in figure 3(b). When these nodes get 
connected, first of all it reads all the messages from its 
collection and adds their ids in the del_msgs list and 
drop all the messages.
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Figure 3: a) Behavior of Normal Node Figure 3: b) Behavior of Malicious Node 

5 RESULTS AND DISCUSSION 
In this section, we discuss the results of the 

simulations of the system model and attack model 
presented in section 3 and section 4. To study the attack 

model, simulations are carried out in our simulator that 
was modified from ONE simulator [28], simulator 
designed for DTN simulations. The detailed simulation 
setup is presented in Table 1.  

Table 1: Simulation Configuration
Scenario Setting

Name simulateConnection updateInterval endTime
Default_scenario True 0.1 s 43200 s

Interface Specific Setting
Name Type Transmit Speed Transmit Range

btInterface SimpleBroadcastInterface 250k 30 m
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Events.nr 
of 

 
Events1.class 

 
Events1.interval Events1.size Events1.hosts 

 
Events1.prefix 

 
1 Message Event 

Generator 
 

15,30 s 250k, 2M 0, 39 
 

M 
Movement Model Settings

MovementModel.rngSeed MovementModel.worldSize MovementModel.warmup
1 4500, 3400 m 1000 s
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A.   The Impact on Delivery Probability 

From the fig 4 (a), we analyze that the presence of the 
attacker   node   reduces   delivery   probability   of   
extended protocols. In case of epidemic routing protocol, 
there is 23% decrease in delivery probability when only 
4% of attacker nodes are present. If we increase % of 
attacking nodes, there is larger decrease in delivery 
probability. 

 
B.   The Impact on Overhead Ratio 

From fig 4(b), it is clear that there is a significant 
increase in the Over Head Ratio when proposed attack is 
implemented. When 20% attacking nodes are present, there 

is 115% increase in overhead ratio for epidemic routing 
C.   The Impact on Average Latency 

Results obtained from the simulative study show 
interesting results for the average latency. Figure 4(c) 
show that there is an improvement in Average Latency 
experienced by delivered message. This is because of fact 
that now buffer is further relaxed as more packets are 
being deleted due to proposed attack model. Thus 
remaining packets have to wait for less amount of time in 
buffer queue. It is observed that average latency value 
improves by 65% for epidemic routing when20% 
attacking nodes are added. 

 
                         (a)                                                         (b)                                                       (c) 

Figure 4: (a) Delivery Probability under attack model (b) Overhead Ratio under Attack model (c) Average Latency under 
attack model 

6 CONCLUSION 
Routing metadata that are employed in DTN routing 

to improve resource utilization can be exploited by 
attackers to improve the effectiveness of attacks. We have 
presented an attacks model - comprising of falsification of 
extended routing protocol metadata information combined 
with drop all attack - that demonstrates how attackers can 
exploit routing metadata to improve the effectiveness of 
attacks. Earlier works from the literature say that the DTN 
routing protocols are robust to the routing attacks. But the 
attack model proposed above which is a combination of 
two attacks is effective enough to degrade the 
performance of the extended routing protocols of DTN. 
The simulation results show that the addition of attacker 
nodes in the network decreases the delivery probability, 
increases the overhead ratio and decreases the average 
latency. From the results, it can be analyzed that the 
effectiveness of the attack increases when the 
combination of the attacks is employed in collaboration. 
So from these results we can conclude that there is the 

need of the authentication service in the routing protocols 
so that these attacks can be prevented. 

 
In the future, we will try to provide the preventive 

measures or the authentication service to prevent the 
attacks and to preserve the performance of these extended 
routing protocols even in the presence of the attacking 
nodes. 
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Abstract - One of the main challenges in the field of Wireless 

Sensor Networks (WSN) is related to the security of their nodes. 

This is because such nodes, called sensors, are arranged in 

unprotected areas where they are vulnerable to capture, 

reverse engineer and tamper with by malicious people 

(attackers). Once such sensors are captured, an attacker can 

distribute the software code or even use the code in his projects 

without being traceable. In this context we propose a “code 

obfuscation-based software watermarking framework” for 

protecting the authorship of the software embedded in the 

sensors, and thereby discouraging the theft of intellectual 

property. The proposed software watermarking framework is 

defined as a sequence of code obfuscations, which makes, 

simultaneously, the code more difficult to analyze and the 

watermark more difficult to be located and removed, because 

the watermark is interleaved with other software instructions. 

Experiments were performed for measuring the overhead 

imposed on the software after the watermark insertion and 

finally we present analysis related to the credibility and stealth 

of the proposed framework. 

Keywords: Software Watermarking, Intellectual Property 

Protection, Software Protection, Obfuscation  

1 Introduction 

Recent advances in microelectromechanical systems 

technologies and wireless communications have enabled the 

construction of devices, called sensors, endowed with 

processing and communication capabilities, used to monitor 

physical quantities in an environment. Due to their small size 

and low production cost, tens, hundreds or thousands of such 

sensor nodes, powered by batteries, can be connected together 

to create a Wireless Sensor Network (WSN) [1]. One of the 

main challenges in the field of WSN is related to the security 

of their sensor nodes, since such nodes are vulnerable to Man-

At-The-End (MATE) attacks [2]. In this type of attack, an 

attacker can capture sensor nodes in a WSN, which are usually 

deployed in unprotected areas, in order to gain advantage 

through violating the software or hardware of such nodes. For 

instance, an attacker in possession of one sensor can dump its 

internal memory, disassembly it and distributed it or even he 

could extract its proprietary modules to use in other projects, 

without being traceable. Hence, it is important to provide 

means for protecting the intellectual property of the software 

embedded on the nodes of a WSN. 

According to Collberg and Nagra [3], software watermarking 

is a solution for protecting the authorship of software, 

discouraging the theft of intellectual property. Such watermark 

is characterized as a unique piece of information that should be 

inserted into a software code, in order to recognize who is the 

author of this software, who holds its rights [4]. One of the most 

common strategies for software watermarking involves the 

inclusion of the name of the author at a specific point in the 

program [3]. Such strategy is advantageous because it does not 

significantly increase the size of the software, neither its 

execution time. However, this strategy is not widely 

recommended because an attacker can easily tamper with the 

watermarking by changing the name of the author or by simply 

removing it. Therefore, a software watermark must be stealthy, 

i.e. difficult to be located within the code, avoiding its 

tampering with. A solution for making the watermark stealthy 

is combining the watermarking strategies with code 

obfuscation techniques [5, 8, 9]. Code obfuscation can be 

characterized as a set of code transformations that makes the 

code less intelligible, preserving, however, its original features, 

i.e. not modifying the software semantics. 

Another challenge in the field of WSN is related to the 

resource consumption of the sensor nodes, which is divided in 

(i) memory limitation, requiring that the embedded software 

does not exceed a certain size and (ii) energy consumption, 

since sensor nodes are powered by non-rechargeable batteries 

and the elaboration of a replacement policy for such batteries is 

not common, since these sensor nodes are usually arranged in 

places where the access is difficult or limited. Therefore, the 

watermark inserted in the software embedded in these sensors 

should not overwhelm their resources, in terms of both memory 

and energy. 

The objective of this work is to propose a framework for 

insertion and detection of a code obfuscation-based watermark, 

in order to prove the authorship of the software embedded in 

sensor nodes of a WSN. The proposed watermark is defined as 

a sequence of code obfuscations applied over the software, 

where the order of each code obfuscation action is responsible 
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for identifying the author of such software. Thus, the proposed 

watermark is (i) stealthy, because it is difficult to localize the 

points of the program which were obfuscated, which compose 

the watermark itself, (ii) makes the code more difficult to be 

analyzed since the applied code obfuscations make the software 

less intelligible, and (iii) generates little overhead in terms of 

resource consumption, because the applied code obfuscations 

are based on simple instruction replacements. 

Experiments were performed for verifying (i) the credibility 

of the watermark, i.e., if the proposed watermark is able to 

identify the author of the software, (ii) stealthy, i.e., if the 

watermark is not easily disguinshed from the program 

instructions, and (iii) the overhead in terms of resource 

consumption of the sensor nodes after inserting the watermark. 

The remainder of this paper is organized as follows: Section 

2 presents the related works, Section 3 presents the framework 

for watermark insertion and detection, Section 4 presents the 

experiments performed and, finally, Section 5 presents the 

conclusions and future work. 

2 Related Works 

In this section we present some works in the literature that 

propose watermarking strategies combined with code 

obfuscation for hindering the watermark location [5,6,9]. 

Altough, such works present code-obfuscation based software 

watermarking strategies, as our proposal does, they differ from 

the present work since they do not use code obfuscation for 

creating the watermark itself, as the present paper proposes.  

Zeng et al. [5] proposed a watermark based on the 

interpretation of a vector containing the frequencies of each 

kind of instruction in the software. For inserting the watermark, 

the program is modified through the replacement or insertion 

of instructions. In the replacement mode, the code is modified 

using equivalent instructions recognized by the interpreter. 

When it is not possible to replace one instruction by an 

equivalent one, the code insertion is needed, and such insertion 

is performed using opaque predicates. After inserting the 

watermark, a new frequency vector is extracted from the 

program. For watermark recognition and extraction, the 

interpreter compares this new frequency vector with the 

original vector. Our proposal differs from the work of Zeng et 

al. because it does not need a vector with the frequencies of 

each kind of instruction in the program for handling the 

watermark.   

The idea of Xu [6] is to store the watermark information in 

the position marked by the difference of height between two 

jump statements, where the height is defined as the number of 

instructions between the jump statement and its target. The 

watermark key is converted to a binary digit sequence, which 

is stored in a code table. Then, the binary digit sequence goes, 

as a parameter, through a code obfuscation function, and the 

obfuscated information is stored in another vector. One of the 

differences between our proposal and the work of Xu is that the 

process of watermark insertion in our proposal uses the 

sequences of obfuscations as the watermark itself, while in the 

work of Xu, the watermark is obfuscated before being inserted 

in the software and the software itself is not obsfuscated.  

 Chen and Chaoquan [9] proposed a code obfuscation-based 

software watermark technique to protect software developed on 

the .NET platform. The technique proposed by them, inserts the 

watermark in the intermediate code generated by the .NET 

virtual machine. It divides the intermediate code into variable 

and random sized blocks. Next, those blocks are reordered, 

while preserving the software semantics, and all the possible 

combinations are listed, for randomly choosing one. The 

watermark is inserted as an adittional sequence of bits at the 

end of each block. After, an unconditional jump instruction is 

inserted between each block to ensure that the watermarked 

software behaves properly, as the original one. Finally, a new 

executable is created. The difference between our proposal and 

the Chen and Chaoquan proposal is that in our proposal various 

code obfuscation techniques are used, while the work of Chen 

and Chaoquan uses only the order of the blocks for code 

obfuscation.  

3 TinyWartemark Framework  

In this section a framework, called TinyWatermark, which is 

able to insert and detect a code obfuscation-based watermark is 

presented. The objective of this framework is to inhibit 

intellectual property theft. This section is organized as follows: 

Section 3.1 presents the logical architecture of this framework; 

Section 3.2 describes an implementation instance of the 

components: Key Generator and Obfuscator; Section 3.3 

describes the TinyWatermark operation.  

3.1  Logical Architecture 

The logical architecture of TinyWatermark, shown in Figure 

1, comprises 7 components (Intellectual Property Manager, 

Compiler, Key Generator, Watermarking Embedder, 

Watermarking Detector, Obfuscator and Obfuscation 

Recognizer) and two data structures (Obfuscation Rules and 

Watermark Key). The TinyWatermark components are 

interconnected through the following interfaces: genKey, 

embedWM, detectWM, reqObf, recogObf and compile. 

 
 

Figure 1. TinyWatermark logical architecture 

The Obfuscation Rules data structure specifies the 

obfuscation techniques supported by TinyWatermark and the 

rules that define how to employ each of these techniques to one 

or more hardware platforms in certain pieces of the software. 

In other words, this component specifies the set of instructions 
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that must replace a given instruction located in a particular 

point of the software, in order to employ a particular 

obfuscation technique for a specific hardware platform. This 

data structure must have the following information: (i) the 

identification of the obfuscation technique, (ii) the hardware 

platform, (iii) the set of instructions to be obfuscated and (iv) 

the set of new instructions with the same semantics to replace 

the original instructions. This structure should be filled by a 

security expert who is able to customize each obfuscation 

technique to a given hardware platform.  

The Watermark Key data structure defines the sequence of 

obfuscations (based on instruction replacement or insertion) to 

be applied on a piece of software, which characterizes a certain 

watermark. Each item of this data structure has the following 

fields: (i) location of the piece of code where the obfuscation 

technique must be applied and (ii) the obfuscation technique to 

be applied at that location. 

Intellectual Property Manager is the main component of 

this framework, and is responsible for (i) booting 

TinyWatermark, (ii) coordinating the actions of other 

components, and (iii) receiving the following input information 

from the user: operation mode, which indicates if the user wants 

to embed or recognize a watermark in the software; hardware 

platform, which indicates the hardware platform of the device; 

software author, which stores the identification of the software 

author; source code, which is the software to be marked; 

watermark key, which identifies the key that composes a given 

watermark, containing the sequence of obfuscations and their 

locations within of the marked software; binary code, which 

contains the address of the binary code of the marked software.  

The Intellectual Property Manager requires the following 

information from the interfaces of this framework: the Binary 

Code generated by the Compiler component via the compile 

interface, the watermark key generated by the Key Generator 

component through the genkey interface, the marked Binary 

Code provided by the Watermarking Embedder component via 

the embedWM interface, and the Software Author recognized 

by the Watermarking Detector component through the 

detectWM interface. 

The Compiler component is responsible for compiling the 

Source Code for a given hardware platform. The Compiler 

must handle the Source Code to insert NOP instructions to open 

space for instruction insertion. After handling the Source Code 

for a given hardware platform, the Compiler selects the correct 

compiler for generating a Binary Code since this component is 

able to compile a Source Code for different hardware 

platforms. For providing such functionality, the Compiler 

provides an interface, called compile, which requires the 

following parameters: Hardware Platform and Source Code. 

The Key Generator component is in charge of generating 

the Watermark Key. This key is generated according to the 

identification of the software (Software Author) and must be 

able to uniquely detect a watermark, i.e., to uniquely detect the 

sequence of obfuscations applied in the software program, in 

order to prove that Software Author is the owner of the 

software. The Key Generator provides an interface named 

genKey, which takes the parameter Software Author, to 

generate the Watermark Key, which contains the authorship 

identification. 

The Watermarking Embedder component is responsible 

for inserting a watermark in the Binary Code according to the 

Watermark Key. The Watermarking Embedder determines 

which code obfuscation techniques, which are listed in 

Obfuscation Rules, should be applied in the Binary Code. Next, 

it calls the Obfuscator component that obfuscates the Binary 

Code taking into account the code locations specified by the 

Watermark Key. It is important to mention that these locations 

are covert to the attacker, then making difficult for him to 

discover a watermark location by only looking the Binary 

Code. The Watermarking Embedder component provides an 

interface called embedWM, which requires the following 

parameters: Binary Code, Hardware Platform and Watermark 

Key. 

The Obfuscator component is responsible for performing 

the obfuscations in the Binary Code for a given Hardware 

Platform. For performing such obfuscations, this component 

provides the reqObf interface, whose parameters are Binary 

Code, Hardware Platform, and the obfuscation technique to be 

applied in the Binary Code, together with the address in the 

Binary Code where such technique must be applied. For 

performing an obfuscation technique, the Obfuscator uses the 

Obfuscation Rules data structure, which specifies the 

instructions that must be replaced and the instructions that 

should be inserted in the Binary Code. 

The Watermarking Detector component is responsible for 

detecting if a Binary Code has a particular watermark, which is 

identified by a certain Watermark Key. For performing such 

detection, the Watermarking Detector calls the Obfuscation 

Recognizer component. If all obfuscations are recognized, the 

Watermarking Detector informs who the Software Author of 

this software is. This functionality is provided by 

Watermarking Detector through the interface detectWM, 

whose parameters are: Binary Code, Hardware Platform and 

Watermark Key. 

The Obfuscation Recognizer component is responsible for 

recognizing, for a given Hardware Platform, if an obfuscation 

technique was applied at a given address of the Binary Code. 

For performing such recognition, this component queries the 

Obfuscation Rules structure, identifying which instructions 

should be found in a given address. If such instructions are 

found, the Obfuscation Recognizer reports that the 

recognization of the obfuscation technique was successful, and, 

otherwise, the component reports a failure. This functionality 

is provided by the Obfuscation Recognizer through the 

interface named recogObf, whose parameters are: Binary 

Code, Hardware Platform, obfuscation technique and the 

address of the first instruction to be verified. 

3.2 Implementation 

In this section we describe the implementation of the 

Obfuscator (Section 3.2.1) and Key Generator (Section 3.2.2) 

components of the prototype developed for inserting and 

detecting the proposed code obfuscation-based watermark in a 

code compiled for the AVR hardware platform [11]. 
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3.2.1 Obfuscator 

For implementing the Obfuscator component we used only 

obfuscation techniques based on instruction replacements, 

because such kind of obfuscation does not cause major impact 

on the computational resources of the device running the 

obfuscated software, like the software size and processing 

cycles. This choice was made because the watermark will be 

inserted into the embedded software of a type of sensor that has 

memory and energy constraints.  

The Obfuscator depends of the information stored on the 

Obfuscation Rules structure for performing obfuscation 

techniques in the specified addresses of this software. 

Therefore, for the hardware platform selected in this work 

(AVR), it was necessary to fill the Obfuscation Rules structure 

according to the obfuscation techniques chosen: call 

obfuscation (CallObf) [7] and return obfuscation (RetObf) [7]). 

Table 1 shows the Obfuscation Rules structure inclunding the 

folowing informations: the adopted Hardware Plataform, 

which instructions must be replaced (Original Instructions) and 

which instructions will be used for replacement (Obfuscated 

Instructions). 

Obfuscation 

Technique 
Hardware 

Platform 

Original 

Instruction 
Obfuscated 

Instructions 

CallObf AVR call ldi/push/ldi/push/ 

ldi/push/ldi/push/ret 
RetObf AVR ret pop/pop/ijmp 

Table 1. Obfuscation Rules 

Upon receiving a request through the reqObf interface, the 

Obfuscator component checks if the address provided via this 

interface contains the value specified in the Original Instruction 

column. In positive case, the Obfuscator replaces the 

instruction found by the instruction specified in the Obfuscated 

Instructions column. Table 2 shows an example of how the 

Obfuscator can apply the call and return obfuscations. The left 

column of this table (Original Code) shows the original code 

snippet containing the Main and Sum functions. In the Main 

function, 0xA and 0xB constants are stacked and then a 

function call to the Sum function is performed, which in turn 

performs the sum of the constants 0xA and 0xB. The right 

column of this table (Obfuscated Code) shows how the 

instructions responsible for the call (call) and return (ret) of the 

function were obfuscated, in accordance with the information 

from Table 1. 

First, the call instruction, located in the L5 address is 

replaced by the instructions located between the M5 and M13 

addresses. The instructions ldi, push, ldi push, located between 

M5 and M8 are responsible for stacking the return address of 

the function to be called (M14). And the instructions ldi, push, 

ldi push located between M9 and M12 are responsible for 

putting on top of stack the address of the function to be called 

(M17). Finally, the Obfuscator inserts, in address M13, the ret 

instruction that will be responsible for redirecting the control 

flow to the address at the top of the stack, i.e. M17 (the address 

of the Sum function). After performing the instructions of the 

Sum function, the control flow is then redirected to the return 

address previously stacked (M14). Then the return instruction 

(ret), located in L6 address, is replaced by the instructions pop, 

pop, ijpm. The pop instructions are responsible for storing, in 

the specified registers (r30 and r31), the return address of the 

function, which is located at the top of the stack, and the ijmp 

instruction is responsible for redirecting the control flow to the 

addresses specified by registers r30 and r31. After applying 

those obfuscation techniques, the code analysis tools could not 

create properly the control flow graph (CFG) and call graph 

(CG). The CFG is used to represent all paths that might be 

traversed during runtime. On the other hand, the CG represents 

the relationship betwen the functions of the software. When the 

call and ret are obfuscated, the code analysis tools could not 

create the right edges of those graphs (CFG and CG), because 

they are not capable to identify correctly the location of the call 

and ret instructions. 

Original Code Obfuscated Code  
Main: 

 L1:  ldi r16, 0xA 

 L2:  push r16 

 L3:  ldi r16, 0xB 

 L4:  push r16 

 L5:  call Sum 

 L6:  ret 

Sum: 

 L7:  ldd r16, Y+3 

 L8:  ldd r17, Y+4 

 L9:  add r17, r16 

 L10: ret 
 

Main: 

 M1:  ldi r16, 0xA 

 M2:  push r16 

 M3:  ldi r16, 0xB 

 M4:  push r16 

 M5:  ldi r30, low(M14) 

 M6:  push r30 

 M7:  ldi r31, high(M14) 

 M8:  push r31 

 M9:  ldi r30, low(M17) 

 M10: push r30 

 M11: ldi r31, high(M17) 

 M12: push r31 

 M13: ret 

 M14: pop r31 

 M15: pop r30 

 M16: ijmp 

Sum: 

 M17: ldd r16, Y+3 

 M18: ldd r17, Y+4 

 M19: add r17, r16 

 M20: ret 
Table 2. Examples of how TinyWatermark can apply the call 

and return obfuscation techniques 

3.2.2 Key Generator 

In this section we present the procedure for creating the 

Watermark Key. This procedure comprises three steps. The 

first step is responsible for transforming the string that 

identifies the author of the software (Software Author) into a 

binary code (called BinStr). For generating the BinStr, the 

ASCII code of each character from the Software Author string 

is concatenated. For instance, if the software is identified by a 

Software Author string of value "UFRJ", then the following 

ASCII codes should be concatenated: 01010101, 0100 0110, 

01010010 and 01001010, which refer to the U, F, R and J 

characters, respectively. Thus, after this first step, BinStr 

contains 32 digits (01010101010001100101001001001010). 

The BinStr indicates the number of obfuscations that should be 

employed in the software, in order to embed the watermark in 

this software, whose Software Author is "UFRJ". 

The second step consists in selecting which obfuscation 

techniques must be employed in the software. For performing 

this second step, the Key Generator must select one of the 

obfuscation techniques listed in Obfuscation Rules for each 
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binary digit of BinStr. This selection obeys to the following 

rules: (i) if the digit from BinStr equals to 0, then we randomly 

select an obfuscation technique in Obfuscation Rules, among 

the obfuscation techniques whose search index is zero or pair; 

(ii) if the digit from BinStr equals to 1, then we randomly select 

an obfuscation technique in Obfuscation Rules, among the 

obfuscation techniques whose search index is odd. For 

instance, the first obfuscation technique chosen, according to 

the BinStr related to the Software Author "UFRJ" and to the 

Obfuscation Rules data structure presented in Table 1, will be 

CallObf, since the first digit of this BinStr is equal to 0. 

Therefore it is necessary to choose the single possible technique 

whose index is 0 or pair in Obfuscation Rules. This same 

procedure can be applied to choose the remaining 31 

obfuscation techniques for the remaining 31 binary digit of 

BinStr. 

The third step consists on populating the Watermark Key 

structure with information about the obfuscation techniques 

and the addresses of the software in which each of these 

techniques must be applied. For populating this structure, it is 

first necessary to decide how to represent the information about 

the obfuscation techniques and addresses. In the prototype 

developed in this work we chose to represent the Watermark 

Key through a directed graph, called G = (V, E), where V is the 

set of vertices of this graph, V = {v1, v2 … vn}, and E represents 

the set of edges of this graph E = {e1, e2 … em}. Each vertex vi 

stores the code address where an obfuscation technique is 

applied, and ei represents the connection between two vertices 

of this graph, identifying who are the source vertex and 

destination vertex. Although an edge alone does not express 

concrete information, the sum of the edges arriving at a given 

vertex, i.e., the degree of entry of that vertex, is used to 

represent which obfuscation technique must be applied at the 

address stored in the vertex. The number of vertices in G must 

be equal to the number of digits in BinStr, and the number of 

edges must be equal to the sum of the indices of the obfuscation 

techniques listed in Obfuscation Rules, which were chosen in 

the second step. Thus, following the example of the Software 

Author of value "UFRJ", the Watermark Key should be 

represented by a graph with 32 vertices, and the degree of entry 

of the first vertex will be 0, since the obfuscation technique 

chosen in the second step was CallObf, located at index 0 of the 

Obfuscation Rules table. If a technique were chosen whose 

index in Obfuscation Rules were greater than 0, it would be 

necessary to create edges for ensuring that the degree of entry 

of this vertex would be equal to the index of the chosen 

technique. For instance, if the index of the chosen technique to 

obfuscate the address stored in the vertex vk were equal to 1, it 

would be necessary to create an edge whose destination vertex 

were vk. 

One constraint that should be considered, if the graph 

representation is used, is that the index that identifies the 

obfuscation technique chosen from those listed in Obfuscation 

Rules can not be greater than the number of digits of BinStr, 

since the total number of vertices of this graph equals to the 

number of digits of BinStr and it is not possible to guarantee a 

degree of entry of a vertex that is greater than the total number 

of vertices of this graph. 

It is important to mention that, because the choice of indices 

of the obfuscation techniques listed in Obfuscation Rules was 

made randomly, it is possible to create distinct keys for a same 

given Software Author, so that each of such keys are able to 

identify the same Software Author. 

3.3 TinyWatermark Operation 

This section shows the operation of TinyWatermark 

according to the chosen operation mode, which can be insertion 

or detection of the watermark. TinyWatermark operation is 

performed offline, i.e. before the Binary Code is deployed in a 

device or while the software is not running. 

Initially, the Intellectual Property Manager component 

receives the input information, which varies with the operation 

mode. If the operation mode is insertion of the watermark, the 

user must provide the following input information: Hardware 

Platform, Software Author and Source Code. On the other 

hand, if the operation mode is detection of the watermark, the 

user must provide the following input information: Hardware 

Platform, Watermark Key and Binary Code. 

The Intellectual Property Manager, after identifying that the 

operation mode is insertion of the watermark, requests the 

Compiler, via the interface compile, the compilation of the 

Source Code for the Hardware Platform specified, generating 

the Binary Code. Then, the Intellectual Property Manager 

requests to the Key Generator component, through the genKey 

interface, the creation of the Watermark Key, given the 

Software Author provided as input by the user. After the 

Watermark Key is created, the Intellectual Property Manager 

requests to the Watermarking Embedder component, through 

the embedWM interface, the insertion of the watermark 

(identified by the Watermark Key created) in the Binary Code. 

The Watermarking Embedder, in turn, requests, through the 

reqObf interface, that the Obfuscator component performs the 

obfuscation techniques in the Binary Code, in accordance with 

the information specified in Watermark Key. For performing 

such obfuscation techniques in the Binary Code, the Obfuscator 

queries the Obfuscation Rules structure for checking the 

obfuscation rules for the Hardware Platform specified. After 

the Obfuscator applies the obfuscation techniques in Binary 

Code, the Watermarking Embedder informs to the Intellectual 

Property Manager that the watermark was inserted. Finally, the 

Intellectual Property Manager returns to the user the Binary 

Code with the watermark inserted, ready for being deployed in 

a sensor node. The Intellectual Property Manager also returns 

the Watermark Key, which can be used later for proving the 

authorship of this software. 

If the operation mode is detection of the watermark, the 

Intellectual Property Manager asks the Watermarking Detector, 

via the detectWM interface, to check whether the watermark, 

specified by Watermark Key, can be recognized in Binary 

Code. Then the Watermarking Detector calls, through the 

recogObf interface, the Obfuscation Recognizer, for 

recognizing whether a particular obfuscation technique was 

applied in a specified address from the Binary Code. For 

performing this task, the Obfuscation Recognizer queries the 

Obfuscation Rules structure, obtaining the instructions, which 

must be found for the Hardware Platform specified. If it is 

possible to identify all the obfuscations performed, the 
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Watermarking Detector component informs the Intellectual 

Property Manager component, who is the respective Software 

Author. Otherwise, the Watermarking Detector informs that it 

was not possible to prove the authorship of the software. 

4 TinyWatermark Evaluation  

This section describes the metrics and scenarios used during 

the experiments performed for evaluating TinyWatermark and 

theirs results. 

4.1 Metrics and Scenario 

The overhead is measured in terms of (i) the diference 

between the number of processing cycles required by the 

software with the watermark and the same software without 

watermark, called simply Difference of Processing Cycles 

(DPC) and (ii) the diference between the amount of memory 

consumption (the memory size in bytes) required by the 

software with the watermark and the same software without the 

watermark, called simply Difference of Memory Consumption 

(DMC). 

The credibility indicates the capacity of TinyWatermark of 

detecting the watermark in the software. This metric is assessed 

in terms of the rates of true positives (TP), false positives (FP), 

true negatives (TN) and false negatives (FN). A TP means 

that TinyWatermark is able to detect that the given software 

contains a watermark embedded in its code, when in fact the 

watermark is embedded. A FP occurs when a watermark is 

detected in the given software, but in fact no watermark is 

embedded in the software. A TN situation occurs when 

TinyWatermark is not able to detect the watermark, which is 

really not embedded. A FN happens when TinyWatermark says 

that the given software has no watermark, but in fact the 

watermark was inserted in the software. It is important that 

TinyWatermark provides a low FP+FN rate, i.e. a low 

probability of false detection. 

In the watermarking context, stealth means the difficulty to 

identify the code that composes the watermark. This is useful 

to resist against attacks intended to modify or remove the 

watermark because such attacks needs to identify the location 

of the watermark code before perform any action. Thus, to 

making the watermark code stealthier, it should look more like 

original code and vice versa.  

Concerning the scenarios, the experiments were performed 

using the AvroraZ [12] simulator, for simulating a WSN. This 

WSN was based on MICAz motes. The MICAz hardware 

platform uses 8-bit AVR (ATmega128) microcontrollers, 

which are manufactured by Atmel. The disassembler chosen to 

evaluate the proposed framework was IDA PRO, a commercial 

disassembler tool, which is based on a recursive transversal 

algorithm.  

Every software used for testing the watermark insertion and 

detection is available and distributed together with the 

development environment of TinyOS [13], version 2.1.2, 

which uses the nesC language [13]. The software programs 

chosen to be used and installed in the experiments were Blink, 

Sense, RadioCountToLeds, RadioSenseToLeds, and 

BaseStation. The experiments were repeated 30 times for 

achieving a reliable 95% confidence interval for the results. 

4.2 Experimental results 

In this section, the results of the experiments for evaluating 

TinyWatermark will be described.  

4.2.1 Watermark embedding cost  

For each software program (Blink, Sense, 

RadioCountToLeds, RadioSenseToLeds and Base Station), 

experiments for evaluating the overhead in terms of the amount 

of additional computational resources of the software with 

watermark in relation to original software was performed. 

Table 3 shows the additional memory comsumption 

(percentage) and the extra processing cost (percentage) of 

software with watermark in relation to the original software 

(software without watermark). In the case of software with 

watermark, some instructions can be changed or inserted in the 

original program, and this cost has to be evaluated.  

 

Software 

DMC DPC 

Orig. Water. % Orig. Waterm. % 

Blink 7.9 8.1 2.2 295 295 0 

Sense 9.4 9.5 1.7 295 295 0 

Radio CountTo 

Leds 
39.0 39.2 0.4 295 295 0 

Radio SenseTo 

Leds 
40.2 40.4 0.3 295 295 0 

BaseStation 45.6 45.7 0.3 295 295 0 

Table 3. Effects of the proposed watermark on overhead 

For each software program we have inserted a random 3-byte 

Software Author key. For all software programs in Table 3, we 

can observe that the respective watermarked program 

consumed more memory (measured in bytes) than the original 

one. For the Blink, Sense, RadioCountToLeds, 

RadioSenseToLeds and Base Station software programs, the 

respective software programs watermarked by TinyWatermark 

consumed 2.2%, 1.7%, 0.4%, 0.3% and 0.3% more memory 

than the original software. 

It is important to observe that each software program with the 

watermark consumed the same amout of processing cycles of 

the respective original software. The changes performed by 

TinyWatermark for inserting the watermark in each software 

program did not reflect negatively in their execution times, in 

relation to the respective original programs. This fact is 

explained because only a few instructions were added to each 

program for inserting the code obfuscation-based watermark in 

it and, therefore, a negligible more processing cycles are 

needed by the software for performing the same task. We 

therefore conclude that the overhead (in terms of memory size 

amount of processing cycles) that TinyWatermark imposes in 

the original software is irrelevant. 

4.2.2 Credibility Experiments   

The credibility experiment aims to evaluate the ability of 

TinyWatermark to correctly detect a watermark in a given 

software program. In this section we describe the two 

experiments performed for assessing credibility. In the both 

experiments, we evaluated if TinyWatermark is able to detect 

the watermark of each program. For this purpose, for each 

program we randomly chose a 3-byte key for inserting in Blink, 

Sense, RadioCountToLeds, RadioSenseToLeds and 
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BaseStation applications. Then, we set the operation mode in 

TinyWatermark as detection, in order to verify whether our 

proposal is capable of recognizing the previously inserted 

random 3-byte key as a valid watermark or not. We repeated 

this procedure 30 times for each program, and in each time we 

chose a new random 3-byte watermark. In this first experiment, 

for each program TinyWatermark was able to correctly detect 

30 times the random 3-byte watermarks. In other words, for 

every program TinyWatermark obtained 100% of TP and 0% 

of FP. 

In the second experiment, for each program we also 

randomly chose a 3-byte key for inserting in (Blink, Sense, 

RadioCountToLeds, RadioSenseToLeds and BaseStation). 

Then each one of these watermarks was inserted in its 

respective program. After that, we simulated an attack to 

change the original watermark. In this attack we have changed 

a randomly chosen obfuscation technique in the inserted 

watermark. The technique belonged to the obfuscation 

techniques sequence. Then, we tried to extract watermark 

values, which differed from the current random 3-byte 

watermark, which was actually inserted in the first place. In 

every round of every program, TinyWatermark returned that 

the watermark could not be detected in this experiment, leading 

to the result of 100% of TN and 0% of FN. Therefore, 

TinyWatermark presented 0% of false detections (FN+FP) in 

the experiments performed. These results showed that the 

proposed watermark scheme is credible. 

4.2.3 Stealth 

We claim that the proposed watermark is stealthy because the 

watermark code can not be easily distinguished from the 

original code, this is because the watermark code is an essential 

part of the software, giving no indication that such code 

represents one watermarking. This is due we only make few 

changes in the code by replacing and inserting few instructions 

with the same semantic. Also, if this watermark code is 

modifyied or removed, the software behaves unexpectedly. 

5 Conclusion 

In this work, we presented a code obfuscation-based software 

watermarking framework for wireless sensor networks. The 

contributions of our framework are the proposal of a code 

obfuscation-based watermark and the mechanisms for insertion 

and extraction of such watermark. Both contribute for 

protecting the intellectual property of software programs 

developed for running on WSN. The effectiveness of 

TinyWatermark is supported by our simulation results. The 

proposed watermark is credible and has a low 

memory/processing overhead.  

The future directions of our work are to investigate: (i) the 

use of tamper proofing techniques and (ii) the use dynamic 

watermarks, which are watermarks that change according to 

time and according to sofware behavior, also enhancing 

software security. 
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Abstract - In environments where sensor networks are 
deployed to monitor certain events or sensitive objects, 
attackers may deduce the approximated location of 
monitored objects by hop-by-hop backtracking the traffic. 
This paper proposes a routing technique to provide adequate 
source-location privacy with balanced energy consumption, 
the Phantom Routing based on Annular Zone (AZR). With 
this technique, the entire network is divided into several 
layers according the distance between the nodes to the SINK 
node. The source node randomly selects a phantom source 
within the same layer when the source node is far away from 
the SINK node. Otherwise, the phantom source is selected in 
the FAR layers randomly. The message will then be routed 
from the source node to the phantom source through the 
annular routing path. The AZR protocol ensures that the 
phantom node is distributed uniformly in the entire network, 
and the routing path from the source to the SINK avoids the 
one-hop dangerous zone from the SINK. While ensuring 
source-location privacy, our simulation results prove that the 
proposed scheme can provide performance better than the 
existing schemes. 

Keywords: source-location privacy; wireless sensor network; 
annular zone routing; safety period; 

 

1 Introduction 
  A wireless sensor network is composed of spatially 
distributed autonomous, low-cost and energy-efficient sensors 
to monitor physical or environmental conditions, and to 
cooperatively forward their data through the network to a 
main location, the SINK node. It has gained more popularity 
in recent years and been widely used in both military and 
civilian applications. However, one of the primary concerns 
that hinder the successful deployment of wireless sensor 
networks is to protect privacy information running on the 
network due to its broadcast wireless media. Privacy in a 
network consists of not only the privacy of the message 
content but also the privacy of the source locations. A variety 
of mechanisms such as encryption can protect the 
confidentiality of the message content.  Even if a powerful 
encryption algorithm is used to protect the source identity, the 
well-equipped attacker may still be able to determine the 
location of the source by monitoring the traffic patterns and 
routing paths, which is a significant concern especially in 

environments to monitor sensitive objects. For example, 
WSN might be deployed in wild area to monitor endangered 
animals or on battlefield to acquire real-time military 
information. The protected animals or the soldiers will be 
exposed to attackers if the attackers find the source-location.  

In the past two decades, a number of researches aiming 
at protecting source location have been proposed. Kamat et al. 
[1] propose a classic source-location protecting protocol 
based on Phantom Routing. Firstly every message is 
randomly routed for h hops to find a phantom source, and 
then the selected phantom source sends the message to the 
SINK node by flooding. However, both theoretical and 
practical results demonstrate that if the message is routed 
randomly for h hops, the message will be largely within h/5 
hops away from the actual source [3]. To solve this problem, 
several approaches have been proposed. Reference [2] 
designs directed walk through either sector-based approach or 
hop-based approach in order that the phantom source can be 
away from the actual source. Xi et al. [4] propose a two-way 
greedy random walk named as GROW. In GROW, greedy 
random walk first creates a static random walk (path of 
receptors) from the sink node. Subsequently, messages are 
sent from the source node on a greedy random walk that will 
eventually arrive at a receptor node, from which the message 
will be forwarded to the SINK node following the established 
path. The main drawback of this work is that the delivery 
time of messages is more instable. 

The authors in [5] observe that the increasing of path 
length in random walks cannot necessarily make 
improvement on the safety period because phantom sources 
are not always placed in a secure location to initiate the 
routing phase. An attacker placed in the shortest path from the 
sink to the source is more likely to find the source if the angle 
of arrival of the message is usually less pronounced. 
Therefore, the authors proposed the phantom routing with 
location angle (PRLA) by introducing the inclination angles 
of sensor nodes in random walk area. PRLA chooses the next 
hops in random walk area with different probabilities, which 
can optimize the routing path and greatly increase the safety 
period.  

The authors in [6] propose the random intermediate 
node (RRIN) scheme, where messages are sent to a random 
intermediate node that will eventually send the message to the * The corresponding author: huiliu@missouristate.edu. 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

82 Int'l Conf. Wireless Networks |  ICWN'14  |



SINK node. The intermediate nodes are selected based on 
their relative location with the consideration that they are 
placed at least at a distance dmin from the source node. 
Normally the intermediate nodes are distributed outside the 
constrained are. With this scheme, the selected intermediate 
node is expected to be away from the actual source node. 
However, the energy consumption of this scheme is quite 
high. 

In order to well balance the energy consumption and 
privacy protection, J. Ren et al. [3] propose a two-phase 
routing scheme. The source node randomly determines an 
intermediate node from a pre-determined region around the 
SINK node called the Sink Toroidal Region (STaR). From the 
random intermediate node, the message will then be routed to 
the sink node through the shortest path routing. In STaR, the 
entire network is divided into grids. One node in every grid is 
denoted as the head node. The source node randomly selects 
one grid in the constrained area, of which the head node 
becomes the random intermediate node. However, the energy 
consumption of the entire network is not balanced since nodes 
inside the toroidal region might drain out energy quickly 
while nodes outside the toroidal region seldom consume 
energy.   

All of the above-mentioned researches do not consider 
the source-location privacy protection of nodes close to the 
sink node. In this paper, we propose a three-phase routing 
scheme that addresses the source-location privacy issue by 
using Radial Routing and Annular Routing based on the 
phantom source. Energy consumption along with source-
location privacy are two very vital components for the 
successful deployment of wireless sensor networks. 
Simulation results of our proposed protocol prove that our 
AZR protocol has better performance than the current 
existing schemes in those two components. 

The remainder of this paper is organized as follows. In 
Section II, the system model is described. Details of the 
proposed source-location privacy scheme are illustrated in 
Section III. Section IV compares and analyzes the 
performances of AZR and STaR based on the simulation 
studies. Section VI concludes the paper. 

2 Models 
2.1 The System Model 
 The system is similar to the Panda-Hunter Game [1]. A 
wireless sensor network is deployed in a habitat to monitor 
the location of a panda in the Panda-Hunter Game, where 
sensor nodes are used to locate the general area of the panda. 
When the panda is discovered, the corresponding source node 
will observe and send data periodically to the sink node. The 
goal of our design is to make it infeasible for the hunters to 
determine the location of the panda by analyzing the traffic 
patterns in the network. 

The following assumptions are made about the system: 

• A wireless sensor network is deployed with equal 
density throughout a circular region. The whole 
network is fully connected through multi-hop 
communications [7]-[9]. 

• The only SINK node is located at the center of the 
circular network that is the destination location that 
data messages will be routed to. At any given time, 
there is only one source node, for example, there is 
only one panda in Panda-Hunter game, and then the 
sensor node closest to the panda will generate and 
send messages to the SINK node periodically through 
a multi-hop routing. 

• Each sensor node not only knows their relative 
locations and the SINK node location, but also has the 
knowledge of its adjacent neighboring nodes. The 
information about the relative location of the sensor 
domain may also be broadcasted through this network 
for routing information update [10]-[11]. 

• Sensor nodes of the entire network are divided into 
several different layers with the SINK node as the 
center according to the relative distances between the 
sensors and the SINK node. 

2.2 The Attackers Model 
In this paper, the attacker has the following 

characteristics: 

• Well-equipped: the attacker has enough memory 
space to store any information useful to him and 
adequate computation capability. The attacker could 
determine the immediate sender of the message by 
analyzing the strength and direction of the signal he 
received on detecting an event message. He is able to 
move to this sender’s location without much delay. 

• Passive: the attacker cannot tamper any contents of 
the messages transmitted in the senor network, or do 
any damage to the sensors. We assume the attacker is 
only able to monitor certain area of the sensor 
network and compromise a few network nodes, 
instead of all the traffic through the entire network. 
The monitoring radius of the attacker equals to the 
radius of transmission range of sensors in our 
assumptions. 

• Initial status: the attacker is close to the SINK node 
and is observing the communicating messages 
between the SINK node and its neighboring nodes. 
On detecting the message event, the attacker moves 
the sender’s location without any delay. 

2.3 Energy Consumption Model 
Energy consumption model [12] is adopted in this 

paper. We consider only the energy usage of transmitting and 
receiving messages. Energy consumption for transmitting 
messages is shown in equation 1, and then equation 2 shows 
the energy spent for receiving a l-bit packet. 

 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 83



Emember = lEelec + lε fsd
2

      d < d0            (1) 

Emember = lEelec + lεampd
4  ifd > d0  

 

elecR lElE =)(                                           (2) 
 

     where Eelec is transmitting circuit loss. When the distance 
d between transmitter and receiver is less than the threshold 
d0, the free space (d2 power loss) channel model is considered. 
Otherwise, the multi-path fading (d4 power loss) channel 
model is adopted. ε fs and εamp  are the energy required by 
power amplification in these two models, respectively. The 
above parameter settings are given in Table 1 [12]. 
 

Table 1. Network parameters 

Parameter Value 

Threshold distance (d0)   (m) 87 

Sensing range rs              (m) 15 

Eelec                                  (nJ/bit) 50 

ε fs                                 (pJ/bit/m2) 10 

εamp                              (PJ/bit/m4) 0.0013 

Intial Energy                  (J) 0.5 

 
3 Source-location privacy scheme - AZR 
 The proposed scheme has three phases. Firstly, when a 
source node has a message to transmit, it randomly selects a 
phantom source node in the same layer if the source node is 
far away from the SINK node, and otherwise, the phantom 
source is selected in the FAR layers randomly. Then the 
source node forwards this message to the selected phantom 
source via annular routing path or radial routing path.  
Finally, the message is forwarded from the phantom source to 
the SINK node through the shortest path. The detailed 
description of the proposed scheme will be described in the 
following. 

3.1 The Selection of Phantom Source 
The entire network is divided into different layers 

according to the relative distances between sensors and the 
SINK node, and these layers are labeled as Layer 1, Layer 
2…Layer k, respectively, from inside to outside as shown in 
fig. 1. We call Layer 1 and Layer 2 as NEAR layers, and 
other layers as FAR layers. However, the idea of NEAR 
layers and FAR layers is a relative definition that depends on 
privacy protection strength. For example, if requirement of 
privacy protection is low, outside layers from Layer 2 can be 
counted as FAR layers, while only the most outside layer is 
considered as FAR layers, the network provides the strongest 
privacy protection.  

 

SinkSink

Layer 1Layer 1

Layer 2Layer 2

Layer 3Layer 3

Layer KLayer K

Ordinary nodeOrdinary node

S

P

 
Fig1. Source node in FAR layers selects the phantom source 

 
When the source node is located inside FAR layers, one 

of all the sensors within the same layer with the source node 
will be selected as the phantom source randomly as shown in 
fig.1. When the source node is located inside NEAR layers but 
not within one-hop area from the SINK node, one of all the 
sensors inside FAR layers will be denoted as the phantom 
source randomly as shown in fig. 2. The randomly selecting 
the phantom node aims at increasing the length of routing path 
from the source to the SINK node, and providing more 
varieties of routing paths, further, improving the safety period. 
If the source node is within one-hop area of the SINK node, 
there exist no schemes that can protect source-location privacy. 

 

SinkSink

Layer 1Layer 1

Layer 2Layer 2

Layer 3Layer 3

Layer KLayer K

Ordinary node Ordinary node 

S

M

P

 
Fig 2. Source node in NEAR layers selects the phantom 

source 

3.2 Routing strategy  
Definition 1. Suppose nodes A and B are located within the 
same layer in a WSN, the annular routing path is the shortest 
routing path between node A and B, while all the intermediate 
nodes along this path are located within the same layer with 
nodes A and B. 
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Definition 2. Suppose node S is in Layer I, node D is in Layer 
J, I < J, the SINK node, node S and node D, these three 
nodes, form a straight line L, while the distance between node 
S and node D is less than the distance between the SINK node 
and node D, and all the intermediate nodes are located in L, 
thus the radial routing path is the path between node S and 
node D. 

Definition 3. The transmission radius of sensor node is r, the 
circular region with the SINK node as the center and r as the 
radius is called as the dangerous region. 

When the routing path from the source node to the 
phantom source passes through the dangerous region, the 
attacker is able to backtrack the source node directly from the 
SINK node without tracking the phantom source.  Therefore, 
traffic bypassing the phantom source only increases the 
message transmission delay and energy consumption, but 
does not improve source-location privacy at all. 

The routing algorithm from the source node to the 
phantom source (Phase 2) is described as the following: 

If the source node is located within FAR layers, one 
node in the same layer with the source node is randomly 
selected as the phantom source, and the message is sent from 
the source node to the phantom source by the annular routing 
path as in fig. 1. The path from S to P in fig. 1 is called an 
annular routing path. If the source node is within the NEAR 
layers, one node located within the FAR layers is selected as 
the phantom source randomly, with the assumption that the 
selected phantom source is in layer K, the message is routed 
from the source node to the intermediate node M in layer K 
by radial routing path, and then the message continues to be 
sent to the phantom source from the intermediate node M by 
annular routing path as shown in fig. 2, and then the path 
from S to P in fig. 2 is named as a radial routing path. 

The combination of the annular routing path and the 
radial routing path not only increases the routing path by 
consuming the energy of sensors located in outside layers, but 
also make the routing path avoids the dangerous region 
eventually, therefore, improve the safety period. 

The message is routed from the phantom source to the 
SINK node by using the shortest routing path in Phase 3. 

4 Simulation and performance analysis 
We use the discrete event-based simulator-OMNET++ 

[13] to simulate the two protocols, AZR and STaR, 
comparing their safety period, message latency and energy 
consumption. 

4.1 Simulation environment 
Assume there are 1800 sensor nodes uniformly 

distributed in a circular area with the radius of 400 meters, R. 
Every node can communicate with those nodes no more than 

50 meters far from it. The entire network is divided into 8 
layers, and the width of every layer equals the transmission 
radius of a sensor node to simulate AZR protocol. The 
constrained area is defined in the toroidal region with the 
radius of inner-edge, 0.28R and the radius of the outer-edge, 
0.38R in simulating STaR [3]. 

A simple MAC protocol is used in sensors so that they 
have the ability to retransmit messages when wireless 
communication collides. 

In our simulation, Layer 1 and Layer 2 are counted as 
NEAR layers, while all the outside layers from Layer 3 
including Layer 3 are denoted as FAR layers. 

The longest distance on which attackers could eavesdrop 
is the same as the transmission range of sensors. We randomly 
select 50 sensors in every layer as source nodes, and every 
source node generates messages 200 times and sends them 
according to AZR and STaR routing schemes, respectively. 
That means that 200 times trace back simulations will be done 
for each test point in the results. 

4.2 Performance analysis 

4.2.1 Safety period 
Safety period is defined as the number of messages 

being sent by the source from beginning to the end of one 
capture, which is usually used to evaluate the capability of 
source privacy for communication protocols. In our 
simulation experiments, the attacker is located close to the 
SINK node when the source node begins to transmit 
messages. The number of messages being sent by the source 
to the SINK node is recorded for evaluating the safety period 
until the attacker finally backtracks the source node. 
 

 
Fig 3. The average safety period of AZR and STaR 

 

As shown in fig. 3, it is obvious that AZR protocol 
achieves much larger safety period than the STaR protocol 
with the source nodes located in the same layer. When the 
source nodes are in Layer 2 and Layer 3, the safety period of 
AZR protocol is 1450 and 1300 respectively, while that of 
STaR is 221 and 225. Averagely, AZR improves the safety 
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period by up to 7 times in these two layers, which can be 
explained by that in AZR, source nodes within NEAR layers 
select the phantom sources in FAR layers, which enormously 
increases the length of routing path, therefore AZR can obtain 
better safety period than STaR protocol. AZR well designs the 
source-location privacy protection for nodes that are very 
close to the SINK node. We also observe in fig. 3 that the 
safety period of AZR is 380 and 998 respectively when the 
source node is in layer 4 and layer 7, while that of STaR stays 
in the range from 220 to 230. The safety period of STaR 
protocol is relatively stable no matter which layer the source 
node is located within, however, the safety period of AZR is 
increasing significantly when the locations of sensors become 
farther from the SINK node, because AZR protocol provides 
more variety of routing paths for source node compared with 
STaR protocol. 

4.2.2 Message latency and energy consumption 
The latency of a message is denoted by the length of 

routing path that the message goes through from source to 
SINK node being described as hops count. Fig. 4 indicates the 
variation of message latency of AZR and STaR with the 
variation of network layer. The length of routing path in STaR 
changes little, while that of AZR varies a lot with the source 
nodes locating in different layers. And averagely the length of 
routing path in AZR is in the range of 1.3 to 2 times of that of 
STaR. Since the phantom source is always selected in the 
constrained area in STaR, and the selection of phantom source 
is well designed. The longer the length of routing path is, the 
more difficult the attacker is able to track the source node. 
Thus, the length of routing path represents the protection 
strength for source-location privacy to some degree. In order 
to improve the source-location privacy protection, we prefer 
increasing the length of routing path from the source to the 
SINK node. 
 

 

 
Fig 4. The message latency of AZR and STaR 

 

Although the message latency of AZR is longer than that 
of STaR, the AZR protocol does not reduce the lifetime of the 
entire network as shown in Fig. 5 and Fig. 6. Simulation 
results indicate that nodes closer the SINK tend to carry 
heavier traffic loads than nodes farther away from the sink, 
which will deplete their energy faster in both AZR and STaR 
protocols. The average energy consumption of STaR is 
smaller than that of AZR, however, the energy consumption 
of AZR is more balanced than that of STaR. Therefore, AZR 
has better performance to avoid energy-hole problems [14] 
and improve the energy consumption rate in WSN than STaR.  

 
 

 

 
Fig 5. The energy consumption of STaR 

 

 

 

Fig 6. The energy consumption of AZR 

 
5 Conclusion 

Source-location privacy is significantly important to the 
successful deployment of wireless sensor networks. In this 
paper, we propose a novel routing protocol for protecting 
source-location privacy named as AZR. We carry out 
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extensive simulation experiments to compare our proposed 
protocol with other existing schemes. Our simulation results 
demonstrate that the proposed AZR routing protocol can 
effectively enhance the safety period and achieve balanced 
energy consumption. 
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Abstract - There are many studies addressing the risk and 
vulnerability of 802.11-based Wireless LAN (WLAN). 
However, Rogue Access Points (AP) attacks, although 
well known and widely studied, do not have a cost-
effective solution yet.  This paper presents our studies of 
three attacking scenarios, and several common industry 
approaches trying to address this problem.  Our analysis 
shows the weaknesses of RF-based solutions, and we 
propose to use Round Trip Time (RTT) and jitter to 
profile TCP traffic.  Because of different profiling 
between wired and wireless traffic, we could use this 
difference to identify wireless traffic on wired network, 
from which we could detect rogue AP attacks.  Our 
proposed solution is validated on a network simulation 
environment (ns2).    
 
Key-Words —Wireless LAN, Rogue AP, Jitter,  Delay, 
RTT. 

I. INTRODUCTION 
HE wide deployment of 802.11-based wireless LANs 
(WLAN) also increases the risk of security attacks.  
Most studies of WLAN security focus on crypto attacks, 

and the 802.11i-2004 standard effectively addresses this 
issue [1]. Denial of Service (DoS) attacks are also 
common on WLAN, and we conducted extensive studies 
on the DoS attacks and their protective measures [2]. The 
problem of Rogue Access Points (AP) is well known, and 
there are many white papers discussing its problems and 
effects [3].  The problem of Rogue AP is not just 
unauthorized access to steal proprietary and confidential 
information.  A hacker could use Rogue AP to break into 
the corporate intranet and launch various attacks, such as 
ARP attacks, DHCP attacks, port scanning, etc.  A hacker 
may use rouge AP to recruit bots and to build a botnet 
within the corporate intranet.  The hacker can then launch 
a Denial of Service (DoS) attack from the corporate 
intranet to any target on the public Internet. A study 
shows that about 20% of companies have Rogue AP 
problems at some time [3].  Almost every WLAN vendor 
has a solution to address this problem. In general, the 
industry solution is to deploy expensive wireless sensors 
at various locations to detect rogue APs, but there are few 
research studies discussing its effectiveness.   
 

This paper presents different scenarios of the Rogue 
AP attacks and their threats to the enterprise environment, 
along with several proposed solutions.   The purpose of 
our research is to analyze if these solutions are effective in 
detecting rogue APs, and then to develop a more efficient 
and cost-effective solution to address the problem. 

II. ROGUE AP ATTACKING SCENARIOS  
The authors of Reference [4] identify four types of 

rouge AP attacks which are unauthorized AP, improperly 
configured AP, compromised AP, and phishing.  The 
advancement in WLAN management has properly 
addressed the issues of improperly configured AP and 
compromised AP.  For example, CAPWAP provides a 
centralized management scheme with a wireless controller 
which could prevent misconfiguration of APs [5].    

The case of phishing is that a wireless client is 
connected to a Rogue AP which then collects personal 
data from the user.  This is also known as the Evil Twin 
problem of WLAN.  A network side solution is to identify 
duplicate Service Set ID (SSID) with different MAC 
addresses.  Reference [6] provides a solution to establish 
the profile of legitimate AP through statistical analysis, 
and use the profiling to detect phishing.  Our preferred 
solution to phishing is mutual authentication.  On the 
enterprise environment, the recommendation is to deploy 
a mutual authentication protocol such as Protected 
Extensible Authentication Protocol (PEAP) over 802.1X.  
At the hotspots, users also need to consider a mutual 
authentication mechanism from the wireless service 
provider, such as security code via text messaging.  If a 
user cannot authenticate an AP from a wireless service 
provider, the user should avoid providing personal data on 
any untrusted web site. 

Our study focuses on the case of unauthorized AP, 
and the scope covers three cases of commercial AP, 
workstation (soft) AP, and wireless ad-hoc station. 

A. Unauthorized Commercial AP 
The most common case of rogue AP is that an 

employee brings an AP to the corporate environment, and 
then connects the AP to an Ethernet switch port on the 
corporate LAN as illustrated in Figure 1.   

 
Figure 1. Rogue AP Attacks against Enterprise 

The 802.11 standard references the wired LAN as the 
Distribution System (DS).  With an AP on the LAN, 
multiple wireless clients can connect to the corporate 

T
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network.  This is a convenient and low cost solution to 
support multiple wireless users to access the corporate 
intranet and/or the public Internet at the company 
premises. There is a growing demand to use smart phones 
and tablets at the enterprise environment, and these 
devices have dual mode wireless connection: 802.11 and 
cellular.  It is possible that some users may bring their 
own APs to the corporate environment for their personal 
mobile devices.  However, this configuration poses a 
major security threat where hackers can also access the 
corporate network through this unauthorized AP.  A 
corporate security policy should prohibit employees from 
using unauthorized APs.  However, a security policy is 
not sufficient and a technical solution is required to 
enforce the compliance to the policy. A more critical issue 
is the case that an employee intentionally installs a rogue 
AP to hack the network for personal gain.  The hacker 
may even configure the strongest security (AES for 
encryption) on the AP and hide its SSID from being 
detected.  Security rules have no effect on hackers who 
intentionally break the rules. 

B. Soft AP 
The function of AP can be easily implemented by 

software, so a hacker can also configure his/her 
workstation (Linux or Windows) as an AP [7]. This is also 
known as soft AP or host AP.    

 
Figure 2.  Soft Rogue AP Attacks against Enterprise 

The soft AP has two interfaces: the wired interface 
(Ethernet) connected to the corporate LAN (DS) and the 
wireless interface open to any wireless client. A 
commercial rogue AP has the physical appearance to be 
recognized by others.  A soft AP has the same appearance 
as a typical workstation, and it is a lot more difficult to 
detect a soft rogue AP.  

C. Ad-Hoc/STA 
Similar to soft AP, a hacker can also use the wireless 

ad hoc configuration to create a rogue AP like attacking 
scenario. The physical connection of this scenario is the 
same as soft AP, but there is no AP.   The workstation, 
referenced as Ad-Hoc/STA in this paper, uses the Ethernet 
connection to the corporate LAN, and uses the wireless ad 
hoc configuration to connect other wireless clients.  The 
Ad-Hoc/STA is running Layer-3 forwarding or routing 
between its wired and wireless interfaces.   Because there 
is no AP, most rogue AP detection schemes cannot detect 

this attacking scenario.  Also, a hacker may intrude a 
laptop, configure it as an Ad-Hoc/STA, and use it as a 
gateway to break into the corporate intranet.   

III. COUNTER MEASURES TO ROGUE APS 
A. Wireless Sensor 

A common protection measure against rogue APs is 
to use wireless sensors and deploy them at various 
locations on the enterprise premises.  Many APs and 
wireless clients also have the capability to act as wireless 
sensors to detect APs within their Radio Frequency (RF) 
range.  The detection is based on the beacon and/or probe 
request/response messages which contain the SSID of the 
AP.  However, a hacker may hide his/her AP by not 
sending these messages.  Also, a rogue AP may use the 
same SSID as a legitimate AP.  In a Multi-Tenant 
Environment (MTE), a wireless sensor may identify many 
unknown APs which are used by neighboring companies.  
In summary, if a wireless sensor relies on SSID, it is not 
effective in detecting rogue APs as it would have too 
many false alarms. 

B. Medium Access Control (MAC) Address Analysis 
In addition to identifying beacon and probe messages, 

a wireless sensor can collect wireless traffic to identify the 
MAC addresses of APs and wireless clients [8].   
According to the 802.11 standard for infrastructure 
communication (i.e., communication between AP and 
wireless client), the AP’s MAC source, the source MAC 
address (SA), and the destination MAC address (DA) are 
in the 802.11 frame header.  A wireless sensor can sniff 
wireless traffic and collect the MAC addresses of the AP 
and wireless clients.   The sensor then sends the data to 
the Wireless Intrusion Detection/Protection System 
(WIDS/ WIPS) for further analysis.  

The WIDS has a local database which contains the 
MAC addresses of legitimate APs. When provisioning a 
new AP on the enterprise network, network administrator 
registers the AP in the WIDS database. The WIDS also 
collects the MAC addresses of stations on the wired LAN 
(DS).  When the WIDS detects an unregistered AP, it 
would then check if SA and DA of the 802.11 frame are 
also detected on the wired LAN (DS).  If there is no SA or 
DA on the DS, this AP is likely to be a neighborhood AP.  
This information of neighboring AP shall be recorded, but 
no alarms are generated.  On the other hand, if SA or DA 
is also detected on the DS, this unregistered AP is likely a 
rogue AP and an alarm should be sent to the network 
administrator. An example of using MAC addresses to 
detect rogue APs is illustrated in Figure 3. 

On this network, VLAN-1 is for wired traffic and 
VLAN-5 is for wireless traffic.  If there is a Rouge AP, its 
traffic will be on VLAN-1 because the Rogue AP is 
connected to a LAN port for wired traffic. 
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Figure 3.  Detection of Rogue AP by MAC Addresses 

An example of detecting scenario is given as follows: 
first, an AP address (00:00:00:11:11:11) is identified and 
this MAC address is not registered in the WIDS.  The 
WIDS also detects a client MAC address 
(22:22:22:44:44:44) associated with the unregistered AP 
on the LAN side. Therefore, this AP is not a neighboring 
AP as it sends traffic to the enterprise LAN.  The security 
rule then concludes the detection of a rogue AP, and an 
alarm is sent to the network administrator.  This 
seemingly sound approach has at least three issues: 

1. It is difficult and costly to deploy wireless sensors at 
every possible location on the company premises.   

2. If a hacker configures the AP as a router or a layer-3 
forwarding device, the WIDS will not detect any 
wireless client MAC address on the DS because the 
router hides layer-2 (MAC) information. 

3. This approach does not work with the ad hoc 
configuration, as there is no AP.  The wireless client 
addresses are hidden behind the Ad-hoc/STA, and 
cannot be detected on the DS. 

C. Other Approaches of Rogue AP Detection 
Cisco proposes a solution to send a deauthentiction or 

a disassociation frame to disconnect clients from a 
potential rogue AP, and then to establish a client 
connection to the AP to check if it is connected to the DS 
[9].  This approach would not work if the hacker turns on 
802.11i for authentication and encryption, and enables 
802.11w to authenticate the management frames.  The 
proposed solution in [10] is similar to the Cisco solution 
and a hacker can easily reject those probe messages.  
Reference [11] proposes to dispatch a mobile agent to 
every wireless client and each client needs to be 
authenticated with a centralized network manager.  This 
approach is effective to detect rogue wireless clients 
connected to legitimate APs rather than to detect rogue 
APs.  Reference [12] proposes to use wavelet 
transformation to create a signature for each vendor’s 
device, from which a rogue AP can be detected by 
checking the signature.  However, it does not address how 

to distinguish rogue APs from neighbor’s APs.  In 
summary, sniffing RF traffic is not only costly but also 
ineffective in detecting rogue APs. 

IV. WIRELESS NETWORK DESIGN 
In order to effectively identify rogue AP, we first 

propose to separate the wired traffic from wireless traffic 
on the enterprise network as illustrated in Figure 4.   

 
Figure 4. Separation of Wired and Wireless Traffic 

In this network design, wireless traffic and wired 
traffic are on different Virtual LAN (802.1Q tagged 
VLAN) and different IP subnets.  We can further 
distinguish guest (non-authorized) and authorized users of 
wireless LAN by the VLAN ID and IP subnets. If we 
observe wireless traffic on the wired VLAN or IP subnet, 
we can conclude the detection of a Rogue AP.  This 
approach does not require expensive wireless sensors to 
sniff wireless traffic as all traffic is collected on the wired 
side.  The security enclave for wireless traffic shall follow 
the strongest protection scheme as specified in 802.11-
2012 [1]. In the next section, we will discuss how to 
distinguish between wired and wireless traffic. 

V. TRAFFIC FLOW ANALYSIS 
It is well known that 802.3 and 802.11 traffic has 

significantly different characteristics, and the difference 
can be measured by delay or Round Trip Time (RTT) 
[13].  The 802.11 access method is Carrier Sense Multiple 
Access with Collision Avoidance (CSMA/CA).  All 
wireless workstations share the same media (i.e., RF 
channel), and only one station is allowed to transmit data 
at a time.  If two or more stations are transmitting the data 
at the same, there would be collisions.  To avoid 
collisions, workstations need to follow the CSMA/CA 
procedure as illustrated in Figure 5.  The procedure of 
collision avoidance requires random delay which would 
cause large variation of delay (i.e., jitter).  On the 
switched Ethernet network, there is no collision and the 
delay can be calculated from packet size and network 
speed.  Therefore, the jitter of switched Ethernet is 
expected to be very small. 
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Figure 5. 802.11 CSMA/CA Operation 

The delay of 802.11 frame can be calculated as follows: 

Tdelay = tIFS + tdefer + tbf + tdata + tretransmit 
where 
 tIFS:  InterFrame Spacing  which has two components 
 tbf:  Delay due to the back-off window 
 tdefer: Waiting time due to the busy channel  
 tdata:  Data transmission time which includes a fixed 

processing time and variable transmission time 
based on the packet size.   

 tretransmit   802.11 Retransmission Time  

The delay of wired Ethernet (802.3) frame has only 
tdata  and tifs.  For wireless traffic, the major causes of delay 
variation are determined by tdefer  (media busy) and tbf  
(back-off and waiting) especially in the case of high 
contention. The reference of [14] uses inter-arrival time to 
distinguish between wired and wireless traffic.  However, 
our analysis shows that Tdelay would have much larger 
variation than inter-arrival time.  In practice, we measure 
Round Trip time (RTT) instead of one-way delay which 
requires perfect clock synchronization.  Both ICMP and 
TCP have a built-in mechanism in the protocol to support 
real-time RTT measurement.  However, there are several 
issues with ICMP: 

 ICMP is management traffic and not user data traffic.  
Network administrator needs to proactively send 
ICMP traffic to probe suspected hacker activities.  In 
order to collect sufficient data for analysis, network 
administrator needs to continuously send ICMP 
traffic which would have negative performance 
impact on normal data traffic. 

 RTT must be computed between the WIDS and the 
rogue wireless client, but a hacker may disable ICMP 
on the wireless client.  WIDS can send ICMP echo 
requests but would not see any ICMP echo reply 
back. 

 Hacker can easily block the ICMP traffic on the rogue 
AP.  Therefore, WIDS cannot send ICMP to the 
wireless side of rogue AP. 

 ICMP requires the knowledge of the wireless client 
IP address, which may not be available to the WIDS 

if the rogue AP enables Network Address Translation 
(NAT).   

Our approach is to measure RTT of TCP segments 
because hackers cannot block or hide TCP traffic. It is 
well known that TCP congestion control is designed for 
wired network and not effective for wireless network [14].  
Based on this and other studies, we can further assume 
that WLAN has longer RTT and larger RTT variation  due 
to ineffective congestion control and acknowledgement 
scheme.  TCP (RFC1323) defines RTT as the interval 
between sending a TCP segment and receiving its 
acknowledgement as illustrated in Figure 6. It should be 
noted that a TCP acknowledgement may acknowledge 
multiple TCP segments.  In this case, RFC1323 specifies 
RTT by using the timestamp of the 1st segment being 
acknowledged.   

 
Figure 6.  RTT Measure of TCP Segment 

TCP assumes packet loss due to network congestion 
and adjusts its flow control window accordingly.  
However, the primarily reason of packet loss on 802.11 is 
contention or poor signal strength, and not congestion.  As 
a result, TCP incorrectly adjusts its flow control window 
and causes poor performance [15].  In summary, we 
identify three major causes of delay variation of wireless 
TCP-RTT: 

1. When there is contention, there will be a long 
delay of tdefer (waiting for busy media to become 
free). 

2. After the long delay of tdefer, there is a random 
delay of tbf .  Because this is a delay of random 
back-off window, the variation is expected large. 

3. The inconsistency of TCP and wireless flow 
controls will cause random adjustment of flow 
control window, which introduces large variation 
in delay. 

The variation of RTT is referenced as jitter, and we 
follow the Real-Time Protocol (RFC 3550) to compute 
the jitter as follows:
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for each packet[i] from 1 to n { 
 RTT[i]  = RecvTime[i] – SendTime[i] 
 delta[i] = | RTT[i] – RTT[i-1] |  # absolute value 
 jitter[i] = jitter[i-1] + (delta[i] – jitter[i-1])/16 
} 

VI. EXPERIMENTAL DESIGN AND 
MEASUREMENT 

We first collected RTT data on a live lab WLAN 
environment.  Although we were able to apply TCP 
profiling to distinguish between wired and wireless traffic, 
the difference is not significant.  The reason is the 
limitation of the lab environment to create practical 
contention scenarios.  We then designed our experiment 
on a simulation environment using Network Simulator-2 
(ns2).  The trace data from ns2 supports the computation 
of RTT and jitter for wired and wireless traffic.  The 
wired network (802.3) of this experiment is illustrated in 
Figure 7.   

 
Figure 7. Network for Wired Traffic Measurement 

The RTT and jitter measurements of wired traffic 
(802.3) are illustrated in Figure 8.  We followed RFC2544 
and measured RTT for the packet size of 64, 128, 256, 
512, 1024, 1280, and 1500 bytes. 

 
Figure 8. RTT vs. Packet Size for Wired (802.3) Networks 

Note that RTT measurement is in ms (10-3), and the 
jitter measurement is in µs (10-6). In other words, there is 
almost no jitter observed on the wired traffic.  In this 
experiment, we also tested different data rates of the 
background UDP traffic, and it has no effect on the TCP 
traffic as measured by RTT or jitter.  This result is 

consistent with the behavior of switched Ethernet.  On a 
full duplex switched Ethernet, each route is dedicated and 
not shared, so there is no contention on the network.  RTT 
is determined by (a) a fixed processing time on the source 
and sink nodes, and (b) a variable transmission time based 
on the size.  The data of Figure 8 shows what we expected 
– RTT curve is a straight line and its major cause of 
variation is packet size.  The jitter is almost zero for all 
packet sizes. 

The network topology of wireless experiment is 
similar to the wired experiment with an AP in the center. 
The traffic is between a wireless client and a wired client 
as illustrated in Figure 9. 

 

Figure 9. Network for Wireless Traffic Measurement 

The TCP traffic is the same as the scenario of the 
wired experiment.  The purpose of the UDP traffic is to 
create contention and to observe its effect on the TCP 
traffic.  We conducted four different test scenarios of (a) 
no contention – no UDP traffic, (b) low contention (CBR 
of 80 kbps), (c) medium contention (CBR of 800 kbps), 
and (d) high contention (CBR of 8,000 kbps).  The RTT 
chart is shown in Figure 10, and the jitter chart is shown 
in Figure 11. 

 
Figure 10.  RTT (in ms) of Wireless (802.11) Networks 

The results of no contention and low contention are 
almost identical.  To make the chart easier to read, we do 
not show the RTT and jitter data of no contention in 
Figure 10 and Figure 11.   
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Figure 11. Jitter (in ms) of Wireless (802.11) Networks 

From Figure 10, we observe that packet size is not a 
major cause of variation of RTT.  In the case of low 
contention, there is minor increase of RTT from 12 ms to 
14 ms when the packet size increases from 64 to 1420 
bytes.  The contention is a major cause of variation of 
RTT as it increases from 13 ms (low contention) to 50 ms 
(high contention).  It should also be noted that the wireless 
RTT of no contention is comparable to the wired RTT.  
The most important observation is from the jitter chart 
where jitter of wireless RTT is significantly higher than 
jitter of wired RTT.  Even in the case of no contention, we 
observe significant jitter (about 15% of RTT) while there 
is no jitter in wired traffic.   In the case of high contention, 
wireless jitter is as high as 50% of RTT. The significance 
of jitter chart supports our proposed solution that jitter is 
an effective measure to distinguish between wired and 
wireless traffic. 

Our proposed solution to detect rogue APs does not 
require any wireless sensor.  Instead, we propose to 
collect all TCP traffic to the backend router as illustrated 
in Figure 12. 

 
Figure 12.  Network Configuration for Traffic monitoring 

We already discussed the VLAN design (Figure 4) to 
separate wireless traffic from the wired traffic, and the use 
of security enclave to maximize the protection of wireless 
LAN.   Figure 12 shows the network configuration to 
monitor the traffic and to check if there is wireless traffic 
on the wired VLAN.   The steps of detecting rogue APs 
are summarized as follows: 

1. Create TCP profiles of RTT and jitter for different 
packet sizes of 64, 128, 256, 512, 1024, 1280 and 
1500 bytes.   

2. Configure a mirroring port on the core Ethernet 
switch, and monitor all TCP traffic to the backend 
router (the default gateway).  This configuration is 
referenced as Switch Port ANalysis (SPAN) for the 
Cisco switch configuration. 

3. Compute RTT and jitter of each TCP traffic flow to 
and from the backend router.  

4. Check if any traffic flow matches the wireless 
profile of TCP traffic. 

5. If (4) is positive, WIDS detects a candidate of 
rogue AP and sends an alarm to the network 
administrator. 

6. An optional step is to inject wireless traffic on the 
same channel.  This is to create traffic contention.  
If the contention increases RTT and jitter of 
suspected traffic, it further confirms the traffic is 
from a Rogue AP. 

The proposed solution works for all attacking 
scenarios, regardless of whether the AP is a layer-2 or 
layer-3 device.  It is applicable to detect both rogue 
commercial APs and soft-APs. It also detects the non-AP 
case of wireless ad hoc configuration.  A hacker may try 
different approaches, along with strongest security 
configuration on a rouge AP, to launch different attacking 
scenarios, but he/she cannot change the basic functions of 
CSMA/CA and TCP.  Therefore, the proposed scheme 
could identify any Rogue AP attack. 

Another advantage of our approach is the ease of 
removing rogue AP.  When a rouge AP is detected, we 
can then check the MAC address tables on Ethernet 
switches to identify the physical port (interface) connected 
to the rogue AP.  The WIDS can then use the MIB object 
of ifAdminStatus  (1.3.6.1.1.1.2.2.1.7) and send an SNMP 
setRequest message to disable the Ethernet interface 
connected to the rogue AP:   

snmpset –v2c –c community switch 1.3.6.1.2.1.2.2.1.7.x i 2 

where community is the community string, switch is the IP 
address or host name of the Ethernet switch, and x is the 
interface index (ifIndex) of the physical port connected to 
the Rogue AP.  The proposed solution of virtually 
removing rouge AP does not require to use any advanced 
technique to  identify the physical location of the route AP 
[16], and it is more cost effective than dispatching 
security guards to physically remove rouge APs. 
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VII. CONCLUSION 
This paper presents different attacking scenarios of 

rogue APs, and the common industry approach is to use 
wireless sensors to detect rogue APs.  Our analysis shows 
that the use of wireless sensors, coupled with analysis of 
MAC addresses, is not effective as hackers can easily hide 
or change their MAC address behind rogue AP, soft AP, 
or Ad-hoc/STA. We propose a VLAN design to separate 
wired and wireless traffic and monitor TCP traffic on the 
wired LAN.  Based on our analysis of TCP and wireless 
(802.11) protocols, we conclude that TCP-jitter on the 
wireless network is much larger than that on the wired 
network. We conducted many experiments on the ns2 
simulation environment, and empirical data supports our 
theoretical analysis.  We present a procedure to monitor 
network traffic on a backend router (a default gateway) 
and to collect and compute TCP RTT and jitter data. From 
the comparison of the profiling data, we can distinguish 
wireless from wired traffic.  When wireless traffic is 
identified on the wired LAN, a rogue AP is detected. 
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Abstract - This paper presents a one-time pad cipher based on out-

key distribution. Key is divided into in-key and out-key; in-key is used 

in cipher and decipher; out-key is used in key distribution and in-key 

generation based on in-out number relation. Only out-key is 

transferred, in-key is not transferred. The relation between in-keys 

and out-keys is truly randomly characterized; that is out-keys doesn’t 

contain any information of in-keys. So, it’s impossible for Eve to 

crack the ciphered data by intercepting out-keys. In-out key combined 

with in-out password, in-out nonce can further strengthen computer 

security; in-out password makes password unbreakable; and in-out 

nonce makes replay attacks useless. 

 Key words: Cryptography; key; password; nonce; cipher; one-time 

pad 

1. INTRODUCTION 

Computer security mainly consists of three aspects: 
confidential, authentication and integrity. Key, password and 
nonce are three kernel elements in computer security.  

In cryptography, the one-time pad is the only unbreakable 
cryptosystem that exhibits what is referred to as perfect secrecy, 
and can be proven to be perfectly secure. [1-6]. 

However, this cryptosystem has a drawback: Since for each 
message a new key is needed, a large amount of random secret 
numbers have to be distributed between all parties that wish to 
communicate [1-3]. 

As we know, there are two ways to realize one-time pad: 

First: distribute secret key by diplomatic suitcase, a 
physical method; 

Second: distribute secret key by quantum cryptography. 

“ Quantum cryptography” does not refer to quantum 

cryptosystems, but, somewhat misleadingly, to establishing a 
random secret key using quantum signals, i.e., implementing 
the one-time pad via quantum key distribution [1-3]. 

Theoretically, quantum key distribution is absolutely safe, 
one-time pad based on quantum key distribution is unbreakable 
and absolutely safe. However, the complexity and 
imperfectness of various parts in the quantum communication 
system makes it impossible to put broadly in use soon [2]. 

The difficulties stem from key, the key is used in cipher and 
decipher, the same key must be transferred; and the risk is just 
in key distribution. 

Password is used in user authentication; password ideally 
should be easy to remember and hard to guess. Unfortunately 
these two goals are conflict with each other [6]; therefore, it 
isn’t safe. The first line of security defense is password; 
however, weak and default passwords is a notable risk [7]. 

The difficulties of password is how to make password easy 
to remember and hard to guess. 

Nonce is mainly used in against replay attacks, the most 
dangerous and the most difficult prevented attacks. The risk of 
nonce is the interception of nonce, because the same nonce 
must be transferred. 

The weakness of key, password and nonce can be easily 
strengthened by in-out key, in-out password and in-out nonce 
based on in-out number relation. 

This paper proposes to realize one-time pad cipher by three 
components: in-key is used in cipher and decipher; out-key is 
used for key distribution; only out-key needs to distribute, in-
key is not transmitted. 

The relation between in-keys and out-keys is truly 
randomly characterized, and in-out number relation is kept 
secret from Eve. Eve can intercept the ciphered data and the 
related out-key stream, but without the in-out number relation, 
she can’t get the in-key stream by analyzing the out-key stream, 
so she can’t crack the ciphered data. 

This paper also proposes to realize user authentication by 
in-out password, out-password is easy to remember, and in-
password is hard to guess. 

This paper also proposes to against replay attacks by in-out 
nonce, challenge by out-nonce, and response by in-nonce. 

The proposals can make key distribution and ciphered data 
absolutely safer, make password unbreakable; and make replay 
attacks useless. 

2.   ONE-TIME PAD CIPHER BASED ON 

OUT-KEY DISTRIBUTION  

2.1 Review of one-time pad cipher 

First, let us review one-time pad cipher, Vernam Cipher as 
showed in Fig. 1. 

 

Figure 1.  Vernam Cipher [5] 

The system can be expressed as follows: 

ci = pi  ki 

pi = ci  ki 
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Where 

pi = ith binary digit of plaintext; 

ki = ith binary digit of key; 

ci = ith binary digit of ciphertext.  

   = exclusive-or (XOR) operation 

The essence of this technique is the means of construction 
of the key. 

Vernam proposed the use of a running loop of tape that 
eventually repeated the key, so that in fact the system worked 
with a very long but repeating keyword [4]. 

Joseph Mauborgne proposed an improvement to the 
Vernam cipher that yields the ultimate in security. Mauborgne 
suggested using a random key that is as long as the message, so 
that the key need not be repeated. In addition, the key is to be 
used to encrypt and decrypt a single message, and then is 
discarded. The improved Vernam cipher is called as one-time 
pad, and is unbreakable [5-8]. 

However, Fig. 1 doesn’t say how to generate cryptographic 
bit stream. Fig. 2 is a Vernam Cipher with key-controlled bit-
stream generator, the two parties shares the key, and can 
generate the same cryptographic bit stream. 

 

Figure 2.  Vernam Cipher with key-controlled bit-stream generator [5] 

However, the key stream must be provided to both users in 
advance via some independent and secure channel; this makes 
one-time pad cipher is hardly implemented [5] 

Theoretically, one-time pad cipher based on quantum key 
distribution is absolutely safe; unfortunately, because the 
complexity and imperfectness of various parts in the quantum 
communication system makes it impossible to put broadly in 
use soon [2]. 

2.2 One-time pad cipher based on out-key 

distribution 

Fig. 3 is a diagram of one-time pad cipher based on out-key 
distribution; here, key is divided into in-key and out-key.  

The diagram relates to three kinds of ciphers. 

The part below the short dash line relates to Vernam cipher 
as Fig. 1. 

The part below the longer dash line relates to Vernam 
Cipher with key-controlled bit-stream generator as Fig. 2. 

The whole diagram is one-time pad cipher based on out-key 
distribution. The extraordinary characteristic is that one-time 

pad cipher based on out-key distribution tells that two parties 
how to share keys, and how to generate the same cryptographic 
bit stream. 

Here, only in-key is used to cipher and decipher; out-key is 
used in key distribution and controlling in-key generator. 

Figure 3.  Diagram of one-time pad cipher based on out-key distribution. 

Out-key stream generator is a random number generator; 
for Alice, it’s used to control in-key stream generator to 
generate random in-key stream; out-key stream is also 
transferred to Bob, to control Bob’s in-key stream generator to 
generate random in-key stream. Because Alice and Bob shares 
the same in-key stream generator, which is controlled by the 
same out-key stream; therefore, the in-key stream used in 
decipher is the same as in cipher. 

The communication procedure is as following: 

Alice generates out-key stream by out-key stream generator; 

Alice generate in-key stream by in-key stream generator 
controlled by out-key stream; 

Alice ciphers plaintext by in-key stream; 

Alice sends ciphered text to Bob; 

Alice also sends out-key stream to Bob; 

Bob generates in-key stream by in-key stream generator 
controlled by Alice’s out-key stream; Bob’s in-key stream is 
the same as the Alice’s in-key stream. 

Bob deciphers the ciphered text by the in-key stream. 

The difference between traditional one-time pad and one-
time pad based on out-key distribution is as following: 

In-key is used in cipher or decipher; but in-key is not 
transferred. 

Only out-key is transferred.  

Therefore, only out-key can be eavesdropped, but in-key is 
impossible to be eavesdropped, so in-key and ciphered text is 
absolutely safe.   
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However, if out-key stream contains any information about 
in-key stream; then Eve can know in-key stream by 
intercepting out-key stream, and crack the ciphered text.  

2.3 In-key stream generator 

In-out number relation is the core data structure in one-time 
pad cipher based on out-key distribution. Fig. 4 is a diagram of 
in-out number relation.  

 

Figure 4.  Diagram of a simple in-out number relation 

Out-number can be any length of binary digit, for example: 
4 bit long, one byte long, two byte long, and so on. In Fig. 4, 
out-number is four bit long, represented in hex number; assume 
in-number is also hex number. 

Usually out-number is arranged in order, ascending order as 
shown in Fig. 4; but in-number is set randomly 

An in-key stream generated from an out-key stream is 
illustrated in the following simplified example.  

Out-key stream generator generates an out-key stream,  

Take each 4 bits from out-key stream, a hex number; 
assuming the out-key stream is 7846, 4 hex digits.  

The first digit of out-key stream is “6”, search “6” in the 
out-number sequence in Fig. 4, find the related in-number is 
“3”; 

The second digit of out-key stream is “4”, search “4” in Fig. 
4, find the related in-number is “2”; 

The third digit of out-key is “8”, search “8” in Fig. 4, find 
the related in-number is “1”; 

The last digit of out-key is “7”, search “7” in Fig. 4, find the 
related in-number is “4”; 

Then, in-key stream is 4123. 

Similarly, for any random out-key stream, a random in-key 
stream can be generated based on in-out number relation. 

Now, let’s discuss how to set up in-out number relation. 

 

Figure 5.  illustrating diagram of setting up in-out number relation  

In Fig. 5 (a), out-number has been filled in ascending order; 
but in-number is empty, in-number can be filled randomly as 
the following:  

Taking a16-sided die, labeled with the numbers 0 through F; 
each in-number is filled as the dice thrown or rolled, the die 

comes to rest showing on its upper surface a random integer 
from 0 to F, then the integer is filled in each column. 

In-out number relation can be set by other method; but it 
must be kept to be random. 

In-out number relation is random characterized, each out-
number contains no information about related in-number, out-
key stream consists of out-numbers, in-key stream consists of 
related in-numbers; therefore, the out-key stream contains no 
information about in-key stream.  

Eve can intercept the ciphered data and the related out-key 
stream, but she can’t get the in-key stream by analyzing the 
out-key stream, so she can’t crack the ciphered data. 

To keep ciphered message safe, in-out number relation 
must satisfy the three requirements: 

1. For any random out-key stream, it can generate a related 
random in-key stream. 

2. It can generate unlimited amount of in-key streams. 

3. The relation between in-number and out-number is truly 
randomly characterized, so the relation of in-key stream and 
out-key stream is truly randomly characterized. 

If out-key stream is generated by a true random number 
generator, then out-key stream is truly random, and the 
generated in-key stream is also truly random. A true random 
number generator can use a nondeterministic source to produce 
randomness, such as: by sound or video noise [5].  

The relation between in-key stream and out-key stream is 
truly random, out-key stream bears no statistical relationship to 
in-key stream, and contains no information what so ever about 
the in-key stream. 

Therefore, one-time pad based on out-key distribution is 
absolutely safe. 

One-time pad based on out-key distribution can also be 
used in user authentication by sending an out-key to another 
party, and asking the party to send back the related in-key; the 
authentication fails if the party can’t send back the correct 
related in-key. This can efficiently against replay attack. 

One-time pad based on out-key distribution can also be 
used to authenticate messages i.e. to identify their origin and 
integrity, and to identify user. 

In practice, one-time pad based on out-key distribution 
integrates key, key distribution, encryption algorithm, data 
integrity, and user authentication as a whole. 

2.4 The security of  in-out number relation 

In-out number relation is the core data structure in one-time 
pad cipher based on out-key distribution; its security depends 
on the security of in-out number relation. 

First, like the master key distribution, an in-out number 
relation must be distributed in some noncryptographic way, 
such as physical delivery. However, the distribution of the in-
out number relation is a bootstrap in-out number relation; 
because based on the in-out number relation, two parties can 
generates unlimited random keys; which can be used for one-
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time pad cipher; further, new in-out number relation can be 
safely transferred between the two parties by one-time pad 
cipher; therefore, the physically distribution of in-out number 
relation is similar to a bootstrap key in quantum key 
distribution for authentication. However, for mast key 
distribution, only a limited number of mast keys can be 
distributed one time; the limited master keys can’t be used 
implementing  one-time pad cipher; therefore, if new master 
keys needed, they still need to be  distributed in some 
noncryptographic way, such as physical delivery. 

Second, because in-out number relation is a bootstrap in-out 
number relation, the old in-out number relation can be replaced 
by a new one as needed; this strengthens the security of in-out 
number relation. 

Third, in-out number relation is only kept by Bob and Alice, 
not transferred, it is impossible for Eve to intercept or to know 
it; this is different from master key, or session key; which must 
be transferred during key distribution although in encryption 
form.  

Fourth, the in-number sequence and the out-number 
sequence of in-out number relation can be stored separately; for 
example in different media; this increases the difficulties if Eve 
tries physically or by malware to eavesdrop the in-out number 
relation. 

2.5 A comparison between one-time pad based 

on out-key distribution and one-time pad 

based on quantum key distribution 

1. For based on out-key distribution, in-key is not 
transmitted, and without the in-out number relation,   Eve can’t 
get the in-key stream by analyzing the out-key stream, 
absolutely safe; quantum encryption key must be distributed, 
theoretically, unbreakable and absolutely safe, but because of 
the complexity and imperfectness, vulnerabilities are inevitable;  

2. Based on out-key distribution only uses classical channel; 
but quantum encryption uses both quantum and classical 
channels; 

3. Based on out-key distribution integrates all five 
encryption elements, but quantum encryption doesn’t; 

4. Based on out-key distribution, the key management is 
simple and safe; however, quantum encryption key pool 
management is complicated; 

5. Based on out-key distribution is implemented easily; 
however, quantum encryption theory and implementation is 
very complicated and difficult. 

6. Based on quantum key distribution does not solve the 
key distribution problem without the need of a bootstrap key 
for authentication [1].  Neither based on out-key distribution, 
therefore, the first in-out number relation must be distributed 
physically. 

In-out key can be combined with in-out password, in-out 
nonce in order to strengthen computer security. 

3.  IN-PASSWORD AND OUT-PASSWORD 

Classical password, ideally should be easy to remember and 
hard to guess. Unfortunately these two goals are conflict with 
each other; therefore [6], it isn’t safe.  

The first line of security defense is password; however, 
weak and default passwords is a notable risk [7].  

No one of the existed passwords can against all cracking 
methods today; for example, Finger print password is static, 
easily discovered, and easily attacked by replay; human body 
password, generated by password pill, is also breakable; 
therefore, personal, business’s, and national confidential 
information eavesdropped and intercepted, huge money lost, 
moving vehicles in danger, even planted medical device in 
human’s body can be cracked in danger. 

However, based on in-out number relation, only owned by 
the user, password is divided into in-password and out-
password, Out-password is short, simple and easily to 
remember, but in-password is long, extremely complex. Out-
password is used to generate in-password; and in-password is 
used in authentication. For simplicity, assume out-password 
consists of digit 0-9 as shown in Table 1. 

TABLE I.  TABLE 1 IN-OUT NUMBER RELATION 

Out-number 0 1 2 3 4 5 6 7 8 9 

In-number I0 I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 

 

Assume the in-number is not simple as in Fig. 5; and the 
related in-number is: I1=3er78⌘, I2 3=45uip♪, 

I4 ⌫ 

Assuming out-password is 1234.  

As input out-password:  1234; then, the related in-password 

is: 3er78⌘ ⌫. 

Here, the out-password is short, simple, and easy to 
remember; however, the in-password is long and complicated; 
the in-password above also include invisible characters; all 
these make dictionary attack, brute force attack, offline 
cracking (rainbow attack) useless.  

Suppose Eve viewed the whole procedure of your inputting 
password; because out-password is only used in transforming 
to in-password based on the in-out number relation. Therefore, 
even Eve knows the out-password, for example here: 1234; she 
has no way to input your in-password without the in-out 
number relation. Key logger, screen scrubbing and shoulder 
surfing are all useless. 

Assume an attacker asks your password by telephone 
posing as an IT security guy; at most, he can get your out-
password, because you really don’t know or can’t remember 
your in-password. 

4.  IN-NONCE AND OUT-NONCE  

Nonce is often used to against replay attacks. The use of 
random numbers for the nonces frustrates an opponent’s efforts 
to determine or guess the nonce [5]. 
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However, a lot of difficulties exist in applying nonce in 
computer security, for examples: the timestamp approach 
should not be used for connection-oriented applications 
because of the inherent difficulties with this technique; the 
challenge-response approach is unsuitable for a connectionless 
type of application [5]. 

The most important problem of nonce is the weakness of 
nonce. A nonce must be transferred in communication channel 
at least twice; Alice sends a nonce to Bob, Bob sends back the 
nonce to Alice. Eve can intercept the nonce to fool Bob, 
because the nonce is same. 

The difficulties and the weakness problem can be easily 
solved by out-nonce and in-nonce by sharing in-out number 
relation by Alice and Bob. Out-nonce is used in challenge stage; 
in-nonce is used in response stage. Eve can intercept out-nonce, 
but it is useless in response stage, because without in-out 
number relation, she has no way to know the in-nonce; 
therefore this makes reply attack useless. 

For example, two parties share in-out number relation as 
shown in Fig. 4, which is used to transform an out-number to 
related in-number; If Alice sends out-nonce=7846 to Bob, then 
Bob responses  the  in-nonce=4123. Eve can intercept the out-
nonce, but she can’t response the correct in-nonce without the 
in-out number relation. 

In-nonce and out-nonce can be used in user authentication. 
If client and server share an in-out number relation; mutual 
authentication can be done. For example, an attacker 
intercepted your in-password; later try to enter your bank 
account; the bank sends her an out-nonce and asks to send back 
the related in-nonce; because in-out number relation is only 
shared by the client and server, attacker can’t send back the 
related in-nonce without the in-out number relation. The client 
can also check if a web site is a fishing site by sends it an out-
nonce, and asks an answer. 

As two parties share in-out number relation; then replay 
attack is also useless, for example, an attacker intercepted in-
password sent by car’s remoter controller, later tries to open the 
car using the in-password; however, the car can sends her an 
out-nonce and asks her sends back the related in-nonce, 
however she can’t; because only the car and the car owner’s 
remote controller share the in-out number relation [8].  

5.  CONCLUSION 

In-out key, in-out password, in-out nonce greatly 
strengthens computer security. The methods presented in this 
paper are easily implemented.  

Computer security can be further strengthened by Ubit 
theory [9]. In-out key, in-out password and in-out nonce 
combined with Ubit theory can lay a solid foundation of 
computer security. 
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Abstract—Recent years have witnessed new breakthroughs on
emergency management systems and a reduced fatality rate
caused by car accidents as a consequence of it. With the recent
advances in wireless communication technologies, the trends in
the automatic crash notification industry changed from individual
reporting or infrastructure-based data sources to mobile data
gathering devices such as smartphones. Our research primarily
focuses on investigation of the most useful yet simple interfaces to
develop an accurate and effective crash notification service based
on detecting anomalities in the movement of the smartphone.
For this purpose, a mobile application has been developed on
both Android and iPhone platforms to detect the accidents and
gather the relative data for determining the crash severity. In this
paper, the proposed system architecture along with the detailed
component descriptions and technical steps of the development
phase are presented in detail. Furthermore, we introduce a
web server application to process and illustrate the raw data
transmitted from Android/iPhone mobile client applications.
The paper also presents real life scenarios to demonstrate the
underlying system architecture and its efficiency in emergency
cases. We show that our fully-integrated emergency management
system yields very promising results in the early detection of
accidents.

Index Terms—Real time services; Context aware service and
applications; Information distribution services; Location-based
services; Mobile web-based applications and services; Vehicular
network applications and services

I. INTRODUCTION

Over the last years, many research studies have been con-
ducted to exploit the advances in sensing, communication
and dynamic adaptive technologies for coping with the traffic
related issues. In fact, one of the most crucial results of traffic
congestion is the delay of the emergency services such as
police, fire and rescue operations and medical services which
may yield to the death of crash victims and huge amounts of fi-
nancial loss. Every year, nearly 20,000 crash victims lose their
lives before reaching to hospital[1]. According to the experts,
the main reason behind these deaths is the failure of reaching
the victim throughout the so-called “Golden Hour” where the
treatment is most effective. Despite of the recent advances
in wireless communications and technological infrastructure
behind emergency management systems, crash response time
is extremely lengthy to provide the most effective treatment
for crash victims.

In the literature, there exist wide varieties of emergency
management services which aim to reduce the crash response
time as possible. These models can be classified as Pre-
crash and Post-crash systems. While pre-crash models use
radar, laser sensors and cameras to detect the damages caused
directly by the crash, post-crash systems focus on eliminating
the chances of crash injuries or fatalities due to the secondary
effects of collision, such as fire. The role of emergency service
models in this sense is beyond the foreseen. They play quite an
important part in both determining the severity of an accident
and reducing the crash response time by transmitting the crash
information to concerned departments such as emergency, po-
lice and fire departments. The biggest impact of the emergency
service models come from the fact that it provides the only
possible way to help the crash victims and alleviate the results
of a collision as effective as possible.

For many years, crash response systems relied on traffic
reporters, static cameras and radars to detect the accidents on
roads. Although individual reporting certainly helps to find out
the crash place, it may take long hours to realize an accident
especially in relatively unpopulated places. Hence with the
recent advances in wireless communication technologies, the
trends in the automatic crash notification industry changed
from individual reporting or infrastructure-based data sources
to mobile data gathering devices such as smartphones. The
idea behind emerging emergency management systems is to
deploy smartphones on vehicles to detect the accident via a
mobile application which listens for accelerometer changes.
Once the accident has been detected, the application automati-
cally notifies the emergency medical personnel by transmitting
the location information and a short video of the accident
for determining the severity of it. Initial estimates reveal
that the fatality rate can be reduced by 30% with the usage
of recently emerged crash notification systems that rely on
wireless communications.[2]

In this paper, we propose a mobile client application which
gathers crash-related data and transmits them to a central web
server for detecting accidents. In server side, we introduce our
web application which detects crash location and notifies the
emergency responders of accidents such as emergency service,
police and fire departments in real time. Moreover, we describe
the development phases of our emergency management system
and evaluate its performance in different use case scenarios.
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The rest of the paper is organized as follows. Section 2
describes related work. Section 3 presents a brief review of
the system architecture. In Section 4, system components
and development phases of the mobile application have been
explained. Section 5 introduces the web server application and
describes its key features. Section 6 illustrates the evaluation of
our system by simulating different use cases. Finally, Section 7
concludes the paper by assessing the outcomes of our proposed
system.

II. RELATED WORK

In the literature, there exist wide varieties of emergency
management services which aim to reduce the crash response
time as possible. These models can be classified as Pre-
crash and Post-crash systems. While pre-crash models use
radar, laser sensors and cameras to detect the damages caused
directly by the crash, post-crash systems focus on eliminating
the chances of crash injuries or fatalities due to the secondary
effects of collision, such as fire.

Based on this classification there are 5 different organi-
zational categories related with our work. The first category
consists of the solutions offered by top telecom companies
such as China mobile, Vodafone[3-4], Verizon [5-6], etc. The
second category is named as the solutions by municipalities.
The third category is the solutions offered by corporations
such as General Mobile[7], Toyota[8], Hyundai[9] etc. Fourth
category includes the solutions developed by governments.
Last category is the EU projects such as CVIS, AISE and
HAVEit[10-12] which aims at providing comprehensive emer-
gency management solutions. Contrary to the longevity experi-
ences on this issue, most of the proposed systems do not offer
fully-integrated practical and cost-effective solutions which
can be directly applied to the vehicles in real time.

III. THE SYSTEM OVERVIEW

In this paper, we present an accurate and effective crash no-
tification service based on detecting anomaly on the movement
of the smartphone to identify the accident case. Fig.1 illustrates
our proposed system architecture along with its components
and key features. The system architecture consists of two key
components: mobile client and web server application.

The mobile application has been developed on both Android
and iPhone platforms to detect the accidents and gather the
relative data for determining the crash severity. Once the crash
has been detected, the system automatically sends accident
related data to the web application. The web application pro-
cesses the raw data transmitted from Android/iPhone mobile
client applications and illustrates the vehicle coordinates and
its associated crash video on a map along with its address
information. This service is specifically designed for emer-
gency management centers to provide instant notification and
easy-to-access call mechanism to the nearest hospital, fire and
police departments. The emergency management personnel
can reach to user and alert concerned departments right after
the crash.

Figure 1: Overview of the system architecture

Figure 2: Overview of the system architecture

IV. THE MOBILE CLIENT APPLICATION

Figure 2 illustrates the main screen of the mobile appli-
cation. The application starts with the screen that shows the
view of the camera. In this screen, there are some indicators
regarding to accelerometer measurements. On the lower left,
there is a speedometer that shows the speed of the vehicle.
This data are collected using the GPS of the device. On the
lower right, current G-Force of the device is shown for each
axis. These values are received from the accelerometer of the
device. On the top of the screen, there is a bar that holds
the sensitivity slider. This sensitivity slider sets the lower
limit of the sensitivity of the crash detection system. Higher
slider values require more force to be applied in order to
trigger the system. On the right side of the screen, there is
a small control panel which consists of two control buttons.
The buttons control the sensitivity bar by displaying or hiding
it.

In Setting section, there are three options and their sub-
menus to allow user to choose the communication type after
the crash. The system automatically sends the accident location
by either SMS or E-mail messages to concerned emergency
departments depending on the choice of the user.

Usage When the application is started, crash detection
system becomes activated. The camera immediately starts
recording and the system tracks the G-Force measurements
unless the user interrupts the operation. The maximum dura-
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Figure 3: The flow chart of the data gathering algorithm

tion for an accident video can be easily set by the user via
our user interface. After maximum duration is reached during
a video record, recording stops. The video is not saved and
released from the memory immediately. Instead, new record
starts right after that. Once an anomaly has been detected, the
system collects all of the video data along with the location
information and sends the data to a central server.

A. Crash Detection Algorithm

The data flow chart of the algorithm is illustrated in Figure
3. As it has been stated in the previous section, the whole crash
detection algorithm is based on the accelerometer measure-
ments. Each time accelerometer value is received, the values
of three axis (x,y,z) are sent to the function that checks if there
is a abnormal situation. In this context, the abnormal situation
refers to exceeding threshold values in at least one of the three
axes.

If one of the values is over of the threshold value, the system
is triggered. However, sudden changes in the accelerometer
measurements is not solely depend on accidents. In order to
avoid false positive data, an alert pops up to ask the users
whether they want to cancel the data transmission operation
or not. Including the user feedback to the application provides
more reliable mechanism to avoid false positives. Figure 4
demonstrates the procedure in detail.

After user confirms that there is an accident and need help or
unable to confirm it, post accident system is being activated.
The camera stops capturing video. When video is available

to take actions on it, internet connection of the device is
checked. If the device has an internet connection, the taken
video starts to be compressed and uploaded to the servers over
an FTP connection. Before all that, emergency contacts receive
an e-mail with the coordinate information and emergency
message for the user. After the video is uploaded to the servers
successfully, another e-mail is sent with a link of the uploaded
video. If the device does not have an internet connection, the
video is saved to the to device’s photo album.

1) Video Uploads: The videos that have been captured
during the accident are uploaded to servers through cellular
network connection or Wi-Fi. This operation is completed in
background. We set up this connection through FTP and the
connection settings (hostname, username, password, upload lo-
cation, filename) are done hard-coded. The video is converted
into bytes and transferred over this connection.

2) Sending E-mail After Accident: For this application, e-
mail sould be sent without user interaction. In E-Mail settings,
there are two text fields: one for recievers and the other for
the message. The coordinates and a short video of the accident
are appended to the e-mail.

3) Sending SMS After Accident: Likewise sending E-Mail,
sending SMS without user interaction is not possible. Hence,
it should be handled via a web service. In the application,
settings for SMS are completed for both contact number and
text message.

4) Making Emergency Call: During the first time that the
application has been installed, the users can set emergency
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Figure 4: Our mobile application allows users to cancel the
sending of SMS message in 10 seconds

contacts which are automatically called right after the crash.

V. THE WEB SERVER APPLICATION

In this phase of the project, we developed a web application
which illustrates the location of the crash along with its video
retrieved from our Android/iPhone mobile client applications.
Client application has an underlying service for sensing an
anomay in accelerometer measurements. Once an anomaly has
been detected, location information and a short video which
consists of the few seconds of crash views are transmitted to
server application via an e-mail service for further processing.
In server side, incoming e-mails are parsed into components to
reveal the location information and crash videos. Later on, the
extracted data are saved to a back-end database and illustrated
in a map via our web application. The web application is
designed to notify emergency responders of accidents such
as emergency service, police and fire departments by sending
audio messages.

A. Motivation

The main reason that leads to the idea of a web application
is to develop a framework to analyse and test our raw crash
data retrieved from the test vehicles on the field that use
our Android/iPhone application. The web application allows
us to illustrate multiple crashes occurred simultaneously and
alert concerned departments such as hospitals, fire and police
departments by calling them through its interface. Hence
we are able to find out the exact address information and
determine the severity of the crash with its video uploaded
to the server in real-time.

The web application is focused on achieving several aims
as listed below:

1) Illustrate the map-view of the data collected by the
Android/iPhone smartphone applications.

2) Generate random crash data for various setups and
find out the address information associated with each
coordinate.

3) Parse the crash e-mail which consists of the coordinates
and a short video of the accident to extract the location
information and to save the crash video into server.

4) Run the geocoder in the background to convert the raw
coordinates to address information.

5) Provide an easy-to-access call mechanism to alert hos-
pitals, fire and police departments in the case of emer-
gency.

B. The Interface

Figure 5 depicts an accident management setup for a single
crash alert. Each of the crash notifications that appear in
the web application are denoted by a single marker and an
information window associated with it. The marker in the
figure pins the crash location. Information window is triggered
when the marker is clicked and it illustrates the crash-related
data to describe the crash in more detail.

On the upper-left corner, information window shows the
cell phone number for calling the crash victim right after it
has occurred. The crash video appears in the middle of the
information window to determine the severity of the crash.
Finally, a fully described street address is located on the lower-
left corner of the information window.

Our web application provides a fully-featured calling system
via Skype API. The emergency management personnel can
alert the concerned departments about the crash by simply
calling them via Skype. Lower-left corner of our web page
has three buttons to activate the calling procedure. The but-
tons trigger an interface to notify emergency, police and fire
departments respectively.

C. Use Case Scenario

The section presents a crash scenario using our web appli-
cation. In our scenario, the purpose is to simulate an ordinary
traffic crash and the emergency response associated with it.
The scenario starts with an incoming e-mail sent by the crash
victim via our mobile application.

The incoming e-mails are parsed and inserted into the
database in the format illustrated in above. Each crash is
associated with an automatically generated unique identifier
number and latitude/longitude pair retrieved from the subject
field of the incoming e-mail. Furthermore, the video file is
instantly uploaded to the server computer and the file path
is stored in the database under the caption of description
attribute. Once the procedure is completed, the resulting crash
information is illustrated in the web interface.

Our web application enables the emergency management
personnel to call the concerned organizations such as emer-
gency, police and fire departments via just clicking the buttons
in the lower left corner. The buttons instantly connects with
the already set Skype account and triggers a Skype interface
to call the emergency personnel. Figure 6 demonstrates the
triggered Skype interface right after clicking the blue button
in the lower left corner.

VI. CONCLUSIONS

In this paper, we introduced a fully integrated emergency
management system for traffic accidents. We then evaluated
our model under various use case scenarios to determine its
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Figure 5: The overview of the user interface

Figure 6: The triggered Skype interface for calling the emergency personnel

feasibility for near-future traffic flow prediction. The proposed
system presents promising results in the early detection of
accidents.
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Abstract - Radio system evolution is moving towards total 
convergence to achieve: multi-services, multi-standards, 
multi-bands, reconfigurable and reprogrammable systems. 
Such systems are based on cognitive radio technology, by 
giving more intelligence to radio system devices, in order to 
facilitate the administration and to ensure the network self-
optimization. Several protocols are used such as Network 
Mobility, which provides a continuous connectivity for users 
when moving together. Handover process has become a key 
focal point in the network management these days. In the 
present work, we focus on handover optimization in NEMO 
networks, with congestion control consideration in 3GPP 
LTE-ADVANCED cells. We employ network capacity as key 
metric to manage the handover procedure. We deal with the 
target network selection phase in the handover process. The 
simulation results reveal that our proposed scheme ensures a 
low packet loss rate, as well as handover call blocking 
probability. 

Keywords- NEMO; MIH; LTE-A; Congestion Control; 
Simulation Analysis. 

1 Introduction 
The trend towards convergence of networks, services 

and terminal devices in the telecommunication area requires 
a high mobility between existing technologies, provided that 
it does not deteriorate the Quality of Service (QoS). That 
compromise, has led to several studies examining user’s 
mobility in various scenarios. The LTE-Advanced network 
(LTE-A) [1], which presents the fourth generation network, 
illustrates the convergence concept. In this paper, we deal 
with the congestion control in the LTE_A network, and more 
especially in the case of Network Mobility (NEMO) [2]. 
NEMO protocol has been introduced by the Internet 
Engineering Task Force (IETF), as an extension of Mobile 
IPv6 [3] protocol, to support the mobility of moving network. 
In such case, a moving group of Mobile Nodes (MN) is 
directly connected to a mobile network router called Mobile 
Router (MR). In one NEMO network, there is one or more 
MR, and only one of them is directly connected to the serving 
access router (AR) in the backbone IP, which called default 
or primary MR (PMR). The PMR takes over the role of all 
MNs behind it of interfacing with the core network, chiefly 
when performing the mobility management process. NEMO 
solves many problems of Mobile IP (MIP) to support a 
moving group of users, and it can be used to allow the 
customers to stay connected to the Internet without service 
disruption when traveling by vehicles (airplanes, trains, ships 
or cars).However, it may introduce some problems in the 
target network when moving from one network to another 
with all user resources requirements. In such a case, the target 
network may be unable to serve all users; or by serving them, 
it becomes in the congestion state. 

This paper is organized as follow. Section II shows 
existing congestion control schemes and an overview of the 
adopted technologies in our work. Then, we introduce in   
section III our proposed scheme. Finally simulation results 
are presented and discussed in section IV, which is followed 
by a brief conclusion. 

2 Background 
2.1 Related work 

In the literature, various methods for congestion control 
in new generation networks have been proposed. Many of 
the previous related works focused on the congestion 
problems including these that are associated with TCP 
congestion detection and avoidance mechanism [4-8]. But, 
TCP mechanism is not suitable for wireless networks, as it 
consumes a lot of resources and it shows lack of flexibility 
to satisfy devices in heterogeneous environments like 4G-
LTE-A networks .A large number of methods have been 
devised to tackle this issue. These methods are deployed by 
different layers of the OSI stack. Several techniques are 
presented and discussed in [9] and [10]. In [11], a congestion 
control scheme for LTE system is proposed, where, the 
authors adopt the system load to manage congestion. 
Moreover, in [12] they proposed a user priority-based 
congestion control algorithm for cross-traffic assistance in 
LTE networks. The network load is always used as criteria 
of congestion detection. Then, in order to detect the 
congestion state, low priority users will be disconnected in 
order to serve high priority users.  This solution is aggressive 
for low priority users. In addition, in both [11] and [12], only 
network load has been considered. In the case of wireless 
systems, interference is a key parameter, which affects 
system capacity as well as provided QoS. In this paper, we 
attempt to define a new scheme of congestion control that is 
more responsive to the needs of LTE-A systems. We 
integrate the congestion control with the mobility 
management in case of NEMO networks.  

2.2 Media Independent Handover (MIH) 
Media Independent handover (MIH) [13] is an IEEE 

802.21 standard, which provides intelligence to the link layer 
by giving more information about neighbors’ networks for 
upper layers, in order to optimize handover between 
heterogeneous technologies. Several network components are 
considered in MIH frameworks, which are briefly described 
below: 

 Mobile Node (MN): This is the customer’s mobile 
equipment attached to the network. 
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 Point Of Attachment (PoA): It is the network end point 
that the MN is directly connected to, like the eNodeB in 
LTE-A network. 
 Point Of service (PoS): This network entity provides 
dynamic information to the MN useful for handovers 
process. 
 Non-PoS: This entity contains network static 
information like network topologies. 

These entities, like any MIH framework device, have to be 
active MIH entities by implementing a protocol stack 
including the MIH Function (MIHF) sub-layer between the 
second layer and the upper one in the protocol stack. Thus, 
MIHF handles the communication exchange between all 
network devices, as well as communication between lower 
layer entities and higher layer entities in a local device. As 
presented in Figure1, different MIH Service Access Points 
(SAPs) interfaces are defined to ensure information exchange 
under MIH, through a large set of MIH primitives for control 
and collecting information.  

 

 

 

 

 

 

 

 

 

 

 

 

These primitives are classified into three categories: Event, 
Command and Information Services.  

 Media Independent Event Service (MIES): MIH 
events primitives pertain to the physical and logical link 
layers factors.  And, are also used to predict state change of 
these layers. MIH events are generated by lower layers or 
MIHF either at the MN or at a network node, and are 
intended for upper layer at local or remote level. 
 Media Independent Command Service (MICS): MIH 

commands (MICs) are initiated by the high layer or by 
MIHF entity. And they are delivered locally for MIHF 
entity or lower layer. MICs are used to control lower layers, 
and are classified by two main categories: (1) Link 
commands: used by MIHF entity, on behalf of the MIH 
Users, for links status control operations. (2) And, MIH 
Commands which are sent by the higher layers to the MIHF 
entity. 
 Media Independent Information Service (MIIS): The 

MIIS provides a framework of collecting information about 
existing networks and operators. The MIHF entity in the 
MN side benefits from this service when making handover 
decision as well as at for selecting the target network in 
order to make a successful handover between 

heterogeneous technologies. The MIHF entity in the MN 
exchanges MIH information with a PoS entity in the 
network side. 

3 That proposed scheme 
In our work, we focus on optimizing the target access 

router (AR) selection by the MR. We aim to prevent the 
congestion state in LTE cells, and way required QoS can be 
maintained. The movement of a mobile network means the 
movement of the PMR with all MNNs behind it, as presented 
in Figure 2. When performing the handover during the 
movement of NEMO network, MRs keeps this movement 
transparent to all MNNs [14, 15]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When moving, MR should observe the active link state. In 

case of quality degradation, a handover process is triggered 
by another AR. First, PMR needs to discover ARs of existing 
technologies, and one of them will be selected as target AR. 
Here, target network should be able to serve all MNNs in the 
NEMO network. Otherwise, it risks that target network will 
be congested. 

The proposed algorithm for target AR selection and its 
operation is detailed in the following subsections. 

3.1 Target AR selection algorithm 
When the MR detects quality degradation of the active link, 

it needs to change the current AR. The link degradation may 
occur when the MR becomes far away from its serving AR, 
or in case of a high level of interference. For selecting a target 
AR, MR begins with discovering phase to form a list of 
candidate ARs (CARs). Then, we adopt three levels for the 
target AR selection:  

 Level1: This is based on the  Received Signal 
Strength(RSS) from candidates ARs by the MR. 

 Level 2: It is based on the congestion factor proposed 
parameter, explained below. 

 Level3: This is based on the cell available capacity. 

In the first step, the MR selects the AR with the highest 
RSS, then it verifies the cell load level based on congestion 
factor (Cf) parameter. Since, we work on the congestion 
control in 3GPP LTE network, we complete the case when 
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the CAR is an eNodeB. Here the eNodeB should estimate its 
Cf as below: 

ܥ                                     = ݁ି ೃಳೌೡೃಳ                                     (1) 

Where:RBୟ୴ is the number of available physical resources 
blocks (PRBs), and RB is the total number of PRBs offered 
by the cell.  

The Cf factor indicates the occupancy rate of the cell. Once 
the cell is slightly occupied, this eNodeB will be selected as 
target one and a HO will be triggered. Otherwise, if the cell is 
mildly loaded, the MR asks the eNodeB for the maximum 
capacity that it can handle, and compares it with the average 
data rate required by all MNNs behind it. The available 
capacity (Cav) in the LTE cell is calculated using the Shannon 
formula by the selected eNodeB: 

௩ܥ                = ଶ(1݃௩݈ܤ +  ேିெோ)                   (2)ܴܰܫܵ

Where: Bav is the bandwidth corresponding to all the available 
PRBs, ࡾࡹିࡺࢋࡾࡺࡵࡿ  is the SINR of the MR, which is given 
by: 

ேିெோܴܰܫܵ                        =  ௌಿಳషಾೃ
ூூାேబ

                                (3) 

Here, SeNB-MR is the RSS from the eNodeB to the MR, ICI is 
the inter-cell interference indicator and N0is the additive white 
Gaussian noise. 
On the level of MR, the average of MNNs required data rate 
(DR) for a period of time δt, is simply calculated as: 

ோܦ                               = ∑ ೝ்ೌೡ ಾಿಿೞ
ఋ௧

                                   (4) 

Where: Tr is the amount of received traffic in bit from MNNs 
to the MR during δt. 

If the Cavis greater than DR, this eNodeB will be finally 
selected as target AR and MR passes to the execution phase 
of the HO process. According to the Cf factor, if the LTE cell 
is fully loaded, this eNodeB will be removed from the list of 
CARs and MR goes back to reselect the AR with highest RSS 
in the updated CAR list. For other existing RANs, the 
execution of their admission control scheme gives the answer 
if the HO request is accepted or rejected.   

The proposed target AR selection algorithm is summarized 
below. 

 

 

 

 

 

 

Target AR selection algorithm 

 
1. If current_RSS< RSS-threshold or Cf~=1 
{ 
 //Discover existing ARs 

2.   If CAR-RSS > RSS-threshold 
      Add AR to CAR list 
 End 

3.  While HO_dec==0 and CAR list not empty 
 {    
      //Select CAR with highest RSS from list 
       If selected CAR=eNodeB 

             //ask congestion measurements from the 
                       eNodeB 

                      If Cf< 1/2  
                 HO-dec=1, 

                           Target AR=CAR, 
                     Elseif Cf~=1 

                Remove this AR from C-AR list 
                     Else 

               Ask eNodeB for available capacity 
               If available capacity> ARR_MR 

                              HO_dec=1, 
                             Target AR=CAR. 
                        End 

                     End 

                 Else 
                    Target AR=CAR, 
                    HO-dec= RAN-Admission Control, 
                 End 
             } 

4.  If   HO_dec==0 
             NEMO reconfiguration to multi-homed NEMO  
                       with single home agent. 
             For each MR 
            Go to step 3 

    End for 
End if 

} 
 

Step 4 in the algorithm resolves the case when the PMR 
cannot find a target AR which can handle all MNNs required 
resources. In such a case, NEMO will be reconfigured to 
obtain a multi-homed NEMO with two PMR and single home 
agent, in order to reduce the requirement capacity. In such a 
configuration, each PMR will have only one route to the 
Internet through its own bi-directional tunnel. 

Here, old PMR should select the best MR to perform this 
role. For that some factors are considered such as: 
 

 Load balancing between MRs. 
 MRs Localization. 
 Devices’ capacities. 
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Then PMR advertises both the selected MR and the current 
AR in order to establish the link between them. Each one of 
the two PMR will now select different target AR and will 
execute the HO independently. The old PMR gathers the two 
parts as soon as possible and when it is current cell is able to 
support the whole NEMO network. So, the PMR is kept 
informed about cell capacity state. This scheme can be 
applied also for nested NEMO.  

In next sub-section, we detailed the exchanged messages 
between different network devices under MIH environment 
in order to perform target AR selection algorithm. 

3.2 Proposed Target AR selection process 
Using MIH protocol, the information exchange between 

the network devices in heterogeneous environment becomes 
significantly easier. The 4G network provides high mobility 
and dynamicity. It is, therefore necessary to make Target AR 
selection with the most recent gathered criteria. Hence, MR 
asks for the RAN measurements directly from the discovered 
CARs. The used MIH services primitives are listed in Table 
1 with their corresponding parameters. 

Table 1. Used MIH Services in the Proposed Scheme 

Primitive Service Parameters 

MIH_link_get_parameter MICS 

MR Id or 
SAR Id, 
RSS, Bit 
Error Rate 
(BER). 

MIH_linkgowing down MIES 

MR Id,  
SAR Id, 
Time 
Interval, 
Link-Going 
DownReason
. 

MIH_link_detect MIES 
CAR Id, 
detected link 
information 

MIH_MN_congest_measur
ment 

(NEW) 
MICS  

CAR Id, 
congestion 
factor; 
available 
capacity. 

MIH__link_measurment_re
port MIES 

MR Id,  

local and 
remote 
collected 
information  

 
The operating entities in the target AR selection process 
exchange required information by messages and MIH 
primitives. The diagram presented in Figure 3 shows the 
progress of the target AR selection procedure. 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 3. Proposed Target AR Selection Process 

4 Performance evaluation 
This section will describe the simulation model developed 

for analyzing the performance of our proposed scheme. The 
implementation is performed using MATLAB, since existing 
simulators do not provide appropriate support to simulate 
new generations of wireless networks, whilst considering the 
heterogeneity of such environment. We adopted the Mont-
Carlo method for the simulation proceeding [16-17]. 

4.1 Simulation parameters 
In order to evaluate the performance of our proposed 

scheme, we implemented the lower layers of 3GPP LTE-A 
network, as well as the NEMO network. We also considered 
the heterogeneity of 4G environment by adding WiMAX and 
WiFi access points. Like described above, each time an 
eNodeB is preselected as target AR based on RSS parameter, 
our scheme will be executed. 

Parameters used in our simulation model are shown in 
Table 2. 

If no selected CAR 

Loop 

PMR SAR CAR 

MNNs 

SMR 

MNNs 

NEMO 

MIHF 

NEMO 

MIHF MIHF 

NEM

MIHF 

Cf 

selection 

2. MIH_MN_congest_measurment 

NEMO reconfiguration 

Capacity
selection 

1.2 MIH_Link_going_down  
Or 

MIH_Link_detect 

1.1 MIH_Link_get_parameter 

MAC 
802.11|LTE|UMTS|… 

MAC MAC 
MAC 

802.11|LTE|… 

 

CAR 
discovering 

and RSS 
selection 

NEM

3. 2 MIH_Link_measurment_report 

Target AR 
reselection 

Target AR 
reselection 

3. 1 MIH_Link_measurment_report 
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Table 2. Simulation Parameter Setting 

Parameters Values 
LTE-A bandwidth 20 MHz (50 RB et 

180KHz per RB) 
Cell radius 1500m  
Distance-dependent path 
loss  

PL=k/dα  ; k=1.4×10-4 and 
α=3.5 

Heigh of eNB 32m 
Heigh of UE  1.5m 
Shadow fading  Log-normal 9db standard 

deviation 
UE distribution  Uniform randomly 
Total eNodeBTx Power  46 dBm 
UE power  24 dBm 
Thermal noise density  -174 dBm/Hz 
Link adaptation  
 

ACM 
Modulation: 64QAM 

Bandwidth requirement  
 

VoLTE : 64kbps  
Data :512kbps  

number of users per cell [100,600] 
 number of users in the 
NEMO networks 

[50,350] 

Vehicular velocity 20 m/s 

Call arrivals are modeled by a Poisson process. Simulation 
experiments are run for various number of MN in the LTE 
cell. A MN can take the role of a MR, so in such case it hides 
behind it a various number of MNNs to form a NEMO 
network within. 

4.2 Simulation results 
In this sub-section, we present the simulation results of our 
proposed schemes. The purpose, of this work is firstly to give 
MR the ability to prevent congestion in the LTE target cell. 
Hence, we chose the following performance evaluation 
metrics: 

 Rate of packet loss due to congestion state in LTE cell, 
which is calculated as follow: 
Rate of packet loss= Lost packets/ total number of packets. 

 Rate of blocked handover: This is the rate of blocked 
handover when the PMR can’t find a target AR which can 
accept the whole mobile network: 
Rate of handover blocking= Blocked handover requests/ Total 
number of vertical handover requests. 

 Rate of LTE used resources: This rate shows the level of 
resources allocation in the LTE-A cell and is equal to: 
Rate of LTE used resources = Used resources/Total network 
resources. 

Figure 4 shows the variation of packet loss rate caused by 
a congestion state in LTE-A cell, according to a various 
number of mobile nodes (MN) initially located in the 3GPP 
LTE cell. The rate of packet loss is between 0.25% and 0.48% 
which is considered a low value. The effect of the increase of 
the number of users, either in the LTE-A cell or the mobile 
network, on the lost packet rate is relatively small even it 
follow this increase. In fact, the purpose of our scheme is to 
prevent as much as possible the congestion state in the LTE-
A cell. According to this result, we can confirm that the loss 

of packets due to congestion state is resolved by our 
congestion control mechanism, and so network QoS is 
enhanced.  

 

Figure 4. Rate of Packet Loss in LTE-A 

 

Figure 5.Rate of Handover Call Blocked 

 

Figure 6.Rate of Resources’ Utilization in LTE-A cell 

Moreover, we observe the rate of blocked handover calls 
to LTE selected cells, when executing our proposed solution. 
When congestion is detected in the cell, or if the selected 
target cell for a handover cannot satisfy visitor user’s 
requirements, current handover request will be rejected. The 
handover block rate is plotted in Figure5 for various number 
of mobile nodes in the LTE-A cells.  
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As seen in Figure5, the rate of blocked handover is 
significantly reduced. Until 600 MNs in the LTE-cell and 
350 MNNs in the NEMO network the rate of blocked HO 
does not exceed 0.65%.So, it can be seen that our proposed 
solution improves the decision making for a handover. It also 
optimizes the target AR selection process to avoid handover 
interruption. 

Another challenging network performance issue is the rate 
of resources utilization, which is illustrated in Figure 6. 
The rate of resources utilization in LTE-A cell is plotted 
according to various number of MNs in the cell and 250 
MNNs in the NEMO network. Figures 6 shows a high level 
of utilization rate, achieving 83% for 600 MNs in the cell. 
Indeed, the proposed congestion control method considers 
the network capacity and application requirements, for 
monitoring the process of regulating the total amount of data 
entering the network in order to keep traffic levels at an 
acceptable value according to the provided bandwidth.  

5 Conclusion 
The congestion problem in communications networks 

including 3GPP LTE networks has been around for a long 
time and always will. A large number of solutions has been 
proposed in literature. In this paper, some existing solutions 
are discussed. An effective congestion control scheme 
coupled with handover process is proposed. Our proposed 
solution defines a congestion prevention scheme in 4G-LTE 
systems. We adopt the case of NEMO networks. The 
mechanism is executed by both the MR in NEMO networks 
and the eNodeB. When the MR detects that current cell is 
approaching a congestion state, it makes a handover decision 
in order to resolve congestion. And, when an eNodeB is 
preselected as target AR, the MR should check whether this 
cell is able to satisfy the whole NEMO requirements or not. 
We used the LTE-A system capacity as congestion 
management criteria. Simulation results show that our 
proposed scheme reduces the rate of packet loss, as well as 
the rate of handover blocked calls. Moreover, MR is now able 
to maintain required QoS by their MNNs, via managing 
congestion state in current and target network. Although we 
adopt a specific case; our scheme can be generalized; thanks 
to the use of MIH protocol. 
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Abstract - The designs of wireless networks are constantly 

challenged by the ever changing network configurations due 

to node mobility in addition to propagation impairments and 

interference in wireless channels. In order to meet these 

challenges, networking solutions should incorporate 

distributed intelligence that enables network nodes to 

autonomously adapt to changes in networking environments 

and network configurations. By propagating mobile agents 

(software codes)   to mobile nodes for execution and allowing 

them to spawn new agents for propagation to other nodes, 

mobile agents can provide an effective solution for these 

challenges. The existing wireless network management 

schemes follow a centralized approach and the process of 

data gathering and analysis usually involves huge transfer of 

management data. Consequently, this generates congestion in 

the area around management stations and it causes lack of 

scalability. There is the need to have a model for distributed 

and intelligent network management. Additionally, wireless 

connections can be lost or degraded by mobility. The mobile 

agent technology offers very promising solution to this 

problem.  Mobile agents can analyze data and make decisions 

in order to preserve the reliability and quality of service in the 

wireless network. 

Keywords: mobile and intelligent agents, mobile networks, 

load balancing, congestion.  

 

1 Introduction 

Mobile agents are computer program or software 

components characterized by autonomy (ability to act on their 

own), reactiveness (to process external events), pro-activeness 

(to reach goals), co-operation (to efficiently and effectively 

solve tasks), adaptation (to learn by experience) and mobility 

(migration to new places). This paper describes the 

applications of autonomous mobile agents in distributed 

network management system for improving reliability and 

quality of service (QoS). This research proposes to evaluate 

autonomous mobile agents as one enabling technology for 

active wireless/mobile network management, we highlight 

some key properties of mobile agents which could be 

important for the design of such networks, particularly with 

regard to the anticipated heterogeneity in terms of radio 

technologies and applications and discuss their potential 

advantages for a wireless network scenario. The proposed 

autonomous mobile agent technology is yet to be implemented. 

However, it is work-in-progress. And, from their 

characteristics, we are certain that agents be used to manage 

security issues in a distributed network. 

Mobile agents are computer programs which are 

autonomous and have the ability to learn. They move from one 

node to another and interact with each other, sharing 

information to carry out the desired goals. Mobile agents 

spread intelligence across the network [1], while they are 

traversing the network. The mobility of mobile agents allows 

them to be created, deployed and terminated without 

disrupting the network configuration [2].   Mobile agents are 

capable of migrating across the network and performing 

application-specific tasks like sensor readings, make decisions 

in order to reduce the network traffic and distribute the load 

across the network by using load balancing schemes. 

Telecommunications in today’s world follow certain 

trends which can be structured into different levels, including 

solution areas such as electronic business and mobile business, 

content and services, multi-media and entertainment, internet, 

TV and local area networks where the user is always 

connected to services and content, such as in GPRS and 3G 

communication. These trends are characterized by an 

increased mobile devices, software and humans in the global 

society. However, in order to realize the potential created by 

the technology innovations, some important requirements for 

the next generation of networks need to be satisfied, which 

include: 

 Large bandwidth access to content and services to 

exploit the potential of multimedia. 

 Provide users with added-value and ease of navigation 

through the diverse content and service offerings. 

 Need to be support the user with intelligent interfaces 

over multiple devices, like mobile phones, next 

generation Personal Digital Assistants (PDAs), web pads 

and PCs, etc. 

 Building more security mechanisms into intelligent 

communications 

 Need for network management systems that support 

scalability as networks are become more complex and 

dynamic. 

 

The agent technology in telecommunications promises to 
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be a key vehicle for achieving higher level of communication 

and enabling more intelligence in service provision and 

network management by integrating different services and to 

support improved quality of service. 

In order to fulfill these requirements, the agents need to 

communicate to discover peers, negotiate and co-operate in 

open environments. Most agent systems need to build on an 

interface with a variety of existing and upcoming 

developments and standards at the underlying network systems 

level. Some applications, especially those related to 

multimedia, require guaranteed transmission of data with a 

certain degree of reliability and quality of service in a 

communication network [3].  

One fundamental problem in telecommunication network 

management is load balancing, devoid of overloading and 

traffic congestion in networks, even when most of the network 

nodes are not used to full capacity [4]. The mechanism of the 

mobile agent is based on the load balancing method in which 

no router is left idle or overloaded and allows a network to 

utilize its capacity to the maximum. Quality of service method 

allows for better use of the existing network infrastructure, 

improves service to the end users and reduces the cost of 

providing these services. The main purpose of quality of 

service is to dedicate bandwidth and such like parameters to 

meet latency within the network required by some of the real 

time applications and for recovering degradation in network 

quality of service [5]. This paper is structured as follows:  

section 1, introduces the paper and the application of mobile 

agents in providing security in wireless networks, section 2 

provides a brief overview of the related work on the 

application of mobile agent technology in network 

management. In section 3, we discuss mobile agent technology 

and some of its key characteristics and potential applications 

in the telecommunications industry. Section 4 highlights some 

advantages of mobile agents. Section 5 concludes this paper. 

 

2 Related work 

Extensive research work has been done over the past 

years, on mobile agent implementation for network 

management. There are several threads of research that have 

used mobile agents in telecommunications networks to 

manage connectivity and load balancing; some of these are 

highlighted below. 

 The project Mobile Intelligent Agents for the 

Management of the Information infrastructure (MIAMI) 

[6] has the objective of examining the applicability of 

mobile agents to a network and has defined a case study 

and associated environment, which will allow co-

operating customers to dynamically form virtual 

enterprises for providing services to end-users. The 

virtual enterprise makes use of services offered by an 

active virtual pipe provider, a business role similar to 

telecommunication management network value added 

service provider or telecommunication information 

networking architecture retailer. 

 Decentralizing control and intelligence in network 

management [7] is a research in which network 

management is seen as capable of scripting and 

delegating agents to remote sites where they are 

incorporated into local network management programs 

and are used for intelligent tasks such as managing 

information based filtering. This application brings 

mobile agents into network monitoring and network 

control. Indeed, facilitating the migration or traversal of 

mobile agents in a telecommunication network and 

allowing asynchronous and cooperative processing of 

tasks and specialization of services. 

 Current network management systems such as Simple 

Network Management Protocol (SNMP) for data 

networks [8], and Common Management Information 

Protocol (CMIP) for telecommunication network [9], are 

typically designed according to a centralized model, 

which are characterized by lack of distributed operation, 

low degree of flexibility, re-configurability, efficiency, 

scalability and fault tolerance [10]. They also require 

network administrator to make real-time decisions and 

find solutions for the series of problems in the network. 

These network managements deal only with data 

gathering and reporting methods, which in general 

involves substantial transmission of management data. 

This consumes a high bandwidth in the system, causing 

considerable strain in the network [11]. 

 

These management activities are limited since they 

cannot do intelligent processing such as judgment, forecasting, 

decision making, analyzing data and make positive efforts to 

maintain quality of service. Therefore, there is need for 

distributed of management intelligence by using mobile agent 

to overcome the limitations of centralized management. 

 

3 Intelligent agents 

An intelligent agent is a computer system, residing in 

some environment that is capable of flexible, autonomous 

action in order to meet its design objectives [12]. A multi-

agent system is a dynamic federation of software agents that 

are coupled through shared environments, goals or plans that 

cooperates and coordinates their actions [13]. It is this ability 

to communicate, coordinate and cooperate that makes agents 

and multi agent systems a worthwhile concept in computing 

and attractive when it comes to tackling some of the 

requirements in next-generation telecommunications systems. 

Mobile agents or intelligent agents are software agents 

that are capable of migrating between multiple hosts to carry 

out computations on different hosts, following an itinerary. 

Mobile agents can travel in a network following their itinerary 

carrying logic and data to perform a set of management tasks 

at each of the visited nodes in order to meet their designed 

objectives. Mobile agents allow the transformation of current 

networks into remotely programmable platforms. Mobile 

agents are powerful software interaction model that let a 

program to be moved between hosts for remote execution. 

They are solutions for managing distributed networks [14]. 
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The primary goal of using mobile agents in management of 

telecommunication network is to reduce the network traffic by 

using load balancing and building scalable and reliable 

distributed network management system 

Intelligent agents are software components characterized 

by autonomy (ability to act on their own), reactiveness (to 

process events), proactiveness (to reach goals), cooperation 

(to efficiently and effectively solve tasks), adaptation (to learn 

by experience) and mobility (migration to new places). The 

real strength of an agent is based on the community of multi 

agent system and the negotiating mechanisms and 

coordinating facilities. A multi agent system is a dynamic 

group of software agents, coupled by common environments, 

goals or plans, which cooperate with each other to coordinate 

their actions [14]. Applications requiring distributed 

computing are better supported by multi agent systems, since 

agents can be designed as fine-grained autonomous 

components acting in parallel. However, to support multi 

agent systems, an appropriate environment has to be 

supported, an infrastructure has to be established specifying 

communication and interaction protocols, which is open and 

not centralized, and contains agents which are autonomous, 

adaptive and cooperative.  

 

Some specific properties of agents include the following: 

 

Agent Mobility: is the capability of transporting objects which 

include code and state to a network element. Software 

agents can be static or mobile. Stationary agents remain 

resident on a single system during their execution 

lifetime; mobile agents on the other hand, have the 

ability to migrate from one system in a network to 

another during their execution lifetime. Mobile agents 

are able to suspend execution on one platform and move 

to another and resume execution.  

Agent autonomy and intelligence: this is the capability of 

autonomous decisions particularly as a reaction to events 

in the network. In the context of networking, autonomy 

and intelligence are interconnected. Giving an agent a 

great degree of autonomy and intelligence may also 

increase the risk of damage in the event of a malfunction 

or when such an agent is used for an attack. 

Mobile agent Implementation: The implementation of an agent 

is the code it uses to execute. It is important that an 

agent’s implementation should be both executable at the 

destination host and also be safe for the host to execute 

in such a way that ensures, the confidentiality, integrity 

and availability of the host, its data and services. In a 

realistic scenario, the prototype of a mobile agent could 

be implemented using the Java Development Kit, 

including the platform JADE (Java Agent Development 

Framework) 3.7 which is a software framework that 

simplifies the implementation of multi-agent systems 

[15]. The agent platform can be distributed by moving 

agents from one host to another. Once implemented, 

mobile agents operate directly at the hosts at which 

actions are taken, this makes their reaction time faster 

than a system where actions are taken by a central 

controller. In other words, mobile agents can be 

dispatched from a central controller to monitor the 

network activities of interest, making them to respond to 

changes in the execution environment at the destination 

host in real-time. The distributive nature of the mobile 

agent network enables the network administrator to 

effectively monitor the trend of traffic flow in the 

network to assess network performance and identify 

unusual conditions. The analysis of data can be achieved 

from the management information base, which preserves 

various data objects for network management. 

Potential Wireless Applications of Mobile Agents: Several 

mobile agent researchers have proposed to use mobile 

agents in various wireless applications.  

 

The following applications can be potentially deployed 

more efficiently using mobile agents.  

 Information Retrieval: The most prominent application 

of the mobile agents is in distributed information 

retrieval. The information available on Internet is 

exponentially growing. In addition, the information is 

widely distributed. The information that can be retrieved 

using a search engine has its own limitations. For 

example, the use of traditional methods of 

communication can result in significant overhead both in 

terms of wireless bandwidth consumption and latency. 

The deployment of mobile agent technology can 

significantly improve the applications performance 

because of the ability of mobile agents to roam 

autonomously in the network until the information is 

gathered and hence no need for intermittent 

communication through the wireless channel [16].   

 Filtering Data Streams: The second prominent 

application of mobile agents is in filtering the bulk of 

resulting data to return only what is relevant to the 

mobile user. Clearly, the agent avoids the transmission of 

unnecessary data, but does require the transmission of 

agent code from client to server. If the agent code is 

precisely sent, a great saving of bandwidth and time can 

be attained. 

 Distributed management of mobile networks: Mobile 

agents have become an interesting method to exploit 

synergies between current research on network 

management and agent-related research. While network 

management looks for the new ways to overcome the 

limitations of current client-server technology, mobile 

agent and peers computing provide technologies and 

architectures to enable decentralized, peer-to-peer 

communication.  Existing network management systems 

basically use the client/server method for their 

functionalities; these systems suffer from poor scalability 

due to the increase in the amount of communication and 

generate too much traffic in the network and the number 

of failures in nodes and channels. For proper network 

management, network administrators need to locally 

observe and control components on multiple nodes in the 
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system. The traditional network management architecture 

is inefficient, expensive and difficult to change. Hence, 

the need to increase the level of the automation for 

improving the effectiveness of management operations 

and reducing the cost [17]. Thus, there is a need to 

employ mobile agents as an autonomous entity in the 

network management and to transfer the administration 

tasks to the agents. In this situation, the network 

management tasks and computational load are distributed 

instead of being centralized towards and on the manager 

host. One important goal of the network management is 

to have a balanced and reliable network loading such that 

connections in the networks can be established quickly 

without noise, or several trails. An important function in 

the area of network management is performance 

measurement, which involves gathering statistical 

information about network traffic, methods to reduce and 

present data. The use of decentralization in this kind of 

applications potentially solves most of the problems 

associated with centralized client/server solutions. Hence 

applications can be more scalable, more robust, can be 

easily upgraded or customized and they reduce the traffic 

in the network. 

 

Mobile agents allow the transformation of current 

networks into remotely programmable platforms. Mobile 

agents are a powerful software interaction model that let a 

program be moved between hosts for remote execution. They 

are basically solutions for managing distributed networks. The 

concept of remote programming using mobile agents is 

considered as an alternative to the traditional client-server 

programming based on the remote procedure call or the static 

distributed object paradigm [18]. In a distributed network, the 

network operator monitors the trend of network flow to assess 

network performance and identify unusual conditions. The 

analysis of data can be achieved from the management 

information base. Management information base preserves 

various data objects for network management; the information 

in management information base is ordered in clusters and 

maintained in a tree-like structure managing the complex 

network tasks a distributed network environment [19]. 

Network management also aims to organize the network to 

work more efficiently, successfully adjust to changes and react 

to problems such as traffic patterns with ease. 

 

4 Advantages of using mobile agents in 

wireless networks 

Key advantages of using mobile agent technology [1], 

[4] in wireless communication networks include: 

 Distribution of Management Code: Mobile agents 

distribute management code to the Simple Network 

Management Protocol (SNMP) agents by reducing 

bandwidth in wireless network, which is of particular 

importance considering the scarcity of the bandwidth 

resource in wireless communication.  

 Decentralization: Mobile agents effectively decentralize 

network management functions. Mobile agents can 

autonomously, proactively carry out administration tasks 

such as installing and upgrading software, or periodically 

monitoring the network and they also reduce traffic 

needed for management. 

 Dynamically changing network policies: Mobile agents 

can change the rules underlying network management 

from time to time. In current network management 

systems, this is done following a complete, rewrite, 

compile, run cycle, using agents, these adaptations can 

be done dynamically and incrementally, by replacing 

agent or agent functions one at a time. 

 Network Monitoring: Mobile agents are useful for 

supervision for SNMP variables and long-term 

controlling of network elements, especially in wireless 

network as the configuration might change over time. 

 Data collection: Mobile agents deal with huge amount of 

data which they can search, collect, and filter. They can 

be used to process data-intensive requests from network 

element. Here, the agent acts as a “smart query” that 

visits the data and performs the necessary computation 

locally, instead of passing large chunks of data over the 

network. 

 Robustness: Agents can carry out their tasks at least to a 

degree, even if parts of the network are not reachable 

temporarily. This is important in mobile computing, 

where links are expensive and unstable. 

 Re-activeness: Agents can react promptly to local events, 

such as the breakdown of a link. 

As a research, we propose the implementation of 

autonomous mobile agents using the Java Development Kit, 

including the platform JADE (Java Agent Development 

Framework) 3.7 which is a software framework that simplifies 

the implementation of multi-agent systems [15]. The agent 

platform can be distributed by moving agents from one 

machine to another. Once implemented, mobile agents operate 

directly at the hosts, where actions are taken; this makes their 

reaction time faster than a system where actions are taken by a 

central controller to monitor the network activities of interest, 

making them to respond to changes in the execution 

environment at the destination in real-time. The distributive 

nature of the mobile agent network enables the network 

administrator to effectively monitor the trend of traffic flow in 

the network to assess network performance and identify 

unusual conditions. The analysis of data can be achieved from 

the management information base, which preserves various 

data objects for network management. 

 

5 Conclusion 

Network management systems based on the Simple 

Network Management Protocol use more bandwidth and 

create network traffic. They cannot satisfy the various 

requirements of heterogeneous networks, maintain an essential 

level of quality of service and reliability for the end user and 
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multimedia applications. Therefore, mobile agents offer a 

solution of flexibility in management of today’s 

telecommunication networks. Agents are autonomous entities 

and their usage in network monitoring and management can 

over the shortcomings of SNMP by decentralizing network 

monitoring and management. Therefore, in this research, 

network management and agent mobility have been identified 

as two major areas where the deployment of mobile agents 

could be particularly beneficial in wireless communication. 

This paper outlined what is essentially a work-in-

progress report however; it is our conviction that taking into 

account the characteristics and the advantages of using 

autonomous mobile agents, improved network management 

can be achieved. The next phase of the research is to 

implement and test the proposed solution based on 

autonomous mobile agents. 
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Abstract - The Wireless Sensor Network is one of the most 
research focused area in today’s ongoing research work. It 
catches researchers' attention due to its capability of 
deploying anywhere for sensing purpose such as a military
area, power plant etc. One of the research issues in Wireless 
Sensor Network is the mobility of sensor nodes as some of the 
applications require mobile nodes such as health monitory
and machine performance monitoring etc. So mobile node 
based routing brought up new challenges in Wireless Sensor 
Network. Some Researchers have proposed the routing 
protocols based on mobile nodes but some have its own 
assumption that is not feasible for real world implementation 
as it incurs more cost. Others have proposed the protocol by 
keeping extra TDMA time slot, GPS installed on a sensor
node etc. So we have proposed the routing protocol with fixed 
cluster heads for mobile sensor network. This 
protocol increases the lifetime of mobile nodes and reduce the 
time mobile sensor nodes take to join the new cluster head.

Keywords: Mobile wireless sensor network, Routing, Mobile 
Nodes, Cluster, Static Node 

1 Introduction
   Initially the routing protocols designed for sensor 

network are developed considering static sensor nodes as in 
LEACH [1]. But as of now, some applications require mobile 
nodes in wireless sensor network. So researchers are working 
to develop routing protocols considering mobile nodes in the 
network. Some of the routing protocols developed so far that 
considered mobile nodes are LEACH-M[2], LEACH-ME[3], 
CBR-M[4], ECBR-MWSN[5], E2R2[6], 2L-LEACH-M[7], 
FTCP-MWSN[8], LFCP-MWSN[9]. All these protocols 
work on a cluster based wireless sensor network with 
different cluster head selection criteria and different ways to 
deal with the mobile nodes present in the network. The main 
focus of these protocols is to use the limited energy, and the 
packet loss should be less due to mobility, less end to end 
delay, high throughput and so forth. So in this paper we have 
introduced a cluster based routing protocols in which the 
cluster is fixed and cluster head is also fixed as the cluster 
head is a static node with unlimited energy supply and there 
is mobile nodes which joins these cluster heads to transmit 
their data, so the main focus of this paper is to introduce a 
routing protocol which is having a less delay and less amount
of packet loss as 

compared to existing protocols. This paper is organized as 
follows: In section 2, different routing protocols that work for 
Mobile Wireless Sensor Network has been described. And 
section 3 describes the network model for mobile node based 
Wireless Sensor Network. In Section 4, proposed algorithm 
for mobile sensor network is discussed. And we define
conclusion and future work in section 5.

2 Related Work
In LEACH[1], it considered all the nodes as static so does 

not work efficiently in case mobile nodes being introduced in 
sensor network, so the authors proposed M-LEACH[2] 
protocol which selects cluster head based on mobility, 
location, residual energy of node. It also distributes cluster 
head uniformly by dividing sensing area into subareas and it 
is assumed that nodes are being installed with GPS so that 
node’s location can be known. Mobile Node detects that it 
goes out of cluster when it does not receive request from 
cluster head for two consecutive frames of data transmission 
phase and then it sends join request message for registering 
with new cluster head but it considers only mobile sensor 
node and base station is fixed.
LEACH-ME [3] is another advancement to LEACH [1] 
protocol and M-LEACH [2] protocol in which cluster head is 
selected on the basis of no movement of a node or it has less 
relative movement in the cluster. It also includes extra time
slot in TDMA schedule for mobility calculation based on the
number of times node moves from one cluster to another, this 
extra time slot is added in TDMA schedule on the basis of 
slot frequency which depend on node movement in the 
cluster. Here also the node can detect that it goes out of range 
of current cluster head if it does not receive data
requests from cluster head in two consecutive frames of data 
transmission phase and Cluster Head remove the TDMA time 
slot for a mobile node if it does not receive data from a
mobile node in two consecutive time slots.
CBR-M [4] is the cluster based routing for mobile nodes in 
wireless sensor network. In this protocol the work is done to 
reduce packet loss occur in [2]. Cluster Head removes the 
TDMA time slot for a mobile node if it does not receive data 
from a mobile node in its allocated time slot. So cluster 
head rebroadcasts the updated TDMA schedule to the cluster 
members in case node is moved from the cluster. The main 
idea in this protocol is that there should be one cluster free to 
receive packets from the mobile node that goes out of the
cluster and cannot receive data request message from its 
cluster head. The nodes in a sensor network wake up one time 
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slot before the TDMA schedule for it and for the rest of the 
time it is in sleep mode that saves energy of these nodes. 
ECBR-MWSN [5] is advancement in CBR-M [4] protocol in 
terms of energy efficient cluster head selection. 
It selects cluster head based on primary criteria i.e. low 
mobility, high residual energy and secondary criteria i.e. 
distance between node to a base station which is used in case 
of a tie occur after checking primary criteria. 
Another protocol is 2L-LEACH-M [6] which is the 
advancement in LEACH [1] protocol to support mobility and 
result shows that it improves data transfer rate in comparison 
to LEACH [1] protocol in the mobile node scenario. In this 
protocol node are divided into two levels, Level1 is cluster 
head level and Level0 is member level. In this cluster 
member belongs to cluster head nearest to it. Nodes are 
location aware of itself. If the node moves it send the data 
and the new cluster head has no TDMA schedule for this 
node then after finishing current frame cluster head checks 
whether it receives sensed data from any node for which it 
has no time schedule, if it receive data from such a node then 
it include that node in TDMA time schedule.
E2R2[7] routing protocol considers link failure that can occur 
due to the movement of mobile nodes. In this Base Station 
selects two deputy cluster head and one cluster head in each 
cluster. These deputy cluster heads help in cluster 
management in case of link failure. A node that cannot send a 
data to the cluster head due to link failure can send it to 
deputy cluster head and deputy cluster head forwards it to the 
Base Station. Cluster head also keeps TDMA slot for these 
deputy cluster heads which is not being used usually it is not 
only used for sensing purpose but also for cluster 
management. In case of link failure between cluster heads, 
the cluster head can transmit data through its deputy cluster 
head to base station. It has been analyzed that it performs 
better than leach protocol in terms of lifetime and throughput 
of the network is considered.
FTCP-MWSN [8] is energy efficient and fault tolerant 
routing protocol for Mobile wireless sensor network. By this 
protocol we can actually determine that a node is mobile or it 
fails. It considers that all nodes are mobile and there is a high 
probability of a node getting out a cluster and another node 
coming into the cluster. It does not keep extra time slot for 
calculating mobility of sensor node rather the node sends its 
mobility information in the TDMA schedule itself. If the 
node moves out of the cluster at x time interval and same 
node sends join request in x+1 time interval to another cluster 
head then it is declared mobile otherwise node get failed and 
this is calculated by the base station as cluster heads inform 
the Base Station about node ID when it leaves the cluster or it 
enters the cluster. In this protocol sensor node sends a special
packet in case it doesn’t have data to send and saving the 
energy in this way. So there is no false detection of the
mobile node as the failed node.
LFCP-MWSN[9] is similar to FTCP-MWSN[8] in terms of 
fault tolerance but it also introduces anchor nodes for 
calculation of location rather than any GPS installation on 

sensor nodes. Anchor nodes send its location to mobile nodes 
so that it can calculate its current position. It reduces energy 
consumption and end to end delay as compared to M-
LEACH[2] and LEACH-ME[3]. 

2.1 Important Factors in Mobile Wireless 
Sensor Network

A. Energy-Efficiency: Protocols should not have the 
high computation overhead and always consume less 
energy to increase the network lifetime.

B. Less end to end delay: There should be less delay in 
passing the data information forward to the Base 
Station.

C. Less packet loss: Packet loss occurs due to the 
mobile node should be minimized by the approach.

D. Link management: In case of link failure due to 
mobility of node the alternate route is to be selected 
dynamically.

E. Cluster Head Selection: Appropriate cluster head 
selection is important such that nodes in a cluster do
not consume more energy to send data to cluster 
head.

F. Location Aware: Base Station cannot
communicate with a sensor node if it does not 
know the location of the node. So location 
awareness is necessary in case of mobile nodes.

3 Network Model

Fig1: Network Model of Mobile Sensor Network

In the network model described in figure 1, I have considered 
static and mobile nodes in the network and static nodes for 
the purpose of becoming a cluster head which is fixed 
because these nodes’s batteries can be recharged if needed. 
Mobile nodes with homogeneous mobility in the network are 
for the purpose of data transmission based on their TDMA
schedule to the cluster head. So here we have considered the 
routing in mobile sensor networks where the cluster head is 
fixed and it is suitable for the application where the supply of
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electricity is possible like in industries, houses and 
workplaces.

4 Proposed Scheme

Fig 2: Working Model of MWSN
After deployment of the sensor nodes accordingly then setup 
phase takes place to make clusters and Cluster Heads so that 
data transmission can be done. In this approach there is a 
fixed cluster and fixed cluster heads.

4.1 Algorithms:
4.1.1 For Fixed Clustering and Set Up

1. BaseStation broadcasts --> { Nodes_ IDs,Initial Energy, 
CH location} 

2.  BS --> (CH, Cluster Area) 
3.  for i<-1 to No. of Nodes 
4.    LocalizationProc(Node[i]) 
5.    CH Broadcast RegistrationReq 
6.   for each cluster j do 
7.  if (Position[Node[i]] belongs to Cluster      

Area[ClusterID[j]]andRecvMsg[Node(i)]) then 
8.            Node[i] <- ClusterID[j] 
9.          endif 
10. end for 
11. for j<-1 to No. of Cluster Heads 
12.  for i<-1 to No. of Mobile nodes  sent registration 

Message 
13.          CHj make TDMA schedule for the mobile nodesi
14.    end for 
15.  end for 
16.Cluster  Head  broadcasts --> (TDMA Schedule,Mobile 

Node)

Modification in assigning TDMA slot
Ist Frame: Node will be assigned TDMA schedule based on 
the id distance. Node with Higher Distance will be assigned 
slot first. Because of homogeneous mobile node, chances of 
nodes near the boundary of cluster moving out are higher.
Rest of Frame: Node Distance + Mobility is being checked
We modify the TDMA slot according to the mobility of 
nodes.
1. Nodes are arranged in decreasing order of their distance 
with cluster head.
2. After arranging them, check whether node mobility is 
higher than the average mobility of all nodes then assigned 
the time slot first and rest of the node which have less 

mobility will be assigned in the rest of the time slot with their 
decreasing distance. 

4.1.2 For TDMA Slot Assignment

1. For each node i in cluster j 
       Sort nodes in descending order 
2. If (frame == 1) 

       Assign node in timeslot in this decreasing order 
    Else 

       Calculate Average mobility= Total sum of mobility/n 
where n is no. of nodes in cluster. 

    for i<-1 to n 
      if(nodei[mobility]>Average mobility) 
        Assign Time slot 
3. Assigning timeslot according to descending order. 
4. CH broadcasts TDMA schedule for cluster’s node.

Alive Message: When Node does not receive data requests
from Cluster head then Node sends an Alive Message to it 
which contains the location and node id of that node. The 
node also sends Alive Message in reply to the Status
message. 
Status Message: When Cluster Head does not receive data 
from sensor node then it sends Status Message containing its 
ID, location and node ID of sensor nodes.
Linked Message: This is the message sent by the Cluster 
head to the sensor node in reply to Alive Message.

During Steady State phase in which data transmission has to 
be done following cases arises:
Case 1: If any mobile sensor node does not receive data 
requests in its respective time slot, after waiting for half of a 
time slot then that node send alive message to cluster head. In 
reply to it Cluster head has to reply Linked message. If the
sensor node does not receive Linked message then it assumes 
that it moves out of the cluster and start sending a join 
request.
Case 2: If Cluster Head does not receive data or the alive 
message up to half of time slot then after sending data 
request, it sends a status message for getting information of 
sensor node if it is there. Otherwise if Cluster Head does not 
get any reply from sensor node then it assume that the node 
moves out of the cluster.
Case 3: If any mobile sensor node does not receive ACK 
after sending data. Then node just remains active up to next 
time slot to check whether it is in cluster if it receive a data 
request by the cluster head to another node then it recognizes 
that it is still present in cluster so no need to send join 
request.
Case 4: In case the node does not have any data to send it 
sends the special packet to its cluster head so that cluster head 
able to know that the node does not have any data to send and 
in that phase cluster head can send time slot for the new node.
For Data transmission phase the algorithm proposed in [9] 
has been modified.
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4.1.3 For Data Transmission Phase

1. for each frame f do 
2. for each node j of a cluster k <-t(a timeslot) do 
3. if(node[k][j] has an sensed event and received data request 

then 
      node[k][j] sends data to CH 

Evaluate DataEnergyConsumption[k][j], ReceivedEnergy    
of CH[k] 

      CH sends ACK to node [k][j] 
   else 
      node[k][j] sends a special packet to CH 

Evaluate Special Energy Consumption[k][j], Recive
Energy of CH[k] 

       CH sends ACK to node[k][j] 
4. if node[k][j] does not receive data req from  CH[k] 
       Then Send Alive Message to CH[k] before the half time 

of slot; if no reply 
           ++CountMobFactor[node[k][j]] 
            Localize[CountLoc[k]++] <- ID[node[k][j]] 
            Start broadcasting Join Request 
5.  if CH not receive data/special from node[k][j] or Alive 

Message even at half time then 
         Send status message to node[k][j] and if no reply 
            delete node[k][j] and timeslot of node[k][j] 
            notify BS about node[k][j] sending MOVED-Node(j) 
6. if node[k][j] not receive ACK from CH then 
       Remain Wake up for next slot 
7. if receive data request of another node 
         wakeup during assigned time slot in next data   frame. 
   else 
         ++CountMobFactor[node[k][j]] 
         Localize[CountLoc[k]++] <- ID[node[k][j]] 
         Broadcast JOIN-REQUEST 
         CH within shortest communication range replies with 

ACK-JOIN and notify BS the ID   of node[k][j] .
  if BS receives ID for node[k][j] in two frames  then 

         mark node[k][j] as a moved-node 
    else if BS receives not receives ID in two frames
         mark node[k][j] as failed //fault tolerance  

end for //each node 
8. CH[k]aggregates Data and Sends to BS 
10. for i<-1 to countLoc[k] do 
          LocalizationProc(Localize[i]) 
     end for 
    end for frame 
11. Calculate CHEnergyConsumption[k] 
12. if CH not receive data from the node where 

CountMobFactor<Average MobFactor 
           then TDMA slot modification and  broadcasts. 
    else 
      Start another frame. 

Localization Procedure is done using Mobile Anchor Nodes 
as in [9].

5 Conclusions
So in this paper we have proposed the routing protocols that 
supported the wireless sensor network having mobile nodes 
that can move out of the cluster. The work has been carried 
out for the improvement of the existing protocol. Delay is the 
importance factor of data transmission, so in this work we 
have considered delay as a prime factor and proposed an 
algorithm to reduce the delay and packet loss. So in the future 
work we will add mobility of cluster head in the proposed 
protocol with simulation results.
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Abstract— In this paper, we aim to design a Tele-Control 

system for the closed-loop control system. Tele-Control system 

consists of control plant, controller, feedforward channel and 

feedback channel in the closed-loop control system. Feedforward 

channel is located between controller and control plant and 

feedback channel, respectively. Basically, channels would be a 

multipath channel due to the propagated wave reflections. 

Therefore, undesired signal will be observed due to multipath 

channel. Thus in Wireless Tele-Control system, in order to 

design a suitable controller for the closed-loop system, we have 

to consider not only the control plant but also the feedforward 

channel and feedback channel. In other words we design the 

controller corresponding to the open-loop system. Additionally, 

if there is an uncertainty in plant, there would be a huge error in 

system or even would be unstable, since feedback controller 

designed corresponding to plant. Thus, we implement 

feedforward controller to overcome the uncertainty issues. 

Moreover, the effects of channels are reduced after equalization 

by FIR(Finite Impulse Response)filter. The stability and 

performance of the closed-loop system can be evaluated by step 

response. The control plant is set to be an unstable single input 

and single output system. Eventually, in conclusion we discussed 

about the performance and stability of Tele-Control system 

considering uncertainty that joint controller of feedforward and 

feedback could enhanced the performance and maintain 

stability. 

 

Keywords: Tele-Control System, Multipath Channel, 

Equalization, PID Controller, Time Lag 

 

 

1 Introduction 
 

The utilization of Tele-Control system is one of the 

significant issues in the servo systems. Especially, when 

system requires control in distant. The advantage of 

Tele-Control System is that we can realize servo systems to 

be managed and observed it’s behaviors from distant and for 

maintenance of controller since controller is located in 

observation center. Let us clarify the Tele-Control system. 

Basically, in Tele-Control system they are always two 

channel. One is the feedforward channel to send the optimal 

or compensated input to the control plant and the other one is 

the feedback channel since output signal should be sent to the 

controller side in order to calculate the error and to minimize 

it. So, these channels are disadvantages of utilization of 

Tele-Control system. First of all due to the usage of 

communication system in the closed-loop system we would 

have some impairment such as phase noise, Doppler effects, 

frequency offset, delays and attenuations. The mentioned 

impairment can be solved by implanting the system that has 

high function capabilities. Therefore, phase noise, Doppler 

effects, frequency offset can be repaired by installing the 

advanced function capability. However, the received signal 

should be equalized to get the original information from 

sender. Therefore, in order to get the exact data from sender 

we have to equalize the received signal. The received signal 

may be distracted by the multipath channel. Multipath 

channel effect occurs concerning the circumstances of the 

environment of control plant. In other words, multipath 

channel is inclusion of accumulated delayed and attenuated 

direct path signal. Even though sender has sent the original 

signal but in receiver side we will have distracted signal by 

the multipath channel. Thus equalization of signal is required 

in receiver side. For equalization, first we have to compose 

the replica of the unknown channel. The composition of the 

replica channel of the unknown channel can be done by FIR 

adaptive filter. However, the composition of the replica 

channel is not sufficient. We have to realize the inverse 

system of replica Channel. Therefore, the inverse channel is 
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realized after the receiving the distracted signal. This has role 

of equalizing the received signal. These kinds of process 

should be implemented in two different stages. One is in the 

feedforward side of the receiver and the other one in the 

feedback part of the receiver since we have round trip 

multipath channel in the closed-loop system. After realizing 

the equalizer, implementation can be done in the closed-loop 

system. Furthermore, practically in plant there is uncertainty 

constantly. Thus, feedforward controller is implemented in 

wireless Tele-Control system. The approached method 

feedforward controller is model matching method. By Model 

matching method free parameters is tuned to stabilize the 

closed loop system and enhance the performance, 

simultaneously. In the next chapter more details of wirelss 

Tele-Control system and joint controller of feedback and 

feedforward are explained. 

 

2 Design of Feedback Controller for an Unstable 

System 

 
In this chapter we introduce briefly design of an unstable 

system in order to stabilize the closed loop system. First of all 

let us consider a plant which is that
ps
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 for a >0 . A 

basic feedback controller can be considered as 
cs
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K


   

that set (a, b, c) are tuned to make the closed loop system 

internally stable. 

The following conditions should be satisfied to maintain 

internal stability and performance enhancement of the closed 

loop system. 

 

(1)- If and only if the real part of solutions of characteristic 

equation are less than zero. 

Characteristic equation: 0)(2  bspcacs  .  

To satisfy condition (1) a should be greater than pc. That 

maked a/c >P which c>0 and b>0 as well. 

Then the solution (pole of the closed loop) is   
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(2)- Frequency response of Sesitivity function S(jω) should 

contain following specification.  

 ωb : Band width frequency  

For ω < ωb  | S(jω) | << 0 [dB] 

For ω > ωb  | S(jω) | ≃ 0 [dB] 

The above condition described that when for sensitivity in the 

low frequencies it has small gain most of interferences and 

disturbances with direct current component charactresitc that 

can affect as external disturbances are not influenced the 

closed loop system. For high frequency domain it is desirable 

to maintain 0 [dB] to reduce the trackoing error. 

(3)- Frequency response of Complementary sensitivity 

function T(jω) should contain following specification. 

For ω < ωb  | T(jω) | ≃ 0 [dB] 

For ω > ωb  | T(jω) | << 0 [dB] 

The above condition described that when for Complementary 

sensitivy in the low frequencies it nearly equal to 0 [dB] that 

means for reference signal that contains direct current 

componenet, it would become almost same in the output of 

plant that is desiable. For high frequencies it is desirable to 

drop to small gain since it can reduce the affect of feedback 

noise and plant uncertainty. 

(4)- Frequency response of open loop function G(jω)K(jω) 

should contain following specification. 

ωc: Cross frequency 

For ω < ωc  | G(jω)K(jω)  | >> 0 [dB] 

For ω > ωc  | G(jω)K(jω) | << 0 [dB] 

The above condition describes that when open loop in low 

frequency domain contain big gain that it can enhance the 

performances and when it is in high ferqnecies it should be 

small gain to reduce the uncertainty of plant and 

disturbances.Here is an example of the described conditions. 
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Fig.1 Specification of desired frequency response 

 
Fig.2 Specification of desired step response 

 

As there are shown in the above figures, Fig.1 shows the 

desired frequency response of sensitivity, complementary 

sensitivity function and open loop, respectively. It is obvious 

that when frequency increase open loop and complementary 

sensitivity function overlapping each other. This matter can 

be confirmed mathematically. 
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As it is obviously shown on above equation, open loop has 

significant influence on the closed loop stability and 

performances. Therefore, controller design should be done by 

acquiring the plant characteristic and frequency response. 

However, in actual and practical cases, there would be 

parameters perturbation in plant and uncertainty always 

presents. Thus, a control scheme should overcome the 

uncertainty problem when design a controller. Next chapter 

joint system of feedforward and feedback control is 

introduced. 

 

3 Design of Feedforward Controller based on 

Model Matching method. 

 
In the most of practical cases actual plant differs from the 

theoretical modeled plant due to environmental and physical 

condition. As well there would be a difference between actual 

model and theoretical model plant by linearization. These 

kind of uncalculated part, linearized part and perturbation of 

parameters considered as uncertainty. Uncertainty can 

affected the stability of closed loop system severely. Even 

though closed loop system is internally stable, however, 

uncertainty may degrade the performance of system. To 

overcome these problems, as we have discussed in the 

previous chapter, by decreasing the gain of open loop in high 

frequency domain, it can cover the uncertainty affects. 

However, to satisfy the necessity when uncertainty is larger 

than a definite value then feedback is not sufficient. Therefore, 

in order to sufficiently satisfy the open loop desired frequency 

response, model matching is implemented as feedforward 

controller. In the below figure model matching controller is 

implemented as feedforward controller. 
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Fig. 3 Joint system of feedback and feedforwad controller 

 

From the above figure, we obtain the sensitivity, 

complementary sensitivity and open loop transfer function, 

respectively. 
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Feedforward controller can be designed based on inverted 

estimated plant and propering filter in casced process. The 

objective of implementation of propering filter Q(s) is to 

make feedforward controller proper since inverted estimated 

plant  may be an improper system. Thus, Q(s) considered as 

a free parameterization of feedforward controleller. 
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 It is significant that performance of system can be improved 

by tuning pre-filter when small gain theorem is satisfied. 
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 Now let us verfy the previous example by implementing 

feedforward controller.  
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Fig.4 Specification of frequency response of joint system of 

FF and FB controller 

 

 
Fig.5 Comparison of step response with joint system of 

feedback and feedforward controller with feedback controller 

 
Fig.6 Stability condition of system containing uncertainty
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4  Tele-Control System 
 

So far we have discussed about the process of design the 

controller for combined system of feedforward and feedback 

controller. Next let us define Tele-Control System as follows. 

Following figure shows the structure of Tele-Control 

system. 

 
Fig. 7 Tele-Control System 

 

Here H is Multipath channeland ur,yr are received input and 

received output signal, respectively. Through Fig.6, we can 

get the closed-loop system’s transfer function according to 

following equations. 

PHKey 
              

(1) 

Hyre 
               

(2) 

Afterward we get the transfer function between r and y 

which iscomplementary sensitivitytransfer function as 

follows. 

PHKry
H


            

(3) 

Where, 
21

1

PKH
H


  stands for sensitivity transfer 

function which is from r to e. As we can see in sensitivity 

function of the closed-loop system, it has been involved with 

Channel’s square. Our proposed method is to reduce the 

effect of the channel in the sensitivity function. The 

proposed method has shown in following Fig. 7.  

 

Fig. 8 Configuration of the proposed method 

Here, ye, ue and 1ˆ H stand for the equalized input signal, 

equalized output signal and Equalizer, respectively. Ĥ

itself is the replica channel of H that is estimated with 

adaptive filter. However, before getting starting the 

proposed method let us see how we can design a controller 

for Tele-control system without considering channel 

equalizer.

            

021 PH                  (4).

 

Here Multipath channel’s model can be express as follows. 
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L is Time-Delay and i is the number of taps. In next 

chapter Multipath channel will be introduced in details.  

The polar Expression of Multipath channel is: 

)()()()(  


 
jHjejHjH

i

ijL
eijH . 

Where,    

22

sincos)(




























 

i

ii

i

ii LLjH  

   






































 

 


i
iLi

i
iLi

jH
c o s

s i n
1t a n)(

. 

As it is clear in the above characteristic equation, the 

stability of system can be determined by solution of 

equation (4). Thus let us see, what if we have multipath 

channel and a stable pole.  
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Fig.9 solution of characteristic equation with stable pole 

considering round trip multipath channel 

 

Figure 9 shows the plotted curve of real and imaginary part 

of 1+PH
2
(
 
for s=σ +jω), respectively. Nodes between red 

and blue curves are the solutions of characteristic equation.
 

As it is clear even though plant is stable, multipath channel 

can shift the stable pole to unstable region (Right half 

plane). Thus, multipath channel not only degrade the 

performances but also it may cause the instability of 

system. Next chapter will introduced the reduction of 

multipath channel effects on control system. 

 

5 Reduction of Multipath Channel Effects in 

Closed-Loop System 

 
As we have discussed previously, existence of the 

multipath channel make the system unstable. Therefore, 
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somehow the multipath channel should be eliminated in 

order to get rid of the instability. Thus, equalizer is 

required in the receiver side of the plant for the 

feedforward multipath channel and another equalizer is 

required in the controller side for feedback multipath 

channel. By implementation of the equalizer we can reduce 

the effect of the multipath channel. However, before 

equalizing the received signal estimation of multipath 

channel is required. Estimation of multipath channel can be 

done by adaptive filter. After reconstructing the replica of 

multipath channel, inversion of the replica channel should 

be implemented in cascade to vanish the multipath channel. 

In following figure the process of the proposed system is 

indicated in detail. Assume that Hff=Hfb=H then we have 

PeHKHy 1ˆ                  (5) 

 

          
yHHre 1ˆ                   (6) 

 

Afterward, we have as follows. 

 
r

HHPK

KHPH
y

2
1ˆ1

1ˆ






           

(7) 

 

That 

 21ˆ1

1

 HHPK

 is the sensitivity function of the  

proposed method. Here, if and only if when HH ˆ , then 

we would obtain equation (12) that is identical to the 

conventional feedback control system. However, this does 

not happen since replica channel cannot realize the precise 

characteristic of multipath channel. Nevertheless, we can 

reduce the effects of the multipath channel. So this makes 

the closed-loop system stable. However, performance is 

going to be degraded anyhow. 

 

 

Fig. 10. Configuration of the proposed method in detail 

 

6 Combination of Feedforward and Feedback 
Controller with Channel Equalizer  

 
As it is known feedback controller is utilized for 

compensation of error signal which is to modify the 
deviated output signal with respect to commanded signal 
(reference signal) and enhancement of performances of the 
closed-loop system. Moreover, it is required to guarantee 
the internal stability. So, it has been used for several 
purposes to realize a suitable and desirable control system. 
However, for the plant that is aimed to be controlled, there 
is uncertainty. Uncertainty caused by several factors such 
as the parameter fluctuation of plant’s physical model, 
plant’s linearization, un-modeled part of plant and so on. If 
uncertainty of the plant is omitted or it is not considered 
during the controller design, then we would have a 
degraded performance or even instability circumstances in 
the result. Thus, controller should be designed 
corresponding to the actual plant which includes 
uncertainty. One of the suggested schemes to overcome the 
uncertainty issue is the joint of feedforward controller with 
feedback controller. Feedforward controller has the roll to 
enhance the performances of the closed-loop system 
considering the plant uncertainty. Following block diagram 
shows the joint of feedforward and feedback controller. 

 
Fig.11 Combination of Feedforward and Feedback Controller in Tele-Control System with Equalizer
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7  Adaptive Filters 
 

An adaptive algorithm [6]is a set of recursive equations 

used to adjust the weight vector of replica multipath 

channel H automatically to minimize the effect of  

multipath channel in sensitivity function. Such that the 

weight vector converges iteratively to the optimum 

solution that corresponds to the bottom of the 

performance surface. The Least- Mean- Square (LMS) 

algorithm is the most widley used among various 

adaptive algorithm. The derivation of updated weight 

vector of LMS algorithm can be shown as follows. Here 

the adaptation done in time domain so we consider the 

h(n) as the imverse Laplace trasfer of H(s). As well for 

)(ˆ nh  is the inverse Laplace transfer of Ĥ (s). Before 

getting start the calculation, let us define the error signal 

in the adaptive filter ef(n). 

)(*)(ˆ)(*)()( nunhnunhne ef         (8) 

According to stochastic gradient algorithm, we would 

have as follows. Here n and i are iteration and filter’s tap 

number, respectively. 
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Eventually, we obtain the following equation. 

)()(2)(ˆ)1(ˆ in
T
e

un
f

enihnih       (9) 

where μ is the step size or convergence factor that 

determines the stability and the convergence rate ofthe 

algorithm. 

In the case of Normalized LMS [7], the LMS algorithm 

normalizes the step size with respect to the input signal 

power. 

 

8 Simulation and Results 

In order to evaluate the perforamnce and stability of the 

proposed method, we have simulated based on follwing 

condition.
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Fig.12 Comparison of proposed method (combined FF and FB with EQ) 
and without EQ 

 

As it is clear in fig.12 system without equalizer becomes 

unstable due to channels existence. Thus, implementation 

of equalizer is implemented to stabilize the c,losed loop 

system. Moreover, combined feeforward and feedback 

controller enhance the performance of closed loop system 

even system contains uncertanity in plant. 
 

9 Conclusion  
 

In this paper we have proposed to implement equalizer 

in Tele-control system in order to get rid of instability and 

performance degdration of the closed-loop system which 

cuased by multipath channel. As a result the closed-loop 

system is asysmptoticaly stable. Moreover, combination 

of feedforward control and feedback control is propsed to 

enhance the performanmce when plant contains 

uncertanity. As a future wrok, in order to enhance the 

perofmance, more fast adaptive filter should be 

considered. Thus, improvement of adaptive filter is one of 

the significant future works. 
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Abstract— In this paper composite mobile environments,

modeled by overlap service areas are taken for performance

analysis of a wireless multiple channel link. The accurately

approximated Gamma distributions is used to obtain ana-

lytical expressions for performance metrics such as average

real-time miss rate and outage probability. The equivalent

probability distribution function of client request to channel

hopping is approximated. In the analysis multiple channel

model based on currently transmitting is considered over in-

dependent and not identically distributed wireless channels.

In addition the performance of currently transmitting is com-

pared with the mobile user mobility. The numerical results

are validated by Monte-Carlo simulations. It is shown that

for broadcasting real-time data placement, this contribution

is very useful and efficient for exact performance analysis

and design of wireless multi-channel links.

Keywords:Wireless Multi-Channel, Real-time Miss Rate, Broad-
cast Real-Time Data Placement,Monte-Carlo simulation

1. Introduction
Wireless transmission in wireless networks have been

researched in the recent period due to its advantages over
traditional networks in terms of deployment and scalability.
Broadcast delivery [1] has been proposed and proven to be
an efficient way of disseminating data to the mobile client
population. This is due to the asymmetric nature of wire-
less communication, i.e., the downlink bandwidth is much
higher than the uplink bandwidth. Associated with broadcast
delivery is the problem of how to schedule the broadcasting
of the requests to minimize the wait time of the clients.
The wait time is also referred to as mean data access time,
which is the average amount of time from the arrival of a
request, to the time that the requested page is broadcast. With
broadcasting, the server can satisfy all pending requests on
a data item simultaneously, thus, eliminating the potentially
very large overhead of data requests, and saving both the
wireless bandwidth and a mobile client’s battery energy.

Another feature is that it greatly increases the scalability
of the broadcast system by keeping the server from being
swamped with data requests.

With the rapid growth of time-constraint information
services and business-oriented applications, there is an in-
creasing demand to support quality of service (QoS) in
mobile environments. In many situations, user requests are
associated with time constraints as a measure of QoS. These
constraints can be imposed either by the users or the appli-
cations. For example, the timing of buying/selling stocks
for a stock holder is very crucial. If the stock information
cannot reach a stock holder in time, the information might
become useless. For another example, the information about
traffic congestion that is caused by a traffic control should
also reach a mobile client heading toward this direction
timely. If a client receives such information early enough, the
client is able to react accordingly to avoid the traffic jam.
The value of the information would degrade significantly
when the client gets closer to the spot of the control.
With data broadcasting approach a broadcast server can
serve many mobile clients simultaneously. Therefore, data
broadcasting is usually adopted for disseminating data in
mobile computing environments.

Most of the related current research focuses on a data
broadcasting approach, where the transmission of data is
done without considering the data items with time con-
straints. In this study, we present an on-line scheduling
algorithm to maximize the total number of satisfied users in
asymmetric communication environments with time require-
ments. This is achieved by means of dynamic adaptation of
the broadcast program to the needs of the users, taking into
account the bandwidth constraints inherent in asymmetric
communication environments and the deadline requirements
of the user requests. The goal of our research is to study
broadcast scheduling strategies on the multichannel systems
for data broadcast with timing constraints. In such a broad-
casting environment, the goal is to determine how well the
scheduling algorithms ensure that the database server does
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not miss deadlines, instead of minimizing wait time. There
are several scheduling algorithms for multichannel systems
in mobile environments [2]. However, we demonstrate that
traditional well-known algorithms do not always perform the
best in a mobile environment, such as greedy and dynamic
programming, when they are applied with time constraints
on the multichannel systems in a mobile environment. We
propose a model of a multichannel broadcast system for a
simulation analysis and also propose an efficient scheduling
algorithm called dynamic adjustment with time constraint
(DATC).

The remainder of paper is organized as follows: Section
2 briefly describes the preliminary and related work. In Sec-
tion 3 expressions for problem formulation and scheduling
algorithm for real-time data placement. Section 4 provides
performance results and discussion. Finally, in Section 5, we
summarize the conclusions of our studies.

2. Preliminary and Related Work

Scheduling of transactions for real-time databases in a
non-mobile environment is studied extensively in [1]. A real-
time client/server model is considered in which the server
assigns priorities to transactions based on several strategies,
including Earliest Deadline First (EDF) and Least Slack (LS)
first. As its name implies, for EDF the transaction with the
earliest deadline is given the highest priority. For LS, the
slack time is defined as: d − (t + E − P ), where d is the
deadline, t is the current time, E is the execution time and
P is the processor time used thus far. If the slack time is
≥ 0, it means that the transaction can meet its deadline if
it executes without interference. The slack time indicates
how long a transaction can be delayed and still meet its
deadline. The Least Slack LS differs from EDF because
the priority of a transaction depends on the service time
it has received. If a transaction is restarted, its priority will
change. Simulation results show that the EDF is the best
overall policy for real-time database systems in a non-mobile
environment. However, when system loads are high, the LS
and EDF strategies lose their advantage, even over FCFS, as
most transactions are likely to miss their deadlines.

For push-based systems, the longest wait first LWF al-
gorithm has been shown to outperform all other strategies
at minimizing wait time [3]. In LWF, the sum of the total
time that all pending requests for a data item have been
waiting is calculated, and the data item with the largest total
wait time is chosen to broadcast next. However, LWF has
been recognized as expensive to implement. In [4] a strategy,
called requests times wait (RxW), is presented for push-
based systems that makes scheduling decisions based on the
current state of a queue (instead of access probabilities). The
RxW algorithm provides an estimate of the LWF algorithm
by multiplying the number of pending requests for a data
item times the longest request wait time. In general, the

performance of the approximate algorithms has been shown
to be close to LWF.

There has been some research work to consider broadcast-
ing for mobile real-time systems [5]. A push-based protocol
for organizing broadcast disks for real-time applications,
called Adaptive Information Dispersal Algorithm (AIDA). In
this work, the data must be broadcast periodically to satisfy
the timing constraints. The AIDA protocol considers fault-
tolerance and the data items are allocated to the broadcast
disks to minimize the impact of intermittent failures by
utilizing redundancy. AIDA guarantees a lower bound on
the probability of meeting timing constraints. Similar work
addressing fault-tolerant real-time broadcast disks appears in
[2]. In this work, the authors show that designing strategies
for real-time broadcast disks is related to pinwheel schedul-
ing. The authors derived a pinwheel algebra, which utilizes
rules that can be used to construct fault-tolerant real-time
broadcast disks. Their work differs from our work because
we assume that we schedule all data items with time con-
straints using adaptive algorithms under limited bandwidth
to minimize miss rate. In the multichannel broadcast disks
model, the server periodically repeats a computed broadcast
program, based on user access patterns. A broadcast cycle
is defined as one transmission of the periodic broadcast
program. Deadline constraints have been integrated into the
broadcast model in [6]. In order to minimize the total number
of deadlines missed by making the most effective use of the
available bandwidth, scheduling approach has to focus on
critical factors such as access frequency, time constraint, and
bandwidth requirements. In [7], scheduling mechanisms for
broadcasting data that are to minimize the delay incurred by
insufficient channels, but it is reasonable that all clients are
satisfied with an expected time to optimize average access
time.

3. Problem Formulation and Proposed

Method
We now describe a framework to support the push-

based broadcast scheduling problem with time constraints.
In this section, the real-time scheduling problem, system
architecture and solving mechanism are introduced.

3.1 System Architecture

Server side: We assume that there are K channels in
a broadcast area, each channel denoted Ci, 1 ≤ i ≤ K .
A database is made up of N unit-sized items, denoted
dj , 1 ≤ j ≤ N . Each item is broadcast on one of
these channels, so channel Ci broadcasts Ni items,

1 ≤ i ≤ K,
K
∑

i=1

Ni = N . Each channel cyclically broadcasts

its items. Time is slotted into units called ticks. The size of
data item is fixed and equal to one tick. Each data item is
denoted di (idi, ti, pi) by the following parameters[2]:
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• id: identifier of data item.
• ti: relative deadline, i.e. the maximum acceptable delay

for its processing.
• pi: access probability for di.

Requests are for single item and assumed to be exponentially
distributed.
Client side: Each client can require one data item per request
associated with a time constraint. When a client needs a
data item, it first tunes in the broadcast channels to retrieve
the contents of channel. By the information of channels, the
client can determine whether he can get the data item from
the broadcast channels. If the needed data item is in the
broadcast data set, the client tunes in the broadcast channels
and retrieves the desired data item. Otherwise, the client
sends a request to the server via the uplink channel, and
listens to the broadcast channels to retrieve the data pages.

3.2 Problem Formulation

We formulate our problem to make it a resolvable
problem as follows. Given a number of data items N to be
broadcast in multiple broadcast channels K . Each data item
is associated with a time constraint. Every access of a client
is only one data item. Expected delay, wi,is the expected
number of ticks a client must wait for the broadcast of data
item di. Average expected delay is the number of ticks a
client must wait for an average request and is computed as
the sum of all expected delays, multiplied by their access
probabilities:

Average Expected Delay(W ) =

N
∑

i=1

wipi (1)

,where wi is expected delay[8] and pi is access probability
for data item di respectively. With time constraints, a
request for data item di has missed its deadline when
timing fault(expected delay for data item di exceeds its
time constraint ti < W ) occurred at some time slot. The
miss rate of all data items is defined as follows:

Miss Rate =

K
∑

j=1

∑

pi (2)

Our goal is to broadcast all data items with time constraints
on multiple broadcast channels that minimizes the miss rate.

3.3 Design of Algorithm DATC

We provide an algorithm to generate a valid broadcast
program so as to minimize miss-rate. If miss-rate is zero, let
average access time minimized. We formulate our problem
and make appropriate assumptions to make it a resolvable
problem as follows.

Let each item contains two attributes: access probability
and time constraint. Given a database D with its size

Algorithm 1 DATC(int N , int K , float P , int T )
{N : number of items, K: number of channels}
{P : access probabilities, T : time constraints}

Require: N unit sized items ordered by popularity.
Ensure: K partitions to minimize miss-rate.

Measure the priority of data items by definition 3;
Partition_number = 1;
while Partition_number < K do

{Cd
ij is computed as the expected delay of a data item

in a channel of size j − i+ 1}
for each partition k with data items i to j do

for (s = i; s ≤ j; s = s+ 1) do

if ((s = i) or (Local_change > Cd
ij )) then

Local_S = s;
Local_change = Cd

ij ;
end if

if ((k=1)or(Global_change>Local_change)) then

Global_change = Local_change;
Global_S = Local_S;
Best_part = k;

end if

Split partition Best_part at point Global_P;
Partition_number = Partition_number + 1;
for data items on each channel do

Minimize miss rate on each channel;
end for

end for

end for

end while

|D| = N and the number of channels = K , we aim to
allocate each item in D into K channels, such that N items
are cyclically broadcast on multi-channel, the miss rate

can be written as:
K
∑

i=1

(

∑

di∈ci

pi

)

. Given an example using

above the assumptions, we make a comparison between
greed algorithm [9] and our algorithm DATC.

Item d1 d2 d3 d4 d5

AP 0.190 0.149 0.114 0.099 0.089
T 10 3 3 8 6

Item d6 d7 d8 d9 d10

AP 0.085 0.071 0.076 0.065 0.062
T 2 9 7 8 10

AP: Access Probability
T: Deadline

Given K = 3 broadcast channels, consider a set of N = 10
data items, {d1, d2, d3, d4, d5, d6, d7, d8, d9, d10} , with the
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following skewed access probabilities and time constraints.
Figure 1 illustrates the broadcasting program using the above
example on multichannel, and Figure 2 shows the adjustment
results after refining by the proposed algorithm.

4. Experimental Result and Perfor-

mance Analysis

4.1 Simulation Environment

In our real-time broadcast simulation model, bandwidth
is not explicitly modeled. Instead, similar to previous work
[5], we use broadcast ticks as a measure of time. The
greatest advantage of this approach is that the results are not
limited to any particular bandwidth and/or data item size.
Rather, it aims to capture the fundamental characteristics
of the systems. The model simulates a one-hop wireless
network. All data items are stored in a data server in a fixed
location. Mobile clients need to send requests to the server
via an uplink back-channel before the requested page can
be broadcast. The arrival of requests generated by mobile
clients follows a Poisson process and the inter-arrival time
is exponential with mean λ. Each request has a request
id, arrival time and deadline. For each page, a queue is
maintained to store the information about requests on the
object. We assume the results produced after a deadline are
useless (firm deadlines), so all requests that have missed
their deadlines are discarded. Mobile clients are responsible
for re-sending requests when link errors occur. We also
assume a deadline can capture the mobility of clients who
are no longer able to receive the broadcast. In our model,
since newly generated data requests are sent to the server
immediately, the request generating time is equal to the time
the server receives it (assuming network delay is ignored).
We also ignore the overheads of request processing at the
server, because the main purpose of the model is to compare
the scheduling power of various strategies. We assume
requests generated by mobile clients are read only, and no
update request is allowed. Concurrency control issues are
not our main concern, and thus, not considered. At each tick
of the simulation clock, the following occurs. A simulated
request generator generates requests with exponential inter-
arrival time. The information about each request id, arrival-
time and deadline is recorded. The request is then inserted
to the corresponding queue. The server checks the deadlines
of all the arrived requests, and discards those requests that
have missed their deadlines. Then the server selects a page
to broadcast by applying a scheduling strategy and starts
to broadcast the selected page. All requests requesting the
page are satisfied when the broadcast is finished. A client
can request multiple pages and a page can be requested
by multiple mobile clients at a time. We assume that data
demand probabilities pi follow the Zipf [10] distribution in

which:

pi =
(1/i)

θ

M
∑

i=1

(1/i)
θ

, (i = 1, 2, 3, . . . ,M)

where pi represents the i’th most popular page. The Zipf
distribution allows the pages requested to be skewed. Figure
3 shows the results of our simulation comparing the DACT
strategy to the strategy EDF for uniformly distributed dead-
lines.

4.2 Simulation Parameters

We compare the DATC approach with the algorithms
described in Section 2: EDF, LSF, RxW, and LWF. Figure
3 illustrates the distribution of miss rate. We only choose
the push-based algorithms to compare the results since we
believe these push-based algorithms better adapt to the
dynamic changes of the intensity and distribution of system
workloads. The push-based (access probabilities, broadcast
histories, etc.) off-line algorithms are not considered due to
the fact that they are mainly for fairly stable systems. We
implement the simulation model described in the previous
section using C++. In each experiment, we run the simula-
tion for 5000 time units, and we use an average of 20 runs
of each simulation as the final result. The Parameters used
in this simulation are summarized in Table 1. The default
total number of data pages stored in the server, referred to
as DBSIZE, is 100 pages. Client requests reach the system
with exponential inter-arrival time with mean λ, and λ is
varied in our simulation from 2 - 60. It is assumed that each
data request requires 1 broadcast tick to broadcast. An open
system model is used to simulate the system for extremely
large, highly dynamic populations. Data access follows a
skewed Zipf distribution with parameter Θ to control the
skewness. The minimum slack time is 10, with the maxi-
mum slack time ranging from 20 to 300. This variation in
maximum slack time allows us to vary the tightness in the
deadlines. In addition to a uniform distribution of deadlines,
an exponential distribution is utilized with lambda ranging
from 10 to 300. After doing a large number of experiments
with various factors that affect the performance, we come
up with an overall performance comparison between the
previous algorithms and our scheduling algorithm DATC in
Table 2. We grade the level of performance from 1 to 5.
The higher the degree is, the better the performance is. On
the contrary, overhead with higher degree shows that the
algorithm gets more cost in Table 2.

5. Conclusion
Wireless broadcast is a promising data dissemination

method to improve system scalability and deal with
dynamic data access pattern. In this paper, we have
investigated a number of previous scheduling algorithms
in real-time data broadcast environment. A new heuristic
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Table 1: Simulation Parameters

Symbol Description Default Range Unit

DBSIZE Total number of data pages stored
in server

100 100-
10000

pages

λ Mean request arrival rate (exponen-
tial)

- 2-60 requests/tick

θ Request skewness (Zipf) 1.0 0.0-1.0 -
MinSlack Minimum slack time 1.0 - ticks
MaxSlack Maximum slack time - 20-300 ticks
λdeadline Parameter of exponential deadline

distribution
- 10-300 ticks

Fig. 3: Deadlines missed

Table 2: Performance comparison of different scheduling
algorithms

DMR ART AS Overhead

LWF 1 2 3 5
LSF 1 1 2 5
RxW 3 5 4 4
EDF 3 3 1 4
DATC 5 5 4 3

DMR = Deadline Miss Rate
ART = Average Response Time
AS = Average Stretch

online scheduling algorithm is proposed for real-time
broadcast in heterogeneous settings. Our approach is
developed by taking various factors critical to performance
into account, including channel number, deadline and
frequency of requests. We have conducted a series of
simulation experiments to evaluate the performance of
our approach. The results demonstrate that our algorithm
substantially outperforms other algorithms in terms of
deadline, response time and stretch. The results also show
that the overhead of our algorithms is low compared
with the other scheduling algorithm, while a balanced
performance can be maintained. In the further study, since
scheduling and client cache management affect each other,
we will investigate client cache management schemes
to improve data availability to the clients. Prefetching

techniques can be combined with the cache policy to reduce
the request response time. Furthermore, we will investigate
the scheduling problem when clients request more than one
data items at a time
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Abstract— This paper deals with a transmission parameter
optimization method for the cognitive engine based on the
genetic algorithm (GA). The performance of the secondary
user (SU) system would be improved if a frequency band
with a good channel status is used, and thus, we consider the
frequency band selection as a new transmission parameter
to be optimized. Then, four single objective fitness functions
are designed with a transmission set including the new trans-
mission parameter, and finally, a multiple objective fitness
function is proposed via a weighted sum of the four single
objective fitness functions. Numerical results demonstrate
that we can obtain transmission parameter sets optimized for
given transmission scenarios with the GA-based cognitive
engine incorporating the proposed objective fitness function.

Keywords: Transmission parameter; Genetic algorithm; Fitness
function

1. Introduction
Due to the advent of various wide-band wireless commu-

nication systems such as long term evolution (LTE), IEEE
802.16, and digital video broadcasting (DVB), frequency
spectrum has become one of the scarcest resources. As a
spectrum-efficient technology, the dynamic spectrum access
(DSA) has been proposed by virtue of the software defined
radio (SDR) capable of tuning its transmission parameters
[1]-[3], where underused frequency bands are utilized op-
portunistically.

In DSA systems, a secondary user (SU) adjusts its trans-
mission parameters (e.g., transmit power, modulation index,
and transmission bandwidth) by observing the surrounding
environments. Specifically, the SU first determines if a pri-
mary user (PU) is utilizing the spectrum bands of interest via
the spectrum sensing [4]. Then, the transmission parameters
of the SU are optimized by an intelligent signal processing
unit referred to as a cognitive engine. The implementation
of the cognitive engine has been studied mainly based on
the artificial intelligence (AI) techniques such as the genetic
algorithm (GA), expert systems, neural networks, and case-
based reasoning [5]. Especially, the GA-based cognitive
engine has attracted much interest since it is capable of self-

Fig. 1: An example of a chromosome structure representing
the transmission parameters.

evolving (similarly to the human cognition process) unlike
other AI-based cognitive engines [6].

Although several GA-based cognitive engines [6]-[10]
have been developed, the conventional engines do not con-
sider any optimization in choosing one out of multiple
vacant frequency bands. The channel status might be good
or poor depending on the frequency band, and thus, it
could improve the performance of the SU system to use
a vacant frequency band with a good channel status. Thus,
in this paper, including the frequency band choice problem
in the transmission parameter optimization, we design a
multiple objective fitness function to be used in the GA-
based cognitive engine.

The rest of this paper is organized as follows. In Section
II, we describe the GA-based cognitive engine and the
associated objective fitness function. Section III proposes a
multiple objective fitness function with a new transmission
parameter set. Section IV shows that the GA-based cognitive
engine with the proposed multiple objective fitness function
can offer optimized transmission parameter sets for given
transmission scenarios. Finally, conclusion is drawn in Sec-
tion V.

2. System model
Transmission parameters are variables to be optimized

based on the information from ambient parameters includ-
ing the noise density and the test statistic used in the
spectrum sensing. In this paper, we consider the following
transmission parameters: The transmit power Ps of SU, the
modulation index M , the bandwidth Bs of the SU signal,
and the frequency band index k to be selected out of multiple
vacant frequency bands.
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To optimize the transmission parameters based on the GA,
we first construct a chromosome structure with a bit stream
representing the values of the transmission parameters. For
example, the chromosome structure shown in Fig. 1 is
composed of a bit stream with a length of 10 bits, where
4, 2, 2, and 2 bits are used to represent the values of Ps,
M , k, and Bs, respectively, and thus, Ps, M , k, and Bs

have 24, 22, 22, and 22 candidate values, respectively. Then,
a multiple objective fitness function f is defined as

f = a1f1 + a2f2 + · · ·+ aLfL (1)

to select the most suitable transmission parameters for a
transmission scenario of interest, where {fl}Ll=1 are L single
objective fitness functions and each of which represents
a performance measure with the transmission parameters
to be optimized, and al denotes a weight value for fl
with

∑L
l=1 al = 1 [9]. The weight value represents the

priority of a single objective fitness function in a given
transmission scenario, and thus, a higher (lower) weight
value is assigned to the single objective fitness function with
a higher (lower) priority. Through some operations such as
the selection, crossover, and mutation, finally, the GA-based
cognitive engine finds an optimum transmission parameter
set maximizing the multiple objective fitness function [6].

3. Proposed fitness function
In this section, we design four single object fitness func-

tions making up the multiple object fitness function, each of
which corresponds to the bit error rate (BER), throughput,
interference reduction, and frequency band selection, respec-
tively, and has the transmission parameters (Ps, M , k, and
Bs) to be optimized as its factors.

3.1 The single objective fitness function for the
BER

A single objective fitness function fBER is designed as

fBER =
log10(0.5)− log10(Pb)

log10(0.5)− log10(Pb,min)
, (2)

where Pb,min is the minimum value of the SU BER Pb =
2Ps

Bs×log2(M)×N0
with N0 denoting the noise density. From

(2), we can easily see that fBER has the maximum (mini-
mum) value 1 (0) when Pb = Pb,min (Pb = 0.5): It should
be noted that Pb = 0.5 is the worst case.

3.2 The single objective fitness function for the
throughput

The throughput of the data transmission is proportional
to the modulation index M , thus, a single objective fitness
function fthroughput can be expressed as

fthroughput =
log2(M)− log2(Mmin)

log2(Mmax)− log2(Mmin)
, (3)
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Fig. 2: The overall process of the proposed transmission
parameter optimization method.

where Mmax and Mmin are the maximum and minimum
values of M , respectively. The function is maximized (min-
imized) when M = Mmax (M = Mmin).

3.3 The single objective fitness function for the
interference reduction

It is also desired to reduce interference to the PU signal,
which depends on the power Ps and bandwidth Bs of the SU
signal. Thus, we design a single fitness function finterference
as

finterference =1− 1

2

(
Ps − Ps,min

Ps,max − Ps,min

)
− 1

2

(
Bs −Bs,min

W (k)−Bs,min

)
, (4)

where Ps,max and Ps,min are the maximum and minimum
values of Ps, respectively, W (k) is the bandwidth of the
kth band assigned to the PU, and Bs,min ≤ W (k) is the
minimum value of Bs.

3.4 The single objective fitness function for the
frequency band selection

Since the spectrum sensing is performed before the op-
eration of the cognitive engine, it is natural to assume that
the test statistic value T (k) and the threshold γ(k) for the
spectrum sensing of the kth band and the bandwidth W (k)
of the kth band are known. Although most of the candidate
bands are detected as a vacant band by the spectrum sensing
process, some of the bands may be occupied by the PU
signal due to the missed detection of the spectrum sensing,
and the frequency band is more likely to be vacant when the
difference between γ(k) and T (k) is a larger value. Reflect-
ing the observations, thus, we design a term

(
D(k)−Dmin

Dmax−Dmin

)
,

where D(k) = γ(k) − T (k) and Dmax and Dmin are the
maximum and minimum values of D(k), respectively. It is
noteworthy that D(k) > 0 since the bands of interest are
already detected as a vacant band (i.e., γ(k) > T (k)) by
the spectrum sensing process. In addition, to choose a wide
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Fig. 3: The frequency spectrum of [250 MHz, 260 MHz]
bands.

frequency band and to fully use the selected frequency band,
we also design two additional terms

(
W (k)−Wmin

Wmax−Wmin

)
and(

Bs−Bs,min

W (k)−Bs,min

)
, where Wmax and Wmin are the maximum

and minimum values of W (k), respectively, and Bs,max

is the maximum value of the bandwidth candidates Bs of
the SU. Normalizing and combining the designed terms, we
propose a single objective fitness function fband as

fband =
1

3

(
D(k)−Dmin

Dmax −Dmin

)
+

1

3

(
W (k)−Wmin

Wmax −Wmin

)
+

1

3

(
Bs −Bs,min

W (k)−Bs,min

)
. (5)

In summary, the function fband is designed (i) to maximize
the probability that the chosen band is vacant, (ii) to choose
a band with a larger bandwidth, and (iii) to transmit the SU
signal with a larger bandwidth.

3.5 The multiple objective fitness function
With (2), (3), (4), and (5), finally, we propose a multiple

objective fitness function fp as

fp = w1fband + w2fBER + w3fthroughput + w4finterference,
(6)

where {wl}4l=1 are the weight values for fitness functions
fband, fBER, fthroughput, and finterference, respectively, and∑4

l=1 wl = 1. The overall optimization process incorpo-
rating the proposed multiple objective fitness function is
depicted in Fig. 2, where the proposed multiple objective
fitness function is initially evaluated with a candidate set
of the transmission parameters, and then, the GA continues
to evaluate the remaining candidates by using the selection,
crossover, and mutation operations until it finds the optimum
candidate set maximizing the fitness function.

Fig. 4: The cognitive engine GUI simulator.

4. Numerical results
In this section, we demonstrate a cognitive engine sim-

ulator incorporating the proposed optimization method. We
firstly measured a frequency spectrum of [250 MHz, 260
MHz] bands at the top of a mountain in Yongin city,
Korea, and then, used the measured data as the input of
the simulator. The measured spectrum is shown in Fig. 3,
where four spectrum bands (Band 1 ∼ Band 4) are detected
as the vacant bands, and the simulator is implemented using
MATLAB graphic user interface (GUI) programming and its
main screen is shown in Fig. 4.

For simulations, we use a chromosome structure
with a length of 10 bits, where 4, 2, 2, and 2
bits are used to represent the values of Ps, M ,
k, and Bs, respectively, and the candidates for Ps,
M , k, and Bs are given by { 23

16 ,
2×23
16 , ..., 23} dBm,

{2 (BPSK), 4 (QPSK), 8 (8PSK), 16 (16QAM)}, {Band 1,
Band 2, Band 3, Band 4}, and {10, 100, 500,W (k)} kHz,
respectively, and each candidate of a transmission parameter
has its own bit representation as shown in Table 1. The
noise density N0 is set to the power spectral density of a
frequency band with the lowest power over the spectrum
range of [250 MHz, 260 MHz], and the threshold for the
spectrum sensing performed via the energy detector [11] is
determined to satisfy the false alarm probability of 0.01.

For transmission scenarios, we first consider the simplest
case of w̄ = [w1, w2, w3, w4] = [1, 0, 0, 0] to verify the
simulator, and subsequently, we demonstrate the results for
a scenario with the weight vector [0.6, 0.2, 0.1, 0.1] as an
example. Fig. 5 shows (a) the fitness function value and (b)
the solution result of the simulator when w̄ = [1, 0, 0, 0].
From the figure, we can observe that the fitness value
is converged as the number of the generation increases,
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Table 1: Candidates of transmission parameters.

Transmission parameter Value (bits)

Ps [dBm]

23
16 (0000) 2×23

16 (0001) 3×23
16 (0010) 4×23

16 (0011)

5×23
16 (0100) 6×23

16 (0101) 7×23
16 (0110) 8×23

16 (0111)

9×23
16 (1000) 10×23

16 (1001) 11×23
16 (1010) 12×23

16 (1011)

13×23
16 (1100) 14×23

16 (1101) 15×23
16 (1110) 16×23

16 (1111)

M 2, BPSK (00) 4, QPSK (01) 8, 8PSK (10) 16, 16QAM (11)

k Band1 (00) Band2 (01) Band3 (10) Band4 (11)

Bs 10 kHz (00) 100 kHz (01) 500 kHz (10) W (k) Hz (11)

Fig. 5: Simulation results when w̄=[1, 0, 0, 0].

and also, from the fact that the 7th and 8th bits of the
chromosome are ‘01’ and the 9th and 10th bits are ‘11’,
we can see that Band 2 (the widest vacant band of Fig.
3) is chosen as the frequency band and the SU uses the
whole spectrum of Band 2. It should be noted that the fitness
function fband is not a function of Ps and M , and thus, the
transmit power (the 1st-4th bits) and the modulation index
(the 5th and 6th bits) are randomly selected by the GA.

Fig. 6 shows (a) the fitness function value and (b) the
solution result of the simulator when w̄ = [0.6, 0.2, 0.1, 0.1].
When all weight values are non-zero and the weight value w1

is the largest, the scenario can be regarded as ‘multimedia
service mode’ where the SU needs to transmit data using

Fig. 6: Simulation results when w̄=[0.6, 0.2, 0.1, 0.1].

a wide vacant band. Thus, again, Band 2 is chosen as the
frequency band and the SU uses the whole spectrum of Band
2 as in the case of w̄ = [1, 0, 0, 0]; however, for the transmit
power Ps and the modulation index M , the maximum power
of 23 dBm and QPSK modulation is selected, respectively,
considering the fact that the weight value for fBER is the
second largest.

5. Conclusion
In this paper, we have proposed a novel transmission

parameter optimization method for the GA-based cognitive
engine. Considering that the performance of the SU system
can be changed depending on the channel status of the
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selected frequency band, we have first designed four single
objective fitness functions with a new transmission parameter
set including the frequency band index, and then, constructed
a multiple objective fitness function using the weighted
sum of the designed single objective fitness functions. From
numerical results, it has been confirmed that the GA-based
cognitive engine incorporating the proposed objective fitness
function provides optimized sets of the transmission param-
eters for given transmission scenarios.
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Abstract

We describe in this paper how to use open-source re-
sources, in particular OpenCV, to design and implement
an Android application that achieves ultra-high video com-
pression for special videos, which consist of mainly a hu-
man face and speech, such as the scene of a news announce-
ment or a teleconference. Google Voice Recognition[30],
which is a free and open Android tool, is utilized to con-
vert the speech of the video to text. Human face images are
classified by OpenCV (Open Source Computer Vision) [32]
into a predefined number of common face features. Rather
than saving the audio and image data of the video directly,
we save the class of the image as metadata along with the
speech text, which are compressed losslessly and transmit-
ted to the receiver.

The receiver decompresses the encoded data to recover
the speech text and the image metadata. The text is
converted to speech by the Android Text-To-Speech (TTS)
engine[1]. It renders a three-dimensional model of a hu-
man face, which is composed of polygon meshes[24] to an-
imate the lip movements of human speech from the input
text. Blender[8, 36], a popular open-source graphics suite,
is employed to create 3D models and to save their mesh
data in the COLLAborative Design Activity (COLLADA)
format[26], which is also an open graphics format. The
image metadata are used to determine which 3D model will
be loaded for animation and instruct the renderer to switch
to another model when the emotion of the original image
changes.

Java language is used to develop a parser[29, 49] to ex-
tract coordinates of polygons from a COLLADA file and or-

ganize the data into a format that can be rendered effec-
tively by OpenGL ES, the graphics rendering library used
by Android. The producer-consumer paradigm is employed
to synchronize the animated lip movements and the speech
generated by the TTS[40, 43, 46]. Semaphores[40, 43] are
used to ensure that the right thread of the image model is
running.

1. Introduction

Open-source software has been playing a critical role in
recent technology developments. A lot of breakthroughs in
technology applications such as Watson’s Jeopardy win[6]
and the phenomenal 3D movie Avatar[5] are based on open-
source software. It is a significant task to explore the usage
of available open-source tools to develop software applica-
tions for research or for commercial use[47, 48]. The An-
droid application reported in this paper is developed with
free software resources, which are mainly open-source.

Mobile devices have become ubiquitous and in the last
couple of years, Android, an open-source software stack
for running mobile devices, has become the dominant plat-
form of many mobile devices such as tablets and smart
phones[16]. In recent years the number of mobile appli-
cations has been growing with tremendous speed.

Video compression has been an ongoing research topic
and has an unaccountable number of applications. Tra-
ditional method of video compression[23, 34] uses a do-
main transform technique such as Discrete Cosine Trans-
form (DCT) to express an image in the frequency domain.
The transformed coefficients are then quantized, reordered,
run-length encoded and entropy encoded. Motion estima-
tion (ME) and motion compensation (MC) techniques are
used to reduce redundancies in the video data. In recent
years, graphics techniques have been used to achieve very
high compression ratio for special videos whose scenes are
fairly static and mainly composed of human features; hu-
man speech is animated using 3D graphics models[38]. The
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video compression standard MPEG-4 also has specifica-
tions on facial animation for synthesized speech[33, 14].

Though speech simulation is still an ongoing research
topic, it already has numerous commercial applications in-
cluding game development and customer service[7], and it
contributes to both the developments of acoustic and visual
applications[13, 10].

Our work reported in this paper develops and merges
speech recognition, image recognition, and audio and visual
technologies into one application that can achieve ultra-high
video compression by making use of open-source technol-
ogy. Like the MPEG-4 facial animation, our application
only works for videos consisting of solely facial images
making speech such as news announcement.

In the encoding process, the speech of a video is con-
verted to text by a speech recognizer. The image of
each frame is classified into a limited number of types by
OpenCV[32] and represented by a special string of letters,
which is combined with the speech text (see below for more
detailed explanations). The text data are then compressed
losslessly by the Android compress package java.util.zip[2]
that provides the zip and gzip functionalities for compres-
sion and decompression. The resulted bit stream is trans-
mitted to the receiver or saved in a file. Figure 1 is a block
diagram showing this encoding process.

Video
Source

Speech
Recognizer

Speech
Text

+eOpenCV
Classifier

Meta
Data Text Lossless

Compression

Encoded
Data

Figure 1. Encoder of Video Data

The decoder first decompresses the encoded stream into
text. When it reads a word of image metadata, it loads
the corresponding 3D graphics model for animation, oth-
erwise the text is converted to speech by the Android Text
To Speech (TTS) utility, which drives the animation of the
facial image. The main tool we use for rendering graphics is
OpenGL for embedded systems (ES). The graphics library
OpenGL[39] is the industry standard for developing 2D and
3D graphics applications[3, 9], and OpenGL ES[27, 4, 31]
is OpenGL modified for embedded systems. There is a ma-
jor difference between OpenGL ES 1.X and OpenGL ES
2.X. While the 1.X version shares the same functionality
and syntax of the traditional OpenGL APIs and, like early
OpenGL, has a fixed pipeline and operates as a state ma-
chine, the 2.X version has adopted a programmable pipeline
architecture that allows users to program vertex and frag-
ment shaders[28, 37], the equivalent of OpenGL Shading
Language (GLSL)[20]. The vertex shader is responsible
for processing geometry. The fragment shader works at

the pixel level, processing incoming fragments to produce
colors including transparency. Figure 2 is a block diagram
showing this decoding process.

The encoder of this application uses Google Voice
Recognition (GVR)[30], which is based on neural network
algorithms to convert human audio speech to text. GVR
works for a number of major languages but we have only
considered English in our application. A neural network
consists of many processors working in parallel, mimick-
ing a virtual brain. The usage of parallel processors allows
for more computing power and better operation in real-time,
but what truly makes a neural network distinct is its ability
to adapt and learn based on previous data. A neural net-
work does not use one specific algorithm to achieve its task;
instead it learns by the example of other data.

Text
Analyzer

Encoded
Data

Lossless
Decompress

Text
Speech

Text

Meta
Data

TTS

Speech
Audio

+e3D Graphics
Modeler

Image Sychro-
nization

Synchronized
Video-audio

Figure 2. Decoder of Video Data

In this application, GVR uses the Internet to access its
large database for voice recognition attempted by previous
users. It also looks at previous google search queries so
that the voice recognition engine can guess which phrases
are more commonly used than others. This way, even if the
user does not speak a certain word clearly, GVR can use
the context of the rest of the spoken phrase or sentence to
extrapolate what the user is most likely trying to say.

In general, a neural network can learn from two ma-
jor categories of learning methods : supervised or self-
organized. In supervised training, an external teacher pro-
vides labeled data and the desired output. Meanwhile, self-
organization network takes unlabeled data and finds groups
and patterns in the data by itself. GVR learns from its own
database through the self-organization method.

In parallel to converting speech signal to English text, the
encoder makes use of OpenCV[32], an open-source BSD-
licensed library that includes several hundreds of computer
vision algorithms, to classify the image of a video frame.
The information is presented as text using special character
strings. OpenCV not only supports desktop platforms such
as MS Windows and Linux but also Android OS for running
mobile devices.

The decoder of the application has to render graphics in
a mobile device, which is characterized by a small display
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size[35], limited memory capacity and limited computing
power. All of these aspects affect the graphic animation
experience of the mobile user. These limitations make the
design and implementation of a TTS animation application
in a mobile device very different from that of an application
running on a desktop PC.

Another problem of the decoder one must address is the
audio-video synchronization. For traditional video com-
pression of natural scenes, MPEG standard uses timestamps
to synchronize audio and video streams[23]. MPEG-4 also
addresses coding of digital hybrids of natural and synthetic,
aural and visual information[33, 38]. Doenges et al. men-
tioned in their paper[14] that special attention must be paid
to the synchronization of acoustic speech information with
coherent visible articulatory movements of the speakers
mouth in MPEG-4 synthetic/natural hybrid coding (SNHC)
for animated mixed media delivery. However, they did not
present the details of synchronization in the paper. Our syn-
chronization problem of video and audio is different from
that of MPEG-4 as the animation is driven by the text con-
tent. Therefore, we do not use timestamps to synchronize
audio and video. Instead, the synchronization is done using
the producer-consumer paradigm[41], which works effec-
tively in this situation.

The application is developed for Android-based mobile
devices. Android provides a Text-to-Speech (TTS) engine
(PICO) with limited APIs[1]. After lossless decompres-
sion, the main thread of the decoder presents the text to
the speech simulator that plays the sound using the Android
TTS APIs and renders the corresponding visemes while per-
forming a lip-synchronization action, keeping the audio and
video synchronized. Visemes, which can be considered as
visual counterpart of phonemes in audio, are visually dis-
tinct mouth, teeth, and tongue articulations for a language.

Besides the main thread, the application has a few other
threads. One of them is responsible for voice synthesis and
speech simulation by making use of the Android Text-to-
Speech(TTS) engine[1]. Another thread controls the 3D
rendering and animation of a human head. This thread im-
plements the OpenGL ES function calls and has to decide
which object to render based on the input data. The third
thread is the input text thread that handles the insertion of
the data into a text buffer. This thread implements the pro-
ducer in the Producer-Consumer problem.

Each 3D Graphics model, which corresponds to an im-
age emotion and gender type is controlled by a thread. If
there are 16 image types, there will be 16 such threads run-
ning concurrently; however, only one of them is active and
others are in the sleeping state. If the active thread de-
tects an image meta word, it wakes up other threads. A
waken thread will check the image meta word to deter-
mine whether it is its turn to work. If yes, it loads the
new base 3D graphics model for animation (e.g. switch-

ing from male model to a female model). If not, it goes
to sleep again. The model loading activities are coordi-
nated by a semaphore. (Java language does not provide
any semaphore; it uses high level block-based monitors to
do synchronization. However, one can easily implement a
semaphore from a monitor[40].)

2. OpenCV Classification
The latest OpenCV, version 2.4.x, comes with the new

FaceRecognizer class for face recognition. It provides three
algorithms for users to perform face recognition: 1. Eigen-
faces ( createEigenFaceRecognizer() ), 2. Fisherfaces ( cre-
ateFisherFaceRecognizer() ), and 3. Local Binary Patterns
Histograms ( createLBPHFaceRecognizer()).

Hubel and Wiesel had studied visions of animals and
found that the brain of an animal has specialized nerve cells
responding to specific local features of a scene, such as
lines, curves or movements [21, 22]. A brain does not see
the world as isolated pieces but as a whole scene composed
of related objects. The visual cortex combines different var-
ious information into useful patterns. Recognizing a face is
to extract meaningful features from an image and combine
them into a meaningful representation that can be classified
into a specific type.

The Eigenfaces algorithm makes use of Principal Com-
ponent Analysis (PCA)[25, 12, 11], to find a linear combi-
nation of features that maximizes the total variance in data.
While PCA is an effective way to represent data, it does not
consider any special features of the data; it throws away in-
formation blindly and may lose a significant amount of dis-
criminative information when throwing minor components
away.

In our work here, we mainly use the Fisherfaces algo-
rithm to classify faces. The algorithm, first introduced by S.
R. Fisher, uses Linear Discriminant Analysis to reduce the
dimensions of class-specific data[15]. The algorithm per-
forms very well in classifying images but may not do well
in reconstructing an image. In our application, we do not
have to reconstruct the original image. All we need to know
is what the image class is and we use a graphics model to
build a model for it.

The image is first classified into one of the two gender
types: male or female. Within each gender type, the facial
image is classified into one of the six emotional types: sad,
happy, angry, calm, nervous, confident. The image type is
saved as meta text data and combined with the speech text
data. To distinguish the metadata from the speech data, we
use the special word $@$, which does not occur in any hu-
man speech, to signify the image metadata; a number fol-
lowing this word denotes the image type. For example, we
use $@$01 to represent a happy male face and $@$11 to
represent a happy female face. However, we assume that
the facial emotion stays fairly constant and the classifica-
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Figure 3 Model From Google 3DWarehouse

Figure 4 Preston Blair Phoneme Series

tion is done once about every 100 frames and if there is no
change in the image type, no image metadata will be gener-
ated. In an extreme case, only one word of image metadata
is sent for the whole video.

The databases provided by the links in the OpenCV offi-
cial website are used for the training of the classification.

3. Graphics 3D Model

The 3D model is initially imported from Google
SketchUp 3DWarehouse[18] and is shown in Figure 3. We
use the free version of Sketchup[42], a 3D drawing tool, to
convert it to a COLLADA file, which can be then imported
by Blender[8, 36], a free 3D graphic suite for creating, ren-
dering and animating graphics models[36]. Blender sup-
ports a variety of formats such as COLLADA(.dae), Wave-
front(.obj), 3D Studio(.3ds), and others.

To generate a new facial expression, the model is modi-
fied by deforming the mesh, and a different copy is created
and passed to the COLLADA parser to create a metafile.
The viseme, or the shape of the mouth that corresponds
to each phoneme, is based on the lip-sync phonetic-based
animation[44, 17] used in animation movies. Figure 4
shows the lip shapes for phonemes that we have adopted.

In addition to the mouth shapes, other facial expressions

are created to help simulate a more human-like agent. These
facial expressions include eye blinking, eyebrow move-
ments and yawning. These expressions are presented to
keep the user entertained when the application is idle[46].

Java is employed to develop a COLLADA parser[29],
which parses a COLLADA file and extracts the necessary
information for rendering and animating the graphics mod-
els. The faces of the model are meshes of polygons of three
or more edges. Because OpenGL ES 1.0 can only render
triangles, the parser has to extract the indices of every poly-
gon, convert them into triangles, and recalculate the nor-
mal vector for each triangle by performing a cross product
of the vectors along two of the triangle’s edges. Since the
COLLADA file is essentially an XML document, the parser
needs to make use of an XML library to carry out the pars-
ing. Java APIs provide wide support for XML parsing and
a variety of libraries to choose from such as JAXP, JDOM
and SAX. Most of these libraries support the XML Path
Language (XPath) [19]. While the Document Object Model
(DOM) [45] is a more complete tree structure representation
of the document, XPath is a straightforward language that
allows the selection of a subset of nodes based on their loca-
tion in the document [19]. The parsing program described
here makes use of the Java package javax.xml.xpath to ex-
tract the necessary nodes from the COLLADA document.

The parser parses the data of a COLLADA file into a
meta-file containing a set of vertices coordinates, their nor-
mal vectors, the indices of the triangle and normalized color
codes[46].

Every facial expression requires a separate graphics file
that has to be loaded by the Android application. In order
to reduce the amount of data, if the meta-file is a variation
of the base model, the parser will compare it to the base
model and export only the differences. This helps to reduce
the start-up time of the Android application, as it does not
need to create a different graphics object for every varia-
tion. The application can duplicate the original model and
apply the changes in coordinates. Every class of model (e.g.
happy male or calm female) has its own base model and fa-
cial expression data, though the base models may be similar
to each other. Each model is controlled by a separate thread
and the loading of models is coordinated by a semaphore.

As mentioned earlier, OpenGL ES is the industry stan-
dard for embedded 3D graphics applications. This project
makes use of OpenGL 1.0, which is supported by most of
the commercial devices with an Android operating system.
The minimum version of Android required is the Ginger-
bread, Android 2.3.3 API 10. One of the limitations of
OpenGL ES 1.0 is that it only renders triangles. To over-
come this issue, the COLLADA parser transforms a generic
polygon into triangles and recalculates the normal vectors.

There are two ways to render a 3D object (or 2D for that
matter) with OpenGL ES 1.0. One is array-based, and the
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other is element-based. To render the model with the array-
based method, the vertices have to be inserted in the right
order, so that OpenGL can render them in that sequence.
The element-based approach is more flexible, as it does not
require changes to the vertices buffer. A pointer to the in-
dices buffer can be manipulated to render certain portions
of the model at a time. This allows the program to apply
certain attributes, such as color codes, to specific faces of
the model without the need to load a complete color buffer
with redundant information[46].

The application starts by loading the meta-files data of
the 3D model previously prepared by the COLLADA pars-
ing program into memory. The 3D model is composed of
two parts. One is the upper head, and the other is com-
posed of the mouth and jaws. Combined, they constitute
a complete 3D model of a human head. While the appli-
cation is loading the base model of each part to represent
the resting position, a parallel thread is created to load the
rest of the meta-files for different expressions. That reduces
the startup time to half of what it would be if all the mod-
els are loaded in sequence. Once the meta-files are loaded
into appropriate arrays and buffers, they are cached using a
key-map structure for efficient access.

When there is no input, the application assumes itself
to be in an idle situation and starts a timer. The applica-
tion will periodically monitor the timer, and will randomly
replace the resting models with animated ones, creating a
frame-based movement effect. As soon as input text is de-
tected, the application switches to the speech simulation
mode, starts the TTS activity, and synchronizes the mouth
animation to create the visual speech effect.

4. Lips-Audio Synchronization
The producer-consumer paradigm[23, 40, 43], a well-

studied synchronization problem in Computer Science, is
employed to synchronize lip movements with the speech. A
classical producer-consumer problem has two threads (one
called the producer, the other the consumer) sharing a com-
mon bounded buffer. The producer inserts data into the
buffer, and the consumer takes the data out. In our case,
the buffer is a queue where characters are entered at the tail
and are read at the head. Physically, the queue is a circu-
lar queue[23]. Logically, one can imagine it to be a linear
infinite queue. The head and tail pointers are always ad-
vancing (incrementing) to the right. (To access a buffer lo-
cation, the pointer is always taken the mod of the physical
queue length, e.g tail % queue length.) If the head pointer
catches up with the tail pointer (i.e. head = tail), the queue
is empty, and the consumer must wait. If the difference be-
tween head and tail is equal to the length of the buffer, the
queue is full, and the producer must wait.

In the application, the problem is slightly modified. It
has multi-stages of producing and consuming. A con-

Figure 5 Producer-Consumer Data Buffer

sumer may take data from a queue and become a producer,
putting data in another queue for other consumers to pro-
cess the data. In the last stage, it has one producer and
two consumers, each of which has its own head pointer.
The producer thread puts the input text in a queue, and the
consumers are the Android TTS engine and the animation
thread that read data from it. The producer thread controls
the tail of the buffer and waits. Every time a new word is
entered, tail is incremented. The TTS thread and the ani-
mation thread read and process the data while each of them
is incrementing its own head. When the distance between
the tail and one of the heads is larger than or equal to a cer-
tain empirical constant C, the producer stops and waits for
the heads to catch up. When both heads reach for the tail,
the producer starts inserting new data into the buffer. To
further improve the algorithm, the TTS head and the ani-
mation head wait for each other, which forces the speech
and the animation to be more in sync as shown in Figure 5.

5. Results and Discussions

We carried out some experiments using an LG Optimus
P769 smart phone which runs on Android 4.1.2 (Jelly Bean)
with a 1.0 Ghz Dual-Core processor. Videos were taken
by the phone for a speaker who was a man or a woman
and saved as MPEG-4 files. Text was generated from a
speaker’s speech by Google Voice and the video images
were classified by OpenCV to generate image meta text,
which was combined with the speech text and compressed
by a program losslessly utilizing the java.util.zip package.
The compressed text was sent to an Android receiver and
uncompressed. The image metadata direct the device to
load the appropriate model to animate the speech text us-
ing Android TTS. Table 1 below compares the MPEG video
file size (which is already compressed) and the compressed
text file size. In the table, M1 is a video of a man reading a
Shakespere play, M2, the same man reading the Gettysburg
Address, F1, a woman, who is a non-native speaker, read-
ing the Declaration of Independence, F2, the same woman
reading the Gettysburg Address. The Compressed Text con-
sists of both the image metadata and the speech text. The
videos were taken at frame rates between 25 and 30 fps,
which implies that MPEG had compressed the video by a
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factor of 12.5 to 15.5. Period is the time to play the video
in seconds and Bitrate is the transmission rate, given by the
size of the compressed text in bits divided by Period in sec-
onds. The bottom row of the table shows the averages of the
quantities. The resolution of the video is 640× 480 pixels.

One can see from the table that on top of the MPEG
compression, one can achieve an average additional com-
pression factor of 91500! In other words, it has achieved a
compression ratio of about 1 million for raw videos! This
could save a huge amount of transmission bandwidth for the
videos.

File MPEG Compress Period Bitrate Improved
Size Text Size (s) (bps) Compress

(MB) (Bytes) Ratio
M1 53.8 730 85 8.6 73700
M2 55.1 738 84 8.8 74700
F1 79.0 739 119 6.2 106900
F2 81.7 738 127 5.8 110700
Av 67.1 736 104 7.1 91500
Table 1 Enhanced Compression

Our work here is more of a demonstration of the con-
cept of video compression using contemporary techniques
of speech recognition, image classification, text-to-speech
synthesis, and 3D graphics modeling than developing a
commercial application. The image classification and 3D
graphics models are very brief. One can greatly improve
the application by constructing significantly more 3D mod-
els corresponding to more human facial emotions and fea-
tures such as age, facial type, race, skin color and hair type
and use OpenCV with a wider database to train the classi-
fications. However, this would require a huge amount of
resources and human power, which could be only accom-
plished by a large corporation.
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Abstract - This paper presents wireless gateways (WGW) - a 

wireless communication solution for first responder 

organizations. The system is based on 802.11 wireless LAN 

technologies. The core of the system is a self-alignment of 

directional antennas which span a kind of mesh network. 

The links between the WGWs can be up to 3.5 kilometers 

(line of sight), without the need of human interaction for 

setting up the network. Further the WGW offers wireless 

connectivity to end devices such as tablets of the first 

responders. The installation of a network based on WGWs 

does not need IT know how and can be performed by first 

responders on their own. 

Keywords: wireless gateway, first responders, 

communication, interoperability, mesh network, automatic 

alignment 

1  Introduction  

Both data and voice communication between first 
responders of the same emergency organization or across 
different organizations, is crucial for an effective cooperation 
during disaster management. Especially data communication 
offers the possibility to exchange relevant information across 
organizational and national borders, making the help more 
targeted and faster, thus saving more people.  

One of the major problems right now is that after a large 
scale disaster the existing broad band network is often 
partially destroyed or overloaded. As the communication 
network is essential for a better and more efficient 
collaboration between first responders there is a critical need 
for setting up alternative communication means. In such a 
case, another issue arises: first responder organizations are 
not experts in setting up communication equipment, thus 
these systems have to be designed such that they are easy to 
setup. 

The wireless communication system proposed in this 
paper is part of the work done within the IDIRA 
(Interoperability of data and procedures in large-scale 
multinational disaster response actions) [2] European project 
framework. IDIRA’s main aim is to improve cooperation 
across responding organizations by enabling interoperability 
between different information systems that can mutually act 
as data sources or data consumers, and with connected 
devices used on the field. This leads to more efficient multi-
national and multi-organizational disaster response actions.  

IDIRA starts from the concept that interoperability has to 
be addressed at both organizational and technical level. This 
means that involved actors have to align their workflow and 
procedures first (organizational level). At technical level, the 
possibility to share data, leading to more efficient 
cooperation by working on the same set of information, is 
addressed through the choice of suitable protocols and 
software interfaces to interconnect information systems, and 
through the choice of standard data formats to represent and 
exchange relevant information. More, at physical level, the 
setup of a suitable network infrastructure is needed to cope 
with the requirements posed by such data exchange needs.  

In this context, the IDIRA Mobile Container, also called 
MICS (Mobile Integrated Command and Control Structure) 
will be brought on scene and works as information hub for 
all the disaster related information. The MICS provides 
Inbound and Outbound interoperability software interfaces 
for data sharing with locally deployed information sources 
and consumers (like e.g. existing C&C systems). Different 
standard, non-proprietary data formats are defined to 
represent, in a structured way, different types of information: 
incidents, resources, and sensors information just to mention 
a few. The Emergency Data Exchange Language (EDXL) 
family of standards [3] is used for data about incidents, 
resources, and for situation reports. The EDXL-CAP 
(Common Alerting Protocol) [4] data structure is used for 
Inbound and Outbound incidents data sharing with alerting 
sources and C&C systems. The EDXL-RM (Resource 
Messaging) [5] standard allows sharing of data that are 
relevant for coordinating needs and availability of resources 
(resource needs and offers, status of resource deployment, 
and so on). EDXL-SitRep (Situation Reporting) [5] is mainly 
used to send observations and situation reports through 
mobile devices, by commanders in the field. To bring the 
maximum benefit indeed, the MICS needs the ability that the 
commanders on the field are able to exchange information 
with each other. 

The basis for the abovementioned information exchange 
is a working communication network, consequently the 
wireless gateways (WGW) explained in this paper are a core 
part of the IDIRA system. 

2 Related Work 

First responder organizations nowadays use different 
technologies for communication. In the daily operation often 
mobile phones are used. After large scale disasters the 
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mobile phone network is often overloaded or down due to 
power outage or destroyed infrastructure. Specifically 
equipment for first responders like radio or TETRA are used 
during their daily business and can also be used in case of 
larger disasters, as the technology is equipped with backup 
systems in case of power outage. The interaction of IDIRA 
with the users is performed via a map-based Web-GUI, the 
so called Common Operational Picture (COP). The initial 
load of the COP requests about 10Mbyte of data. During the 
operation disparate types of data are exchanged such as 
sensor information, information on incidents, dispatched 
resources and resources activities, situation reports, 
simulation results, voice and user positions. For a seamless 
operation of the Web-GUI a few Mbit of bandwidth are 
needed. TETRA can only be used for low bandwidth data 
communication and does not fit the described bandwidth 
needs of IDIRA. Also a native app is developed, needing 
lower bandwidths, nevertheless the TETRA bandwidth will 
not be sufficient to cope with several end-devices at the same 
time. 

In large scale disasters often satellite communication is 
used, which offers a good possibility to bring communication 
on scene (used as uplink technology). Different technologies 
and systems such as BGAN [7], VSAT [8] or Emergency.lu 
[9] are used by the first responders. For on scene 
communication between different commanders in the field 
satellite communication is too expensive and in the case of 
BGAN has only a very limited bandwidth.  

For on scene communication a different system is 
needed. Bringing independent communication equipment 
such as WIMAX [10] equipment on scene has the drawback 
that licenses to operate the system are needed. A system 
specifically targeted towards broad band communication for 
PPDR (public protection and disaster relief) organizations is 
HiMoNN [11]. HiMoNN uses the frequency band 5150-5250 
MHz with a transmission power of up to 8W according to the 
ECC Recommendation (08)04 [12]. It is capable of 
transmitting 28MBit/s over several kilometers. Unfortunately 
the system’s usage is only allowed in a few countries and 
thus is not usable for an interoperable communication 
infrastructure in international disaster relief. 

802.11 [13] based systems can be used all over the world, 
but have the major drawback that the distance between two 
devices is quite limited. 

Meshed networks make use of end-user devices as 
repeaters (e.g. mobile phones). For example the mobile 
devices of users in the field are used as relay node for the 
communication of the forces. These relay nodes can be used 
to communicate with forces which cannot be reached 
directly. Nevertheless there has to be a full chain of devices 
between the communication partners, so that each device is 
able to reach another device. In case of large disasters it 
cannot be assumed that the density of devices is high enough 
that a meshed network across all the devices can be spanned. 

The Optimized Link State Routing Protocol (OLSR) [14] 
is a routing protocol tailored to the requirements of wireless 
LANs. It is based on multipoint relays which reduce the 
routing overhead on the network. 

In the work presented in this paper we try to extend the 
distance between 802.11 hosts by self-aligning directional 
antennas and we are using OLSR as routing protocol across 
the meshed wireless gateways. 

3 System Description 

Within IDIRA it has been decided that for on scene 
communication (in case of the public network is down or 
overloaded) an independent network based on 802.11 will be 
installed ad-hoc. The decision to setup an 802.11 based 
network ad-hoc after the disaster has advantages (e.g. no 
licenses needed, no pre-installation needed) but also has two 
major drawbacks: 

 First responders are not trained to set up a 
communication network. 

 802.11 allow only a small distance between peers. 
This paper presents a solution which can be used by first 

responder organizations to set up a communication network.  
The system is based on automatically interlinking 

directional WLAN antennas. Directional antennas are used 
as this allows increasing the distance between two sites, 
compared to omnidirectional antennas. Due to the usage of 
directional antennas the signal strength will be higher and the 
noise level will be lower. This increase in the signal to noise 
ratio (SNR) allows higher throughput at similar distances or 
longer distances with similar throughput. 

The full system is equipped into one case which is easy 
to install, as it only has to be mounted on a pole and switched 
on. After that the wireless gateway will automatically align 
its antennas to other wireless gateways and provide a 
wireless cloud as well as a LAN connection to the spanned 
network.  

This system allows being setup by non trained first 
responders, and the distance between the peers can be 
extended compared to a WLAN using omnidirectional 
antennas, thus overcoming the main two drawbacks. 

The main building blocks of the wireless gateway are 
presented in Figure 1. The system is mounted in a housing 
which consists of four layers. The top three layers (also 
referred to as modules) are built up identically. Each one 
consists of a wireless access point (which can also be 
configured as wireless client) connected to a directional 
antenna. Further a motor which allows rotating each antenna 
individually by 360° is mounted in each of the top three 
layers. In the bottom layer the core parts of the systems are 
installed. A small embedded PC as router (router-board) 
running OpenWRT firmware together with a switch provides 
connectivity between the WLAN stations and the rest of the 
system. The self-alignment algorithm is controlled by the 
router-board. The router-board is connected to a 
microcontroller which is responsible for the control of the 
rotation of the modules. It operates the motors and reads the 
sensor values controlling the rotation from the top three 
layers. The router-board is equipped with two WLAN 
modules one is configured to operate at 2.4GHz and used for 
connecting end user terminals. The second one is configured 
to operate in the 5GHz range and is used for the self-
alignment algorithm of the remote WGWs. 
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 Main building blocks Figure 1. 

4 Prototype Description 

Based on the system description in chapter 3 a prototype 
has been designed and built. A modular plastic housing with 
four stacked layers of similar size has been chosen. A 
schematic overview of the prototype is shown in Figure 3.  

The top 3 layers contain an electrical driven turntable 
which holds and rotates an embedded system with built-in 
directional antenna. This embedded system provides a 
100Mbps Ethernet interface and a 5GHz 802.11n wireless 
interface with a 16dBi directional MIMO antenna. 

 

 Nanostation M5 elevation [15] Figure 2. 

All these features are covered by using a commercial 
product called Nanostation M5 from manufacturer Ubiquiti 
Networks. In total three such Nanostation M5s are embedded 
into the prototype. For easier integration the plastic housing 
of the Nanostation M5 was removed and only the bare 
electronics was mounted on the turntables. The antenna 
inside the Nanostation M5 has a non-symmetrical radiation 
pattern of about 42° azimuth angle and 15° elevation angle. 
The Nanostation M5s are mounted 90° rotated so that the 
relevant radiation angle for the mechanical antenna 

alignment process is now the narrow 15° angle. The 
directional antenna is dual-polarized to support the MIMO 
feature of the 802.11n wireless interface. Figure 2 shows the 
radiation pattern of both polarization planes for the 15° beam 
width. 

The mechanical design enables to turn all three 
directional antennas independently 360° on the horizontal 
plane while having an outer casing that covers and protects 
all mechanical and electrical parts. Furthermore the electrical 
design enables to use common and cheap Ethernet interfaces 
as data link between all three radio devices and a superior 
network-routing module. 

All three turntables are equipped with a DC gear motor 
and controlled via one central Arduino Leonardo 
microcontroller installed in the 4

th
 layer. This microcontroller 

is responsible for turning all three turntables to the desired 
position. The microcontroller is able to locate the home 
position of each turntable through a light-barrier attached to 
the turntable itself together with a reflector attached to the 
outer housing of each layer. 

 
 Prototype schematic overview Figure 3. 

The exact positioning of the turntables is controlled 
through a feedback signal from an incremental rotary 
encoder. This rotary encoder is directly attached to the output 
shaft of the DC gear motor. The feedback signal also helps to 
detect mechanical problems like stuck or broken gear 
elements. It provides a cyclic 2-bit pattern through two 
output signals. These pulses are used to measure the 
alignment of the turntable by incrementing or decrementing 
a software counter. Furthermore this bit-pattern can also be 
used to detect the actual direction of rotation. 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 153



The software inside the microcontroller is responsible for 
reading and parsing text commands via serial interface and 
providing status information like the actual position of each 
turntable via the same serial interface. An initialization 
routine is implemented to home all turntables after power-up. 
During normal operation the microcontroller controls the DC 
motor and counts the pulses from the rotary encoders until 
the desired position is reached. As soon as a rotary encoder 
sends pulses while the motor is not in operation the software 
indicates a problem. 

The microcontroller is not aware of cardinal directions. 
Instead it’s only aware of the angular displacement of each 
turntable based on its home position. The software accepts 
additional commands to store the actual turntable positions in 
a non-volatile memory. This stored position is recovered 
when the device powers up and the homing procedure is 
finished. The microcontroller is connected to the prototypes 
main logic board via serial interface. 

The main logic board is an industrial grade embedded 
board called Avila from manufacturer Gateworks. It is based 
on an Intel IXP425 CPU and features two 100Mbps Ethernet 
ports and 4 MiniPCI. Two out of the 4 MiniPCI slots are 
equipped with CM9 wireless cards from manufacturer 
Wistron NeWeb. These cards are based on Atheros 
AR5213A chips and can be configured for 2,4GHz or 5GHz 
operation. They are well supported via ath5k open-source 
Linux wireless driver. 

The Arduino microcontroller and the Avila embedded 
board are both installed in the lowest (4

th
) layer of the 

prototype setup. As backplane connection between all 4 
layers a 5-Port 100Mbps Ethernet Switch is installed into the 
4

th
 layer. This switch is also responsible for providing power 

via Ethernet cable to the 3 Nanostation M5s. As the chosen 
microcontroller, motors and sensors are powered by 5V also 
a DC/DC converter is installed in this layer. 

The Nanostations are configured to operate as router and 
run a modified Ubiquiti firmware including the OLSR 
routing protocol. On the Avila embedded board OpenWRT 
with the OLSR package is running. The OLSR configuration 
has been modified such that Ethernet links have a cost of 0.1. 
Figure 4 shows the IP addressing scheme of two connected 
WGWs.  

 

The system has been designed such that it can be 
transported and installed by one person. Therefore a battery- 
pack which lasts about 12 hours, together with a tripod and a 
telescopic 6m pole build a full system setup which can be 
installed in the field.  

5 Alignment Algorithm 

Figure 5 shows a simplified flow-diagram of the 
alignment algorithm performed by the WGW. 

After providing power to the WGW via PoE the WGW 
will start to initialize. During the initialization sequence the 
home position of the modules is identified and a self-check 
of the system is performed. After the initialization all three 
modules start to scan for remote WGWs. For each module 
individual start and stop positions are defined. The default 
step size is 5°. The modules start with an offset of 120° to 
each other so that all directions are scanned as fast as 
possible. The scan will continue until the stop position for 
the module has been reached or a remote WGW has been 
identified. Based on experiments we have defined a 
threshold such that weak signals below -87dBm are not taken 
into account. The scan is performed for the WLAN spanned 
by the 5GHz omnidirectional antenna of the remote WGW. 
The Nanostations M5 are configured to operate in AP mode 
because in station mode scan results are cached over several 
scans. As we perform one scan per direction this would 
falsify our scan results. One scan takes about 7 seconds. 

If a remote WGW has been identified one directional 
antenna will rotate to the position with the best signal and the 
module will be configured such that it will connect to the 
remote omnidirectional antenna. After the connection is 
established the WGW will request a connection with a 
directional antenna at the remote WGW. 

When the requesting node receives the confirmation the 
connection to the remote WGW omnidirectional antenna is 
canceled, and the local WGW is configured to connect to the 
remote directional module. The local module is configured 
as client with the SSID of the remote module. Further the IP 
address is set appropriately for the remote module (see 
Figure 4). If the request is rejected the module will continue 
with scanning for remote WGWs. 

 

 IP addressing scheme for two connected nodes Figure 4. 
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 Local Alignment Algorithm Figure 5. 

Modules which are not connected will continue to scan 
for remote WGWs. All established connections are 
monitored, and if one of them is lost the module will be 
reconfigured and will start to scan for remote WGWs again 
or connect to another previously located WGW. 

If new scan results show that the remote WGW can be 
reached with a better signal at a different position the 
position of the module will be adjusted such that the optimal 
signal strength is ensured. 
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 Remote Alignment Algorithm Figure 6. 

Figure 6 shows the sequence performed at the remote WGW 
when a request has been received. Each time when a request 
is received the remote WGW tries to fulfill the request and 
assign one of the directional antennas to the requesting node. 
If at the remote WGW all directional antennas are used by 
other WGWs the request cannot be fulfilled and will be 
rejected. Otherwise the scan results will be searched for 
results of the requesting WGW. If a scan result exists a 
directional antenna will be rotated towards the direction of 
the best scan result and a confirmation for the request will be 
sent to the requesting WGW. If no scan result for the 
requesting WGW is present a 360° scan will be performed 
using all not assigned modules. The scan will run until the 
requesting WGW is found or the stop positions for the 
involved modules are reached. If the stop positions are 
reached without identifying the requesting WGW the request 
is rejected, otherwise the request is confirmed and an antenna 
is rotated to the position where the requesting node has been 
identified with the best signal strength. As long as the 
connection is established the position will be optimized 
(adjusted) to ensure the maximum signal strength. 

The alignment sequence typically lasts between five and 
15 minutes. 
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6 Results in the Field 

Due to the rotating directional antennas the system 
benefits from a better signal to noise ratio, and consequently 
reaches higher throughput of the connection.  

To show the practical gain we have installed two wireless 
gateways in a distance of about 2.2km with a vertical drop of 
about 100m. Each of the WGWs has been mounted on a 6m 
pole. We have rotated one of the directional antennas in a 
reduced step size of 2° and scanned for the WLAN of the 
remote 5GHz omnidirectional antenna. The sending power 
for omnidirectional antenna and for the Nanostations was 
optimized to 30dBm EIRP. For scanning for remote nodes 
the Ubiquiti Nanostations are running in AP mode and the 
command iwlist ath0 scan is used for the scanning. Figure 7 
shows the noise and signal levels of the remote 
omnidirectional antenna. The maximum signal to noise ratio 
(SNR) in this case is 14dB at 186°. This direction is chosen 
for the connection between the two wireless gateways. After 
the connection between the two directional antennas is 
established, the SNR increased to 15dB. Compared to a 
connection between the two omnidirectional antennas the 
gain in SNR is 6dB, as the SNR for the omnidirectional 
connection is only 9dB. The figure also shows the secondary 
lobe of the antenna where the center is about 25° off the 
major lobe. The SNR at the secondary lobe is too weak for a 
successful connection. 

 

 
 Noise and Signal level of remote omnidirectional antenna Figure 7. 

The self-alignment algorithm of the system has been 
extensively tested in the field. The system has been used to 
provide access to the COP for first responders. Several 
installations have been performed therefore. To evaluate the 
influence of the distance between the WGWs measurements 
in a rural area north of Salzburg have been performed. 
Several test points have been identified for the installation of 
the WGW. The WGWs were mounted on a 6m pole and the 
automatic alignment has been started. The automatic 
alignment algorithm successfully establishes links over a 
distance of about 3.5 kilometers. For larger distances the 
scan for the remote omnidirectional antenna fails and a 
connection to the remote omnidirectional antenna is not 

possible. Nevertheless a software controlled manual 
alignment of two Nanostations can be performed. The 
interface for manual alignment is designed such that it can be 
used by non expert users. After a successful alignment the 
signal and noise levels and throughput have been measured. 
The measurements have been performed between two ASUS 
netbooks directly connected to the WGW. To orchestrate the 
measurement the MINER software [16] has been used. The 
throughput measurements were done using iperf [17]. 

 

 Measurement Setup Figure 8. 

Figure 8 shows the setup for these measurements. Figure 
9 shows the values for signal and noise levels in dBm and 
Figure 10 shows the measured throughput across the link. 
The SNR decreases from 18dB to 5dB. For distances up to 
1.5km the throughput is close to the maximum speed of the 
Fast-Ethernet interface of the Nanostation M5. Even at a 
distance of about 5.5km the throughput has been in the 
region of about 20Mbit/s, which is sufficient for first 
responder communication needs. 

 

 
 Signal strength and Noise level Figure 9. 
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 Throughput Figure 10. 

7 Conclusion & Future Work 

This paper presents a novel approach for a broad band 
communication network for first responders in case of large 
scale disasters. The network is based on self aligning 
directional 802.11 antennas. Using directional antennas 
increases the distance between two sites, and the self 
alignment algorithm ensures that the network can be setup by 
untrained first responders. 

The automatic alignment algorithm tries to identify the 
maximum signal to noise ratio (SNR) for the connection and 
align the antennas accordingly. 

Results of measurement performed with the first 
prototype show that the self alignment algorithm can 
establish connections across a distance of up to 3.5km. For 
larger distances the alignment can be manually controlled via 
an easy to use software interface. 

The prototype fulfills the throughput requirements of the 
first responders. The major focus here is on the usage of the 
IDIRA system, as the prototype is part of this project. 

In the future it is planned to advance the interface for the 
manual control of the alignment. Further the robustness of 
the automatic alignment algorithm will be improved. All the 
decisions of the algorithm are now based on local available 
information. This may not lead to the optimal network setup 
as setting up different links would lead to a more robust 
meshed network. Consequently it is planned that when 
several Wireless Gateways (WGWs) are connected to each 
other, the optimization of the connections will be performed 
with a global focus. This will allow optimizing the links 
within the meshed network to be more robust in case of link 
failures or removing WGWs. 
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Abstract - Ultra Wideband (UWB) antennas cause pulse 

distortion due to their frequency response. The antennas 

frequency response depends on the position and direction of 

the antenna. When used in consumer small devices, the 

antenna direction and position are not located for optimal 

performance; rather, they are located close to the users’ 

devices. The frequency response, in the form of phase and 

group delay, and impedance variation as function of 

frequency cause pulse signal distortion. Pulse distortion 

causes performance degradation, and thus needs to be 

reduced, especially for coherent reception. Equalization can 

be used to reshape the pulse distortion caused by the antenna 

and the radio front end, and reduce pulse dispersion, as 

shown in this paper. 

Keywords: UWB antenna, radio front end, distortion, 

equalization 

 

1 Introduction 

  A communications system performance is affected by 

several factors, such as random noise (usually Gaussian 

distributed), and other impairments that can be estimated and 

corrected, such as channel response, including frequency 

offset, phase and delay offset, and dispersion. For best 

operation, a good signal design, with prior knowledge of 

channel response is chosen. Usually, performance is dictated 

by a certain bit error rate prescribed at some signal level [1] 

[2] [3]. 

An UWB system, as other transceivers, consists of three main 

parts: a transmitter, a channel, and a receiver. Signal 

corruption and distortion occurs at each part. The 

transmitter’s power amplifier, if power limited, is operated in 

a nonlinear region, causing nonlinear distortion. The power 

amplifier is easily characterized and its effect can be dealt 

with by performing predistortion of the signal before the 

power amplifier, thus reducing the distortion. The wireless 

channel’s response is more complicated, however, and might 

consist of multipath fading, and additive noise [4]. The 

channel configuration is usually random, and can be 

characterized by probability density functions. The fading and 

bandwidth limitation are corrected by equalization, while the 

noise is best reduced using low noise amplifiers and low 

phase noise oscillators. The antenna is usually considered a 

part of the channel, and can cause distortion with dependence 

on its three coordinates ( r, θ, φ ). While the dependence on 

the radial distance, r, almost disappears in the far field region 

except for the attenuation due to power spreading over surface 

area. The other coordinates play a major role, and they 

influence the impulse response. In addition, the antenna 

reflection coefficient is a major factor as well. Factors 

affecting the antenna performance include: 

1. Antenna reflection coefficient (at antenna input of 

the TX antenna, and output at the RX antenna). 

2. Antenna response, with input at the transmit antenna 

and output from the receive antenna. 

3. Antenna response is a function of channel frequency, 

and antenna location and direction. 

4. Frequency band, the 802.15.4a standards call for 

several channels within the 10 GHz band. 

Antenna designers optimize the performance by maximizing 

the radiated power. Narrowband antenna design assumes 

approximately uniform antenna response within the band, and 

does not pose high design challenges. UWB antennas, on the 

other hand, have severe variations over the operating band 

and require equalization to maximize the performance.  

Few authors addressed UWB equalization for antenna 

response. In this paper, it is shown that equalization is 

required for coherent demodulation and how it is performed 

using a simple algorithm. 

2 UWB Antenna Pulse Spatial Dispersion 

and Impulse Response 

 UWB antenna design focuses mainly on the transmitting 

antenna reflection coefficient. The power conservation 

property implies that minimizing reflected energy at the 
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antenna maximizes the transmitted energy. Most literature 

addresses the reflection coefficient in terms of S11 simulations 

and measurements in the frequency domain [1], while some 

authors addressed the time domain properties for a transmitter 

and receiver antenna pair [1]. 

UWB antenna-pair response is of most importance for the 

IEEE 802.15.4a UWB pulse signal dispersion. Proper 

receiver operations depends on the correlation properties of 

the received signal and the reference signal as specified in the 

standards. The antenna impulse response is a function of the 

azimuth, φ  and elevation angle, θ,  as discussed in [1]. The 

variations of the impulse response can be quite considerable 

to the point of causing considerable pulse distortion. While 

incoherent reception does not require equalization due to the 

phase response, none the less, pulse dispersion (pulse 

broadening) for signals similar to the narrow pulses of the 

802.15.4a is significant. As shown below, a 2 nano sec pulse 

at the TX is spread to around 4 nano sec pulse at the antenna 

output of the receiver. 

 

A cylindrical patch antenna has been shown to have good 

properties for the 3 to 10 GHz frequency band. The 

cylindrical patch antenna has been investigated in the 

frequency and time domain in [1].  Fig. 1 shows a simulation 

for the system response, S21, or insertion loss, for a transmit 

and receive antenna placed directly opposite to each other. 

The signal processing assumed sampling rate of twice the 

highest operating frequency o 10 GHz, or a sampling 

frequency of 20 GHz. Note that the attenuation here is mainly 

due to the fact that the antenna is not highly directive, thus 

there is power spread as the reciprocal of the square of the 

distance. 
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Figure 1: Antenna pair system response 

 

Fig. 2 shows a Gaussian pulse at the input of the cylindrical 

patch UWB antenna. The received signal at the output of a 

similar receive antenna (placed directly opposite to each 

other) is shown in Figure 3. The input signal is a pulse with a 

width of 2 nsec. 
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Figure 2: RF modulated pulse 

 

 

The spectrum of the received pulse is shown in Fig. 3 
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Figure 3: RF received signal spectrum 

 

3 Power Consumption and Equalization   

of UWB Signals 

 The requirements for consumer battery operated UWB 

devices call for low power consumption. The power amplifier 

of the transmitter consumes most of the source power. The 

receiver signal processing operations, including the analog to 

digital conversion, consumes most of the receiver power. 
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The power consumption of the transmitter is minimized by 

providing antennas with good match over the whole operating 

bandwidth, and by operating the amplifier in a class C or E 

efficient (non-linear amplifiers), while minimizing distortion 

by digital predistortion methods. Excellent UWB antenna 

matching is obtained by reducing the reflection coefficient to 

below -10 dB, and has been demonstrated in the literature [1]. 

The power consumption of the ADC of the receiver is reduced 

by decreasing the sampling rate and the resolution (bitwidth) 

of its output. Given the maximum channel bandwidth of the 

802.15.4a of 1.2 GHz, the Nyquist rate is at 2.4 GHz, 

however; higher sampling rates are required during preamble 

processing for channel estimation, which raises power 

consumption during that period. The equalizer will consume 

large power during the initial phase of training before 

convergence. 

3.1 Equalizer Architecture 

 Fig. 4 below shows the proposed equalizer architecture. 

The performance of the equalizer depends on the length of the 

equalizer (the number of equalizer taps), the resolution, the 

rate (clock), and the algorithm used for equalization. The 

equalizer can be thought of as a filter performing 

deconvolution with the antenna response, with the impulse 

response being estimated based on the received preamble 

signal, which is known to the equalizer. 

 

 

Figure 4 Equalizer architecture 

 

The equalizer algorithm actually estimates the channel 

impulse response, including the antenna. Several algorithms 

are known, with different performance in convergence 

depending on the channel characteristics [4]. Of course, the 

equalizer can not differentiate between the antenna or the 

channel response, but all that is needed at the receiver is the 

total system response which consists of the convolution of the 

antenna and the channel. 

 

3.2 Equalizer Algorithm 

 A direct computation for the system response can be 

done using a deconvolution process implemented with Fourier 

and Inverse Fourier Transforms. However, such computations 

require very high signal to noise ratio (SNR) and great 

computation capability not available in low power consumer 

devices. Hence, we use a mean square estimation (MSE) 

algorithm, which is a simple equalization algorithm that has 

been proven to work in lower SNR situations. The algorithm 

performance is discussed in section 4. 

 

4 Simulation Results 

 Major factors in the design of the equalizer are its 

length, and its algorithm. The length of the equalizer is 

determined by the system response. Fig. 5 shows the received 

time domain signal at the RX antenna output. As the pulse is 

spread over 4 nano-sec, the length of the equalizer is thus 

around 10 delay units, given a clock of 2.5 GHz (which is the 

Nyquist rate for the highest bandwidth channel) [5]. The 

convergence of the equalizer algorithm is also dictated by the 

length of the preamble as specified in the standards. 
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Figure 5 Received RF signal 

Fig. 6 shows the baseband response for the RF carrier channel 

at the output of the equalizer. It is seen how much 

improvement is done by the equalizer, making the pulse 

duration closer to the transmitted reference signal. Other 

carrier frequencies (channels) shows similar results 
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Figure 6 Equalizer output 

 

5 Conclusions 

 Wireless personal consumer products are placed without 

regard to antenna directivity. The antenna response is a 

function of frequency and direction, thus causing spatial 

signal dispersion that is not easily predicted or controlled. As 

shown here, equalization can be used to perform signal 

restoration for optimum results and performance 

enhancements. 
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Abstract—TCP is the most widely used transport layer protocol 
on Internet. The congestion control mechanism implemented in 
a traditional TCP uses events of packet loss as indicators of 
network congestion. However, this is not suitable for 
transmission over heterogeneous networks, since there can be 
wireless packet losses when data passes through wireless 
networks. If a congestion control algorithm takes the wireless 
losses caused by common channel errors due to multipath 
fading, shadowing, and attenuation as an index of network 
congestion, it will mistakenly lead to degraded performance 
because of the incorrect reduction of the congestion window. In 
this paper, we designed a packet loss classification algorithm 
which uses two-trend detections on relative one-way trip time to 
differentiate congestion losses from wireless losses. A wireless-
aware end-to-end congestion control algorithm is further 
proposed. The congestion control algorithm discriminates 
wireless losses from congestion losses, and then it regulates the 
congestion window and slow start threshold properly.  The 
extensive simulation results show that the proposed algorithms 
can significantly improve network performance when compared 
with the congestion control algorithms implemented in the TCP 
protocols. 

Keywords—congestion control algorithm; transmission 
control protocol; heterogeneous networks. 

1. INTRODUCTION 

With the advances of wireless technologies and ever 
increasing demands for mobile communications, 
Transmission Control Protocol (TCP), which is the dominant 
transport layer protocol on Internet, provides a reliable, 
connection-oriented service and is being extended to wireless 
network. However, wireless communications are carried out 
in the open air and the signal may disperse and travel on 
different paths due to reflection, diffraction, and scattering 
caused by obstacles before it arrives at receivers. The 
resultant signal may have been significantly distorted and 
attenuated when compared with the original signal. 
Therefore, wireless losses [29] can appear randomly due to 
signal fading by unreliable wireless medium. Traditional TCP 
is not quite appropriate to be used over heterogeneous (mixed 
with wired and wireless networks) networks because of the 
mechanisms of its congestion control algorithm. TCP 

congestion control algorithm uses the event of packet losses 
as an indicator of network congestion. If the congestion 
control algorithm takes wireless losses as an index of network 
congestion, it will lead to dramatic performance degradation 
due to the reduction of the congestion window by mistake.  

In order to solve this problem, several congestion control 
approaches have been suggested. There are four different 
types of approaches [1][2][12][25][26]: split connection, link-
layer, end-to-end, and network cooperation. The main idea of 
split-connection approach [10] is to split connection at the 
base station between wired and wireless network. The base 
station serves as a relay node to separate congestion control 
functionality on wireless links from that on wired networks. 
When bandwidth asymmetry exists between the wired and 
wireless path, a huge buffer is required at the relay node to 
store and forward packets toward the mobile host. “Snoop” is 
a proxy-based link layer enhancement to cache copies of TCP 
data packets at the base station, and to monitor the ACKs 
from a receiver to its sender. Besides, some link layer 
approaches [26][28] attempt to reduce wireless losses using 
scheme of automatic repeat request (ARQ) in IEEE 802.11 
MAC to recover transmission error locally by retransmitting 
the lost frame at the link layer. This protocol could reduce 
end-to-end retransmission and prevent the associated 
reduction in congestion window size by retransmitting the 
cached copy for local wireless links. ARQ is also used in 
802.16 MAC (WiMAX), and also LTE protocols. For the two 
approaches mentioned above, the control overhead is 
considerable as the base station needs to maintain a 
significant amount of state information for each TCP 
connection.  

Instead of the support from base station, the network 
cooperation approach [16][17] requires the assistance from 
intermediate routers to send the information about network 
condition to end-systems for the improvement of congestion 
control efficiency in presence of wireless losses. The 
intermediate routers do not require per-flow states. However, 
it is expensive to deploy all the intermediate routers to enable 
this function. 

The end-to-end methods are promising since significant 
gains can be achieved without extensive support at the 
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network layer at routers and base stations. The main concept 
of end-to-end approaches is to distinguish wireless losses 
from congestion losses at end-system and no explicit 
modifications are required for the intermediate routers, which 
are out of the control of the end users. This approach has 
attracted extensive research attention because this approach 
can be deployed easily and gradually. Besides, the end-to-end 
approach can be further classified into reactive and proactive 
congestion control in [20] according to whether feedback 
information is used to reallocate network resources. 

A packet loss classification based on the work in [6] is 
proposed in this paper to differentiate packet loss classes. 
According to the classification result, the congestion control 
algorithm can adjust the sending rate effectively and 
proactively based on congestion losses instead of wireless 
losses. Furthermore, an improved congestion control 
algorithm based on the TCP congestion control mechanism in 
NewReno was developed. 

In section 2, several packet loss classification (PLC) 
algorithms proposed in the literature are discussed, as well as 
several congestion control algorithms that are commonly used 
in TCP protocols. In section 3, a new PLC algorithm based on 
the trend detection of relative one-way trip time is proposed. 
The wireless-aware congestion control algorithm for TCP is 
further proposed. In section 4, we evaluate the performance 
of the proposed algorithms and the competing algorithms in 
the literature, followed by the conclusions in section 5. 

2. RELATED WORK 

In real network environment, there are two classes of 
packet losses in heterogeneous networks: one is congestion 
loss, and the other is wireless loss. A packet loss due to 
network congestion is called a congestion loss. The other 
kind of packet loss due to shadowing and/or signal 
attenuation over wireless networks is called a wireless loss. If 
a wireless loss is used as an indicator of network congestion, 
the congestion window will be reduced incorrectly.  

Biaz scheme [3] uses packet inter-arrival time to 
differentiate congestion losses from wireless losses at the 
receiver side using threshold. Biaz assumes that only the last 
link along the path is wireless and it is also the bottleneck, 
and the scheme classifies lost packets according to the 
temporal range. On the other hand, ZigZag [5] increases the 
classification threshold according to the number of losses 
encountered because a more severe loss is associated with 
higher congestion and higher relative one-way trip time 
(ROTT). In the delay trend scheme [6], the delay trend 
scheme could explicitly classify this packet loss as congestion 
loss or wireless loss, respectively, when the ROTT of the 
packet received after a loss occurs is relatively large or 
relatively small.  If the ROTT of packets falls in an 
ambiguous region, the delay trend scheme classifies the 
packet loss according to the variation of ROTT.  

In order to solve the performance degradation of TCP 
when used in heterogeneous network, there are many versions 
of TCP protocols, including NewReno [9], Vegas [21], Veno 
[22], Westwood[2][19], New Jersey [16][17], and SACK 

[11]. There are four phases [7][8] in a typical TCP congestion 
control algorithm: slow start, congestion avoidance, fast 
retransmission, and fast recovery. During the slow start 
phase, a TCP increases congestion window (cwnd) 
exponentially for each acknowledgment received. When 
cwnd reaches or exceeds slow start threshold (ssthresh), the 
control algorithm will enter the congestion avoidance phase. 
In the congestion avoidance phase, cwnd is at most increased 
by a segment per round-trip time. When congestion occurs, 
one-half of the current cwnd is saved in ssthresh. 
Additionally, if the congestion is indicated by a timeout, 
cwnd is set to one segment. 

 If three duplicate ACKs are received by the sender, it is a 
strong indication that a packet has been lost. So TCP 
performs a fast retransmission on the lost packet without 
waiting for the retransmission timer to expire. After the 
missing packets are transmitted in the fast retransmission 
phase, the fast recovery phase is performed to control the 
cwnd until a non-duplicate ACK arrives. The fast recovery 
phase is an improvement that allows high throughput under 
moderate congestion, because the received ACKs mean that 
other packets can still be received. When the third duplicate 
ACK is received, ssthresh is set to half of the amount of data 
that has been sent but not yet acknowledged. The lost 
segment is then transmitted and cwnd is set to ssthresh plus 
three maximum segment sizes (MSS). The cwnd is increased 
by one MSS whenever each additional duplicate ACK is 
received. The congestion window is inflated in order to 
reflect the additional segment that has left the network.  

However, in TCP Reno [30], fast recovery is terminated 
while the next new ACK arrives, even if the ACK just 
acknowledges some but not all of the transmitted packets 
before the fast retransmission. Therefore, NewReno [9] keeps 
the highest sequence number before retransmission as recover 
to improve the fast recovery algorithm of Reno that 
incorporates a response into partial acknowledgments. In 
NewReno, fast recovery is terminated with either a 
retransmission timeout or an ACK that acknowledges all of 
the data that was outstanding at the start of fast recovery 
procedure. There are two cases for receiving a new ACK. If it 
acknowledges all of the data up to and including recover, fast 
recovery procedure is terminated in NewReno and cwnd is set 
to ssthresh. Then the congestion avoidance phase is 
performed. Otherwise, if this ACK is a partial 
acknowledgment, NewReno retransmits the unacknowledged 
segment. After that, it reduces the cwnd by the amount of new 
data acknowledged. Due to the improved mechanisms 
mentioned above, our proposed TCP congestion control 
algorithm is based on the NewReno to incorporate our new 
design.  

TCP Westwood [2][19][30] (TCPW for short) is a 
modified version of TCP Reno. TCPW sender makes an end-
to-end estimate of the available bandwidth along the 
connection by measuring the rate of returning ACKs. When a 
packet loss event is observed, TCPW uses the bandwidth 
estimate to set the cwnd and the ssthresh. The sender updates 
the ssthresh by the measured bandwidth and the minimum 
relative trip time instead of the half of the congestion window. 
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In [2], it shows that TCPW has better throughput than TCP 
Reno when there are wireless losses. This is because TCPW 
uses the current estimated rate as reference to reset the 
congestion window, but TCP Reno simply halves the 
congestion window. Besides, there are some derivations 
based on TCPW, such as TCP WestwoodNR [23] with 
NewReno feature and TCP Westwood+[24] with low-pass 
filter for the rate of returning ACKs to increase throughput 
and fairness over wireless links.  

TCP Vegas [21] [30] utilizes the minimum RTT sample 
value observed during the connection to estimate the number 
of backlog packets in the buffer of bottleneck link by the 
difference between the expected throughput and the actual 
throughput. Two thresholds are used to estimate if the 
network experiences too many or few backlog packets 
followed by either decreasing or increasing the congestion 
window linearly to deal with the problem. 

TCP Veno [22][30] improves the performance of TCP 
Reno by utilizing bandwidth estimation scheme of Vegas. In 
addition, it differentiates wireless losses from congestion 
losses by checking if the number of backlog packets is less 
than a threshold when a packet loss is detected. It implicitly 
means that the available bandwidth is still not fully utilized 
due to wireless losses. 

TCP Jersey [16] consists of two key components, available 
bandwidth estimation (ABE) and congestion warning (CW) 
router configuration. CW is like Explicit Congestion 
Notification (ECN) configuration for network routers to mark 
the packets when the average queue length exceeds a 
threshold so as to help a sender to effectively differentiate 
packet losses caused by congestion, instead of wireless link 
errors. The ABE algorithm computes the current available 
bandwidth based on the time interval of ACK packets, the 
measured RTT, and the size of data that nth ACK 
acknowledges.  

Instead of inter-ACK gap at the sender, TCP New Jersey 
[17] enhances TCP Jersey by computing ABE using tn as the 
arrival time of the nth packet at the receiver. Thus the time 
interval (tn-tn-1) of data segments at the receiver can overcome 
the problem of ACK compression/delay in the reverse path. 
In addition, ESTCP [27] cooperates between the dynamic 
AIMD window controller at the source side and traffic 
controller at the network bottleneck node to achieve better 
fairness. However, not all routers have the ECN-like support 
in reality and the performance will degrade dramatically if the 
router of bottleneck link does not have the ECN-like 
algorithm implemented. Furthermore, bandwidth estimation 
algorithms that exploit the gap of inter-ACK or RTT do not 
work well, especially in asymmetric network where the 
bottleneck link may be on the reverse path.  

3. THE PROPOSED PACKET LOSS CLASSIFICATION AND 

WIRELESS-AWARE CONGESTION CONTROL 

In this section, a new packet loss classification algorithm 
extended from delay trend scheme is proposed with both 
increasing and decreasing trends. Besides, an improved 
congestion control for TCP transmission is proposed. The 

congestion control algorithm is based on the congestion 
control in NewReno with the assistance of the proposed PLC 
algorithm to regulate the transmitted bandwidth fairly and 
efficiently. 

3.1. Packet Loss Classification Algorithm 

The ROTT of received packets is exploited to assist packet 
loss classification, and two-trend detection method is utilized 
when it is ambiguous to distinguish the class of packet losses. 
The ROTT is measured as the time difference between the 
receiving time and the packet sending timestamp recorded in 
packet header plus a fixed bias. The end-to-end packet delay 
can be modeled as the summation of propagation delay, 
queuing delay, transmission delay, and router processing 
delay. Propagation delay is the time for the electromagnetic 
waves to traverse along the path. Router processing delay is 
required for the router to perform multiplex, reassembling, 
and packet forwarding. Transmission delay is the time 
required to send a packet into the link. They are usually 
constant for a given end-to-end path and the same packet 
length. The remainder, queuing delay, is the time for a packet 
to stay in a queue. The model for the end-to-end packet delay 
Td is shown in (1): 

, ,( )
s

d q i p i
i

i

P d
T T T

C s
   

                                            (1) 
where Tq,i is the queuing delay of link i, Tp,i is the router 
processing delay, Ps is the packet size, and Ci is the capacity 
of linke i. The final term is propagation delay where d is the 
length of physical link and s is the propagation speed of EM 
waves. We use measured ROTT and the trend of the received 
ROTTs which carries the information about the status of the 
queue in the bottleneck to classify packet losses in our 
proposed method. 

The flow chart of the proposed method is shown in Fig. 1. 
Two thresholds TGup and TGlow as in [6] are adopted to 
segment three regions to present the upper and lower bound 
of gray zone. When ROTT is larger than TGup, it means that 
ROTT is larger than the time that is required when buffer is 
filled, and we classify the packet loss as a congestion loss. 
Otherwise, when ROTT is smaller than TGlow, the packet loss 
is classified as a wireless loss. When the measured ROTT 
falls in the gray zone between TGup and TGlow, “full search” 
method is used to calculate the two trends, increasing trend 
index (incrtrend) and decreasing trend index (decrtrend), as 
shown in (2) and (3).  

 
Fig. 1 Flow chart of the proposed packet loss classification 

algorithm. 
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where I(X) is defined as 1 if X is valid, and 0 otherwise; Di is 
the ROTT of the ith packet and w is the search range.  

When the ROTT of the current received packet falls in the 
ambiguous area, the increasing trend index and decreasing 
trend index are compared with the thresholds. We take the 
ROTTs of recent received w (16 in experiments) packets into 
consideration to estimate the network condition. If the 
increasing trend index is larger than an empirical threshold 
(=0.5), it means that ROTTs have an increasing trend caused 
by growing up queuing delay in the bottleneck and the packet 
loss is caused by network congestion with high probability. In 
addition, if the decrtrend is larger than the threshold (=0.5) 
which means the queue in the bottleneck is not fully utilized; 
the packet loss is classified as a wireless loss. Otherwise, if 
ROTT is neither increasing nor decreasing, the packet loss is 
classified to be the same as the last PLC result. Although 
clock skew may make the measurement of ROTT imprecise, 
the result of increasing/decreasing trend detection is not 
affected because relative Di is used during the trend detection. 

3.2. The Proposed Wireless-Aware Congestion Control 
Algorithm 

With the convenience brought by mobile devices, the 
heterogeneous networks with wired and wireless channels are 
more and more common in reality. In heterogeneous 
networks there are congestion losses caused by network 
congestion, and wireless losses caused by wireless channel 
error due to shadowing and attenuation. For the TCP 
congestion control algorithms which reduce the congestion 
window regardless of the nature of packet losses, it will 
mistakenly lead to performance degradation when a wireless 
loss occurs. 

In order to solve this problem, the proposed PLC algorithm 
is utilized to classify packet losses, and then the TCP 
congestion control algorithm is modified in response to the 
packet losses caused by wireless errors to avoid unnecessary 
performance degradation. The wireless loss flag and packet 
loss number could be recorded in the reserved field of TCP 
header. The first bit of the reserved field is used to record the 
flag. This flag is kept constant for the packets that have the 
same acknowledgement number until the next packet loss 
event occurs. The remainder of the reserved field records the 
difference between the discontinuous sequence numbers. 
According to the flag and the packet loss number, the sender 
knows that wireless loss occurs and how many packets are 
dropped, and then the modified congestion control algorithm 
can be adopted to adjust the congestion window. In response 
to wireless losses, the retransmission policy remains the same. 
That is to say, the sender still retransmits the lost packet when 
three duplicate ACKs or partial ACKs are received, or when 
timeout of the retransmission timer occurs. However, the 

congestion window is increased as if a new ACK was 
received. 

The proposed wireless-aware congestion control algorithm 
is shown in Fig. 2. The seqno means the sequence number of 
the next packet requested by the receiver. The last_ack is 
defined as the ACK number of the last received one. After the 
third duplicate ACK is received, recover is recorded as the 
highest sequence number (highest_seq) transmitted, and the 
fast recovery phase starts. The fast recovery phase means that 
one packet loss has occurred and different policy is used to 
recover successive packet losses in one window. The main 
idea of the proposed congestion control is to maximize the 
ssthresh after timeout occurs and also to maximize the size of 
cwnd after fast recovery ends if the loss is caused by wireless 
channel errors. 

 
Fig. 2 A flow chart of the proposed wireless-aware congestion 

control for TCP 
 

When the sender receives a packet, it checks whether this 
packet is a new ACK by comparing seqno with last_ack. If 
seqno is equal to last_ack, this ACK is a duplicate ACK. 
According to the number of the duplicate ACKs (dupack), 
different strategies are taken. If dupack is less than three, we 
check whether the loss is caused by network congestion or 
wireless error. If the loss is classified as a wireless loss, cwnd 
is increased by (loss_num+1) where loss_num is defined as 
the number of lost packets at the lost event and it is recorded 
in the header of corresponding ACK packet. Otherwise, cwnd 
is constant and this action is the same as the control in 
NewReno. 

When the sender receives the third duplicated ACK, the 
control algorithm keeps recover, sets ssthresh to be the 
0.8*cwnd if a wireless loss is detected. Otherwise, the value 
of ssthresh is set as  0.5*cwnd. We set higher ssthresh in case 
of wireless losses so as to acquire larger congestion window 
in the end of fast recovery. Then cwnd is set to be one-half of 
the current congestion window. The lost packet with 
sequence number last_ack is retransmitted, and the fast 
recovery phase is initiated.  

In addition, the variable dupwnd is utilized to keep track of 
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the increment of sending window whenever the duplicated 
ACK indicates network congestion, because the value of 
cwnd is still used to reset ssthresh when timeout occurs 
during fast recovery phase. Therefore, the sending window 
size is determined by the sum of cwnd and dupwnd during 
fast recovery phase. If the loss is caused by wireless error, we 
keep the accumulated loss_num and increase cwnd by 
(loss_num+1). Otherwise, the dupwnd is increased by 1 as in 
NewReno. The same action is also applied when the number 
of dupack is greater than three. The cwnd is increased if a 
wireless loss occurs and dupwnd is increased if congestion 
loss occurs.  

If the seqno of new ACK is greater than last_ack during 
fast recovery phase, the control algorithm enters partial ACK 
action or exits fast recovery phase according to the 
comparison between seqno and recover. If seqno is less than 
or equal to recover (which means partial ACK), we 
retransmit the lost packet and reduce dupwnd by the 
difference between seqno and last_ack. Moreover, we set 
cwnd to the sum of ssthresh and loss_num, and reset 
loss_num to 0 when seqno is more than recover. Therefore, 
under the situation of wireless losses, ssthresh can be larger 
than the original one by loss_num/2 after timeout occurs, 
while the size of cwnd is increased by loss_num after fast 
recovery phase ends.  

4. PERFORMANCE EVALUATION 

The performance of the proposed PLC algorithm in terms 
of classification accuracy is presented first. The proposed 
wireless-aware congestion control algorithm for TCP is then 
compared with several congestion control algorithms used in 
different TCP protocols. Extensive simulation results are 
conducted at different wireless error rates/traffic patterns, and 
different network topologies. 

 

4.1. Performance for the Parking-Lot Topology with 
Multiple Bottlenecks 

We use the parking-lot topology with multiple bottlenecks 
to evaluate the proposed PLC algorithm and the delay trend 
scheme in literature. The new topology is shown in Fig. 3 and 
the link delay and link capacity for each link are also 
indicated. The wireless link is between node W8 and node 
M0. 

 
Fig. 3 Parking-lot topology with multiple bottlenecks 

 
There are three TCP flows and all of them are FTP. The 

traffic is set as the following. TCP1 is from node W0 to node 
M0 during 0 to100 seconds. TCP2 is from node W1 to node 
W5 during 20 to 60 seconds. TCP3 is from node W4 to node 
W7 during 40 to 80 seconds. The total simulation time is 100 

seconds. The error model of the wireless links described by a 
two-state Markov model of Gilbert-Elliott channel [14] is 
turned on at the second 60 and its average error rate is equal 
to 0.034.  

Ac [3], which is defined as the ratio of the number of 
congestion losses correctly classified to the total number of 
congestion losses, is used to evaluate the accuracy of 
congestion loss discrimination. Aw is defined as the ratio of 
the number of wireless losses correctly classified to the total 
number of wireless losses and it is used to evaluate the 
accuracy of wireless loss discrimination. A is defined as the 
ratio of the number of total packet loss correctly classified to 
the number of total packet losses for the evaluation of the 
accuracy of overall discrimination. The accuracy of flow 
TCP1 is shown in Table 1. The proposed PLC algorithm 
shows better accuracy when there can be more than one 
bottleneck in the network. 

Table 1 Accuracy comparison  

 Ac Aw A 
Delay trend scheme [6] 0.58 0.8 0.68 

The proposed PLC 0.75 0.75 0.75 
 

4.2. The Performance of the Wireless-Aware Congestion 
Control Algorithm 

We use ns-2 as the simulation environment to compare the 
performance of the proposed algorithm with the congestion 
controls algorithms implemented in several TCP protocols. 
The performance metrics used here are throughput, network 
utility, and fairness index as defined in [13]. The packet size 
is set to 1000 bytes and queue size is set to 50 packets in 
these simulations. 
4.2.1. Performance at Various Wireless Error Rates 

The simulation topology is shown in Fig. 4 with link 
capacity and delay for each link indicated. There are two FTP 
flows that use the same TCP protocol. One flow TCP1 is 
from node S1 to node D1; the other flow TCP2 is from node 
S2 to node D2. The bottleneck with capacity 1.3Mb is the 
link between node N1 and node N2. The total simulation time 
is 100 seconds, and both of the two flows exist during the 
entire simulation time. When the simulation time reaches 
second 40, the wireless error model is activated to generate 
wireless losses. We compare total goodput, which is defined 
as the effective amount of data rate in application layer, of the 
proposed algorithm to several TCP variants: WestwoodNR, 
NewReno, Westwood, Westwood+, New Jersey, and Veno at 
different error rates, and the results are shown in Fig. 5. The 
proposed algorithm can discriminate wireless losses from 
congestion losses to avoid unnecessary performance 
degradation. Therefore, it outperforms other TCP protocols 
that also do not require congestion control support from the 
routers. The performance of the proposed algorithm is almost 
the same as the one of the TCP-New Jersey which 
differentiates wireless losses by the help of the intermediate 
routers to give a signal of congestion.  
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Fig. 4 Network topology used for different wireless error rates 

 
Fig. 5 Total goodput at different error rates. Note that New Jersey 
needs extra information from routers and it is not an end-to-end 

protocol. 

Table 2 Performance comparisons over bottleneck link (error 
rate 0.06) 

 The proposed NewReno WestwoodNR Veno 
Utility 0.94 0.72 0.84 0.72 

Fairness 0.998 0.999 0.998 0.997 

Table 3 Performance comparisons over bottleneck link (error 
rate 0.12) 

 The proposed NewReno WestwoodNR Veno 
Utility 0.84 0.59 0.61 0.62 

Fairness 0.998 0.999 0.997 0.999 

 
We measure the data flow at the bottleneck link according 

to different flows separately, and the average values of the 
simulations at different error rates are listed in Table 2 and 3. 
In general, the proposed wirelesss-aware congestion control 
algorithm outperforms other TCP variants with respect to the 
throughputs and network utility. We can find that the 
proposed method shows better utility of the bottleneck link 
regardless of the wireless error rates. The results of fairness 
index of these methods are close. The proposed algorithm is 
better than the others, especially when the error rate is high. 
The main reason of the better performance is due to the 
increase of cwnd after fast recovery ends as well as the 
increase of ssthresh after timeout occurs if a wireless loss 
occurs. 

 
4.2.2. Performance with Larger Topology 

In this Section, we use Brite [15] topology generator to 
generate the network topology which is composed of 50 
nodes, as shown in Fig. 6. There are 33 nodes (the square 
ones) in the core network and the others are leaf nodes. There 
are 3 WiFi base stations connected to the leaf nodes and there 
are 3 WiFi mobile hosts for each base station. Three leaf 
nodes are taken as senders to transmit TCP packets to their 

receivers at mobile hosts. The capacity for each link is 
generated according to heavy-tailed distribution in the range 
of 2Mbps and 10Mbps. The wireless error model with 
average error rate 0.1 is activated to simulate wireless 
channel error at second 40. Besides, there are 5 UDP flows 
with 500 Kbps as background traffic. The effective 
throughputs are shown in Table 4. The total goodput of the 
proposed algorithm is better than other TCP variants 
according to the simulation results. 
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Fig. 6 The large scale network topology generated by Brite 

Table 4 Goodput at the receiver 

 The proposed NewReno WestwoodNR Veno 

M11 493.88 412.18 567.27 393.54

M12 486.23 406.27 362.68 387.72

M13 538.23 414.51 386.97 457.61

M21 563.19 481.07 515.52 428.9 

M22 557.03 440.64 470.09 494.05

M23 556.28 422.75 543.64 355.19

M31 421.42 335.55 344.46 307.93

M32 408.44 306.43 417.09 379.98

M33 454.78 336.05 341.63 335.8 

Total 4479.44 3555.42 3949.29 3540.69

5. CONCLUSION 

A new packet loss classification algorithm is proposed with 
two-trend delay detection to differentiate congestion losses 
from wireless losses in the ambiguous region of ROTT 
distribution. A wireless-aware congestion control algorithm 
for TCP is further proposed. The proposed algorithm takes 
advantage of the packet loss classification to react correctly 
for real congestion situations. The algorithm adjusts the 
congestion window after fast recovery ends and increases the 
slow start threshold after timeout occurs. From the simulation 
results in Section 4, the proposed PLC algorithm shows better 
classification accuracy and it is more insensitive to the 
variation of the thresholds. The end-to-end wireless-aware 
congestion control algorithm also demonstrates better 
throughputs, better utility in the bottleneck link, and higher 
fairness than other congestion control algorithms in many 
TCP protocols, especially over heterogeneous networks. The 
only algorithm with performance similar to ours is the TCP 
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New Jersey, which, unlike our approach, is not an end-to-end 
algorithm and TCP New Jersey needs router support. 
Although the results are encouraging, the further evaluation is 
desired to take the mobility of the mobile host and handoff 
between base stations into consideration, and also prove the 
efficiency in real wired-wireless network environments. 
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Abstract — Free-space optical communication 
suffers from irradiance variations caused by random 
atmospheric temperature fluctuations and pointing 
error due to jitter and misalignment between 
transmitter and receiver. In this paper, the simulation 
results for the average symbol error rate 
performance of Free Space Optical links over 
gamma-gamma turbulence fading channels in the 
presence of pointing error with subcarrier QAM are 
studied and numerical results are obtained using 
spatial diversity and beam optimization. The received 
signal at the receivers is combined using maximal 
ratio combining.  Furthermore, optimum beamwidth 
is calculated taking into account various metrics such 
as the electrical signal-to-noise ratio, the normalized 
jitter, and the SER. The results obtained can be a 
useful outcome for FSO system designers in order to 
limit pointing error effects and achieve an optimum 
performance. 

 
Index Terms — Diversity Reception, Free-space 

optics, Fading, MRC, Pointing error, QAM 

1.  INTRODUCTION 
Free-space optical (FSO) communication has 

emerged as a promising and commercially viable 
technology in today’s communication infrastructures. 
It can provide high-speed links for a variety of 
applications; can be considered as a supplement or an 
alternative to RF for the next generation broadband in 
order to support large bandwidth, unlicensed 
spectrum, excellent security, and quick and 
inexpensive setup. However, atmospheric turbulence 
produces scintillation of the transmitted optical beam 
at the receiver end, severely degrades the link 
performance.    Due to line-of-sight (LoS) connection  

 
 
 
 
 
 

and the directional reception of narrow FSO beams 
another cause of concern is the pointing error (PE) 
which arises due to misalignment between the 
transmitter and receiver due to weak earthquakes, 
dynamic wind loads resulting in sway of high rise 
buildings that causes vibrations of transmitted beam 
and thus misalignment.  

An appropriate selection of the modulation 
technique is vital to circumvent turbulence induced 
fading. Though the on-off keying (OOK) scheme is 
the simplest and extensively used modulation 
technique, but it requires an adaptive threshold 
scheme to perform optimally in atmospheric 
turbulence induced fading. This adaptive threshold is 
complex to implement and practically not suitable. 
Therefore, it is a reasonable approach to use 
modulation techniques that carry the information in 
the phase or the frequency of the RF carrier signal. 
The phase shift keying (PSK) or the quadrature 
amplitude shift keying (QAM) based subcarrier 
intensity modulation (SIM) requires no adaptive 
threshold scheme, thereby offering superior 
performance compared to OOK in the presence of 
atmospheric turbulence induced fading channels. 
They require lower bandwidth and have higher 
spectral efficiency as compared to binary modulation 
schemes. Further, M-ary QAM delivers better BER 
performance due to more distance between 
constellation points for values of M >4. However, the 
penalty paid is higher SNR to attain a desired BER 
performance. Further, multiple RF SIM is the 
preferred choice when increased capacity is more 
important than the power requirement. Also, QAM is 
becoming the standard for 4G wireless 
communications, which is another driver, in order to 
have seamless integration with the system. 
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Diversity schemes with different combining 

systems have received much attention in RF due to 
their ability to mitigate the performance 
degradation of multipath fading through diversity. 
The random pointing error in FSO systems has a 
profound effect on the BER performance of the 
atmospheric fading channel. This can also be 
improved by using diversity and optimum 
combining techniques at the receiver. In the present 
paper, therefore, study is carried out using diversity 
with single-input multiple-output (SIMO) and 
maximal ratio combining (MRC) for the FSO link 
affected by turbulence fading and pointing error. 

The remainder of this paper is organized as 
follows. The channel, system model and beam 
optimisation are described in Section II followed 
by simulation results and conclusions in section III 
and IV, respectively. 

2. CHANNEL AND SYSTEM 
MODEL 
A. Channel Model 
The channel state h models’ the random attenuation 
of the propagation channel. In our model, h arises 
due to two factors:  atmospheric turbulence ha, and 
pointing errors hp. The combined optical channel 
model is defined as: 

                          h = ha.hp                                      (1) 

 

In (1), ‘h’ is the normalized channel fading 
coefficient considered to be random but constant 
during the symbol duration. The coefficients; ha  
and hp  are random with distributions discussed in 
the following paragraphs. 

The atmospheric turbulence follows the Gamma–
Gamma distribution which recently has emerged as 
a useful turbulence model as it has excellent fit 
with measured data over a wide range of turbulence 
conditions [1]. According to the Gamma–Gamma 
model, the irradiance ‘I’ can be modeled as weak 
eddies induced irradiance fluctuation modulated by 
strong eddies induced irradiance fluctuation. The 
probability density function (PDF) of a normalized 
Gamma–Gamma random variable I is given as [1]. 

 

𝑓𝑓ℎ𝑎𝑎 (𝐼𝐼) =
2(𝛼𝛼𝛼𝛼 )

𝛼𝛼+𝛼𝛼
2 𝐼𝐼

�𝛼𝛼+𝛼𝛼
2 −1�

𝐾𝐾𝛼𝛼−𝛼𝛼 (2�𝛼𝛼𝛼𝛼𝐼𝐼 )

Γ(𝛼𝛼)Γ(𝛼𝛼)
         (2) 

 

where Γ(.) is the Gamma function and Kα-β(.)  is the 
modified Bessel function of the second kind of 
order α-β. The shaping parameters α and β are 

related to the Rytov variance (𝜎𝜎𝑙𝑙2) and are given by 
[1] 
 

 𝛼𝛼 = [exp� 0.49𝜎𝜎𝑙𝑙
2
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𝛼𝛼 = [exp� 0.51𝜎𝜎𝑙𝑙
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Pointing errors which can arise due to 
mechanical misalignment, errors in the tracking 
system, or due to mechanical vibrations present in 
any system, is composed of two components [2]: a 
fixed error, called boresight, and a random error, 
called jitter. The spatial intensity profile of the 
beam is assumed to be Gaussian with a beam waist 
‘wz’ at the receiver plane at a distance ‘z’ from the 
transmitter with a circular aperture of radius ‘r’. 
The probability density function of the pointing 
error is given by [2] 

 

𝑓𝑓ℎ𝑝𝑝 �ℎ𝑝𝑝� = 𝛾𝛾2

𝐴𝐴0
𝛾𝛾2 ℎ𝑝𝑝

𝛾𝛾2−1,    0 ≤  ℎ𝑝𝑝  ≤ 𝐴𝐴0           (5) 

 
where, 
 

𝛾𝛾 = 𝑤𝑤𝑧𝑧𝑒𝑒𝑒𝑒 /2𝜎𝜎𝑠𝑠                                 (6) 

 

hp represents fraction of the power collected by the 
detector, 𝜎𝜎𝑠𝑠  is the pointing error displacement 
standard deviation due to jitter at the receiver. 𝑤𝑤𝑧𝑧𝑒𝑒𝑒𝑒  

is the equivalent beam width at the receiver. The 
parameters 𝑤𝑤𝑧𝑧𝑒𝑒𝑒𝑒  and  Ao  are given in [2]. 

 

B. System Model 
 The block diagram of the transmitter of 

subcarrier FSO system for a single RF carrier and 
employing QAM-SIM is shown in Fig.1. At the 
transmitter, the serial data signal is converted to 
two parallel streams and the radio frequency signal 
is first pre-modulated with the data signal d(t). 
After proper biasing, this RF signal s(t) is used to 
modulate the irradiance of a continuous wave 
optical laser beam. The transmitted irradiance will 
have the following waveform:  

 

it(t)=P[1+ξs(t)],                            (7) 
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Fig.1.Transmitter of a single subcarrier SIM FSO 
system. 

 
 

where ‘P’ is the transmitted optical   power   which 
is normalized to unity and ‘ξ’ is the modulation 
index satisfying the condition -1< ξs(t) < 1 in order 
to avoid over-modulation. Here QAM is chosen as 
the electrical modulation format with the in-phase 
and quadrature-phase of the RF signal. The output 
signal of the QAM modulator can be written as [3]  
 

𝑠𝑠(𝑡𝑡) = 𝑠𝑠𝑖𝑖(𝑡𝑡) cos(2𝜋𝜋𝑓𝑓𝑐𝑐𝑡𝑡) − 𝑠𝑠𝑒𝑒(𝑡𝑡) sin(2𝜋𝜋𝑓𝑓𝑐𝑐𝑡𝑡)             
(8) 

 

In Eq. (8), 𝑠𝑠𝑖𝑖(𝑡𝑡) = ∑ 𝑎𝑎𝑗𝑗 (𝑡𝑡)𝑔𝑔(𝑡𝑡 − 𝑗𝑗𝑇𝑇𝑠𝑠)∞
𝑗𝑗=−∞  and 

𝑠𝑠𝑒𝑒(𝑡𝑡) = ∑ 𝑏𝑏𝑗𝑗 (𝑡𝑡)𝑔𝑔(𝑡𝑡 − 𝑗𝑗𝑇𝑇𝑠𝑠)  ∞
𝑗𝑗=−∞ , where  𝑎𝑎𝑗𝑗 (𝑡𝑡) and  

𝑏𝑏𝑗𝑗 (𝑡𝑡) are the in-phase and quadrature components 
of the jth data symbol, respectively, g(t) is a 
shaping pulse, and Ts is the symbol interval. 

  
At the receiver shown in Fig.2, in a spatial 

diversity system, aperture area of each detector in 
the N-receiver system is assumed to be A/N, where 
A is the aperture area of detector under single-
transmitter single-receiver link and the background 
radiation noise on each link with detector diversity 
is 1/N that of a SISO link resulting 
in   {𝑛𝑛𝑖𝑖(𝑡𝑡)}𝑖𝑖=1

𝑁𝑁 ~ 𝑁𝑁(0,𝜎𝜎𝑖𝑖2 𝑁𝑁⁄ ). 
 
This approach is particularly valid for the case 

where noise from the background radiation is the 
dominant source as is the case for FSO. By 
assuming identical PIN photodetector on each link, 
the individual detector output is given by [4] 

 

𝑖𝑖𝑟𝑟𝑖𝑖 (𝑡𝑡) = ℛ
𝑁𝑁
ℎ�1 + 𝐴𝐴𝑗𝑗𝑔𝑔(𝑡𝑡)cos(𝑤𝑤𝑐𝑐𝑗𝑗 𝑡𝑡 + 𝜃𝜃𝑗𝑗 )� + 𝑛𝑛𝑖𝑖(𝑡𝑡)      

(9) 

 

where,  i= 1, 2, 3, . . . , N. ‘R’ is the responsivity 
of the photodetector, n(t) is the additive white 
Gaussian noise (AWGN). 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Diversity receiver of single subcarrier SIM 
FSO system.(LSC-Low pass filter, Sampler, 

Comparator) 
 

 
After removing the DC bias, the electrical signal is 
first demodulated by an electrical QAM 
demodulator. It is then sampled to recover the 
transmitted data. The MRC combiner weights each 
output signal {𝑖𝑖𝑟𝑟𝑖𝑖 (𝑡𝑡)}𝑖𝑖=1

𝑁𝑁 from each link by gain 
{𝑎𝑎𝑖𝑖}𝑖𝑖=1

𝑁𝑁 proportional to the received intensity. The 
weighted signals are then co-phased and coherently 
added to obtain the combined output current. In a 
SIMO MRC system, channel state information 
(CSI) is perfectly known at the receiver. The 
received signals are combined in such a way that 
the signal-to-noise ratio (SNR) at the receiver 
combiner output is maximized. 

 
C. Beam Width Optimisation 
To overcome the problem of misalignment and 
keep line-of-sight between the transmitter and 
receiver, the beamwidth and transmitted power 
need to be increased. However, a wide beamwidth 
increases the required signal-to-noise ratio (SNR), 
leading to increased cost and complexity, whereas, 
a narrow beam may result in the signal outage. A 
beam width which is larger than receiver aperture, 
reduces the SNR due to spreading of optical power. 
On the other hand a beam width which is smaller 
than receiver aperture radius would result in the 
increase of ambient noise, reducing the effective 
SNR. Hence, a proper optimization of the 
beamwidth is required. 
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3. SIMULATION RESULTS 
The RF SIM-QAM SIMO FSO system 

described above is simulated using Matlab with 
single subcarrier. The system parameters and that 
of the atmospheric turbulence and pointing error 
(considering a fast tracking system with negligible 
bore sight error) are given in Table 1.  

The simulation has been carried out for low 
turbulence ( 𝜎𝜎𝑙𝑙2 =0.2) and moderate turbulence 
(𝜎𝜎𝑙𝑙2=1) by varying jitter standard deviation  𝜎𝜎𝑠𝑠 for 
each case.  

The pulse shaping function is assumed to be 
rectangular in the simulation. 

 

Table 1: Simulation Parameters 

 
 
In Fig.3, we have shown the performance 

improvement of the FSO SIMO system over the 
single-input-single-output (SISO) system. Fig. 3 
has plots of the SISO system with and without PE. 
It is observed that the performance of the FSO 
system   degrades considerably by a value of 9dB 
because of pointing error at a SER of 10-4 for the 
SISO syatem.. With receiver diversity of order two 
and MRC combining, a diversity gain of the order 
of 7-13dB is achievable for jitter values of 8cm > 
𝜎𝜎𝑠𝑠 > 4cm at a SER of 10-4.  

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 

Fig.3. SER performance of QAM-SIM with 
SIMO-MRC in the presence of low turbulence and 

pointing error. 
 
In Fig. 4, once again, similar order of 

diversity gains has been obtained for the FSO 
system with PE for moderate turbulence conditions. 
 

 

 
 
Fig.4.SER performance of QAM-SIM with SIMO-
MRC in the presence of moderate turbulence and 

pointing error. 
 
 
Next, we have obtained the results for the 

optimisation of the beam. From Fig.5 we observe 
that the value of optimum beam-width remains 
constant even on varying the turbulence from low 
to a high value keeping the pointing error jitter 

Data rate 1Mbps 
Laser wavelength 1550nm 
Distance between Tx and Rx  1Km 

Receiver diameter 8cm 
Jitter standard deviation,  𝜎𝜎𝑠𝑠 4cm, 6cm, 8cm 
Variance of Turbulence 0.2 < 𝜎𝜎𝑙𝑙2 < 1 
Number of receivers 2 
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constant. The minimum beam-width remains 
unchanged for different atmospheric turbulence at 
1.7 for a fixed PE. Therefore, turbulence has no 
effect on the optimum beam-width required.   

 

 
 

Fig.5. SER vs 𝑤𝑤𝑧𝑧 𝑟𝑟⁄  curves for QAM-SIM at 
fixed SNR and jitter standard deviation with 

varying turbulence. 
 

In Fig.6, it can be seen that by keeping the 
turbulence constant at a moderate level and varying 
the pointing error jitter standard deviation by only a 
small amount, the optimum beam width required 
has grown very large in size (from 1.6 times to 2.85 
times the receive aperture radius). This is due to the 
fact that a higher jitter results in larger variations in 
radial displacement of the incoming beam center 
demanding a larger beam width for optimum SER 
performance.  

 

 

Fig.6. SER  vs  𝑤𝑤𝑧𝑧 𝑟𝑟⁄  curves for QAM-SIM at 
fixed SNR and turbulence with varying jitter 

standard deviation. 
 

4. CONCLUSION 
In this paper, SER performance of QAM-SIM 

FSO link over Gamma-gamma atmospheric 
turbulence channels with receiver diversity and 
MRC has been investigated. The effect of varying 
the pointing error standard deviation on the SER 
performance for low and moderate turbulence has 
been obtained. It is concluded that the degradation 
in SER due to turbulence induced fading with PE 
can be reduced considerably by employing receive 
diversity. Also, the performance of the FSO link 
with pointing error has been investigated with the 
beam-width radius. The effect of varying the 
pointing error standard deviation and turbulence on 
the beam-width has been obtained. The effect of 
misalignment may be reduced by using broad 
transmitted beam but this would be at the expense 
of higher transmitting power.  In this regard, beam 
width optimization was found to be a viable option 
for improving SER performance along with 
automatic tracking systems. It is concluded that, 
increase in turbulence doesn’t have any effect on 
optimum beam width required whereas increase in 
pointing error jitter increases the optimum beam 
width required. 
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Abstract - This paper presents an implementation of the 
TDMA baseband modem to support M:N voice 
communications by using ad-hoc method. The designed 
baseband modem is applied to communicate a 14-node relay 
network. Each node can send and receive signals by its 
assigned time slot. When odd-numbered nodes of 14 nodes 
can transmit signals at the same time, even-numbered nodes 
can receive signals, and vice versa. To implement the relay 
function, the baseband modem has a cycle network controller, 
a priority dual-port I/O controller with an asynchronous 
serial device and data buffer memories, and has been 
programmed on Xilinx Spartan-6 FPGA with Verilog HDL. 
Since the baseband modem configures a network for 
maximum 14-hop relay in serial, the communication distance 
is extended up to 1.4 Km. The baseband modem is tested and 
verified its functions for voice communications, and its 
measured maximum delay time is less than 230.4msec for the 
end-to-end voice transmission. 

Keywords: Wireless Ad-hoc Network, Relay Protocol, 
Baseband Modem, WPAN 

 

1 Introduction 
  Wireless personal area networks(WPANs) are used in 
many places such as small group meetings, short distance 
multi-way communications, remote speakers and so on. 
Typically WPANs do not have a function to join the networks 
or relay voices using ad-hoc function. Also WPANs are very 
limited distance and outputs because of sharing ISM 
bandwidth. For small group communications, it is much 
efficient to use TDMA technology than CDMA technology 
since TDMA increases the efficiency of the channel.  

 To implement ad-hoc function for voice 
communications, there are several technical challenges in ad-
hoc networks. First, ad hoc networks have by high bit error 
rates and path breaks due to changing network topology. 
High bit error rates reduce the quality of the network service. 
Second, the transmission frame of the wireless network are 
included not only preamble for synchronization but also a 
payload of limited length. Therefore the length of the data 
packets that are available in an ad-hoc network is short in the 
wired network. There is also a disadvantage in a multi-hop 

wireless networks the throughput of data is reduced as the 
number of nodes increases. In particular, the transmission 
delay of wireless network communication is increased as the 
number of hops is increased. There are no products to support 
the relay protocol and ad-hoc function among groups. 

 As the processors speeds are increased, it is possible to 
overcome the above technical challenges. Ahn has proposed a 
relay protocol based on TDMA technology with ad-hoc 
function[1]. This paper presents an implementation of the 
baseband modem for voice communications using the 
protocol 

2 Related Work 
 There are many researches for ad-hoc networks. For 
real-time speech on wireless ad-hoc is studied by Kargl, 
Kwong and Venkat[4][5][6]. Frank Kargl et al. have 
discussed voice transmission over Bluetooth and presented a 
new routing protocol called Bluetooth Scatternet 
Routing(BSR)[4]. But they have discussed the possibility, 
and the chip of BSR has not been implemented. Kwong et al. 
have used multi-path routing protocol called MSDR in order 
to speech quality[5]. But processing overheads have not been 
solved. G. Venkat Raju et al. have proposed a Localized 
Distributed heuristic for Minimum number of 
Transmissions(LDMT)[6]. In order to reduce transmission 
delay, this algorithm minimizes voice retransmission only. 

 Several researches have studied to solve the problem of 
capacity reduction in multi-hop wireless networks[11][12]. 
They have observed that the performance degrades quickly as 
the number of hops increases due to using a single radio for 
transmitting and receiving packets. A good way to improve 
the capacity of wireless is to use more network interfaces or 
to use speech compression in the case of voice applications. 
Some researches have used only one network interface due to 
cost. Another way to improve the capacity of wireless is to 
use schedule transmission slots in time and to use multiple 
non-interrupting frequency channels[13]. Chen et al. have 
observed transmission traffic is decreased as the number of 
hops increases when single frequency is used in wireless 
networks[12].  

 There are no related papers which have been 
implemented the baseband modem with the relay and ad-hoc 
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functions. This paper presents an implementation of the 
TDMA baseband modem using Xilinx Spartan-6 FPGA and 
Verilog HDL. The basic protocol is described in Section 3 
and the design of baseband modem is described in Section 4 
and 5. 
 

3 Network Protocol 
 Figure 1 shows the TDMA network cycle for the relay 
protocol for voice communication. One network cycle has 15 
slots. The time length of each slot is 15.36msec and one 
network cycle time is 230.4msec. Each slot has 15 frames. 
Each frame is 1.0msec. Each node uses one of its own control 
section assigned in its frame. Slot 0 is used for the start of the 
network cycle(SoC) and used for contention slot. If a new 
node requests to join the network, it should use this 
contention slot. If there are collisions, random back-off time 
is used to join the network. The first frame of the other slots 
is used for the control frame, which is used by the master 
node and all slave nodes to exchange network information. 
The other 14 slots are used for transmitting voice data.  

 The basic structure of each frame as shown in Fig 2 
consists of five sections, which are preamble, SyncWord, 
Header, Payload and EoF(end of frame). The length of the 
frame is 1024-bit(128B). The preamble is used for stabilizing 
time of the frequency generator for RF modules and users can 
specify the length of preamble for specific RF chips. 
SyncWord is 4-byte synchronous and has a special pattern in 
order to synchronize the payload data. The Header has the 
addresses of the sender and the parent node.  

 
 

 

Figure 1. Network Cycle of Relay Protocol 

 

 

 
Figure 2. Basic Structure of a Frame 

 

3.1 Start of Cycle 

 The SoC is generated and transmitted by the master. It 
indicates the start of the network cycle and all slave nodes 
should synchronize this signal to work with the network. This 
includes special codes for security, which are group code and 
message security code. To synchronize this cycle, the 
frequency is a designated frequency or default frequency to 
all slave nodes. 

The contention frames followed by the SoC are used to 
request to join the network and total contention frames are 14 
frames. The slave which joins the network sends the message 
“connection request (JoinREQ)” to the master and the master 
replies the message “connection permission (JoinACK)” with 
its node number and network address for routing. For this 
purpose, the designated frequency is used. After new 
connection is set up, the frequency hopping is used. 

3.2 Control Frames 

 The control frame is generated and sent by the master 
and all slave nodes participated in the network. The control 
frame is used to manage the network using the designated 
frequency. This frame synchronizes the network, transmits 
and receives data. The master node and relay nodes use the 
payload of the control frame to exchange routing information 
to relay data and ad-hoc function. 

3.3 Data Frames 

 Data frames are divided into 14 small frames to transmit 
and receive voice data. As shown in Figure 1, 14 data frames 
are divided into two sections to relay voice data. Two 
sections have different roles upon hop number from the 
master. If hop numbers are odd number, the first section 
(Frame1 ~ 7) is used to transmit voice data generated by odd 
numbered nodes with designated frequency. The second 
section (Frame8 ~ 14) is used by even numbered nodes and 
used to receive voice data. After this stage, odd numbered 
nodes are changed to the reception mode and even numbered 
nodes are changed to the transmission mode. The frequency 
hopping is used for this operation. 

4 Baseband Modem Design 
 The baseband modem for the relay protocol is 
implemented on Xilinx Spartan-6 using Verilog HDL. The 
baseband modem block diagram is shown in Figure 3. The 
modem has a network cycle controller, a priority dual-port I/O 
controller, an asynchronous serial transceiver, and data buffer 
memories. 
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Figure 3. Block Diagram of the Baseband Relay Modem  

4.1 Asynchronous Serial Tranceivers 

The Baseband modem is designed to communicate 
asynchronous RF module chip. The RF frequency is 
ISM(Industrial Scientific and Medical) band. The 
asynchronous serial transceiver uses a message-bit 
counter and a comparator to detect a SyncWord and a 
shift register is used to convert serial data to parallel 
data or vice versa. 

4.2 Buffer Memory 

 To interface the baseband modem with a processor, 
buffer memories are implemented. The buffer memories store 
voice data from the processor to the RF module or store data 
from the RF module to relay or play voice data. Therefore, 
seven 512-bit buffers are implemented to handle data 
simultaneously. Each buffer is assigned to one of seven data 
frames and each buffer is used to a dedicated relay node 
participating in the voice relay. In order to reduce the size of 
logic gates, the data buffer memory is implemented by a 
single port memory. When a dual-port memory is 
implemented for fast data access, the power consumption and 
the number of logic gates increased dramatically.  

4.3 Priority Dual-Port I/O Controller 

 To meet the processing time of the baseband modem, a 
priority I/O controller is implemented. The priority I/O 
controller has designed to give higher priority to a network 
cycle controller when both the network cycle controller and 
the processor access the buffer memories at the same time. 

4.4 Network Cycle Controller 

 The network cycle controller controls the basic cycle 
function of the baseband modem. It enters a state of 
frequency search after it is initialized. In this state, the 

modem determines whether it is the master node or not. If the 
master mode is set, immediately it transmits the SoC to 
provide a network service for slave nodes to join TDMA 
network cycles. If the slave mode is set, it searches the SoC 
with the designated frequency. After it receives the SoC, it 
sends out the message “connection request (JoinREQ)” and 
searches the control frame of the master and retrieves its 
unique address assigned by the master. If a slave node 
receives all information from the master, it synchronizes the 
network cycle times and operates for transmitting and 
receiving voice data. The slave node decodes the control 
frame of the master and compares the SoC continuously, and 
compares the state of the internal current modem 
continuously. If the address of slave node is not match the 
address received from the master, the slave node changes its 
state to searching mode again since it considers that it is not 
synchronized to the master. This means that it must be 
initialized and rejoin the network and performs 
synchronization process again. 

5 Experiment  
 In order to evaluate relay protocol functions of the 
baseband modem, it has been assembled on a system board 
shown in Figure 4. The system board has a Cortex-M4 
processor from ST Micronics, a XC6SLX9 FPGA chip from 
Xilinx, a CC2400 chip from TI and a WM8976 audio codec 
chip from Wolfson Microelectronics. The baseband modem is 
programmed on Xilinx FPGA using Verilog HDL. The 
CC2400 chip is 2.4GHz RF module and the WM8976 chip is 
used for encoding and decoding voice data. Cortex-M4 
processes routing function to relay voice data and controls the 
system.   

 

 

Figure 4. Evaluation Board 

 

In order to evaluate the performance of the modem, 
experiments have been carried out as shown in Figure 5. First, 
the master node sends the first frame with the SoC and the 
control frame according to the network cycles. Slave nodes 
are joined the network one by one. In Figure 5, a relay node 
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#2 is connected to the master and a relay node # 4 is 
connected to the relay node # 2.  

 

 

Figure  5 Network topology to test voice relays 

 

  

 
Figure 6. Output Signals of Network Cycle Controller 

 Figure 6 shows the output signals measured on FPGA 
pins when the master node transmits data to relay node #2 at 
Figure 5. At Figure 6, the number ① shows the audio data 
signal to be transmitted and received by the master. The 
number ② shows the transfer mode of the master node. The 
high state of pulses means that master node is a transmission 
mode and the low state of the pulses means that the master 
node is a receive mode. The narrow pulses with a circle 
illustrate the SoC of the first frame of the network cycle. 
Audio data signals received by the relay node #2 are shown at 
the number ③. The number ④ shows that the relay node #2 
is operating in the communication mode. 

 When the RF module is set to the maximum power, the 
radius of RF reaches about 100m. Experiment results show 
that the maximum distance using the implemented baseband 
modem reaches about 1.4Km when 14 nodes are connected in 
serial. When the data bit rate is 1Mbps, the end-to-end delay 
time from the first node to the 14th node is about 230.4msec. 
The average node-to-node delay time is about 17.7msec. 
When this baseband modem is applied to the personal 
wireless communication, the delay time guarantees the QoS. 
 

6 Conclusion 
 In this paper, a TDMA baseband modem has been 
implemented on FPGA and tested its performance to relay 
voice data for WPAN environment. The maximum relay 
nodes are configured up to 14 nodes with ad-hoc function. 
Experiment results show that the maximum end-to-end delay 
time of 14 nodes is 230.4 msec with the data rate of 1Mbps. 
The PWAN network can be configured as various topology 
such as line, start or tree and so on. Also the modem can be 
used with various RF modules for specific applications with 
different data rates. It requires to re-design in a chip to apply 
to WPAN applications.  
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Abstract- Vehicular ad hoc networks (VANETs) are receiving 
increasing attention from academics due to the various 
applications and potential tremendous benefits they offer for 
future VANET users. Safety information exchange enables life-
critical applications, such as the alerting functionality during 
medical emergencies, and thus, plays a key role in VANET 
applications. In a VANET, vehicles rely on the integrity 
of receiving data for deciding when to present alerts to drivers. 
The communication between car to car, car to the roadside 
unit done through wireless communication. That is why security 
is an important concern area for vehicular network application. 
For authentication purposes large amount of bandwidth is 
consumed and the performance becomes low. In VANET some 
serious network attacks such as man in the middle attack,
masquerading is possible. In this paper various previous 
researches done in this area are analyzed and compared on the 
basis of drawbacks of those approaches. After that the different 
issues on VANET are discussed and finally conclude with 
proposed idea.

Keywords-Security, Region authority (RA), on board unit
(OBUs), certificate revocation lists (CRLs).

I. INTRODUCTION
Vehicular Ad-Hoc Network is a special class of Mobile 

Ad-Hoc Networks (MANETs) in which communication link is 
established between road side units (RSUs) and on board units 
(OBUs), OBUs to OBUs in a short range of 100 to 300 m and 
between RSUs to RSUs. To enable application for safety, 
traffic, driver assistance, infotainment vehicular 
communication is evolving very rapidly. But the race of 
providing various services raises the security concern and 
makes VANET vulnerable to various attacks like jamming, 
forgery, privacy violation, on board tampering. Existing 
protocols to secure VANETs resolves these issues up to some 
extent but raises some concerns on the basis of which, this 
paper reviews the different schemes developed for VANET.

More specifically, the purpose of the paper is to survey the 
literature, and provide an overview of the extent of the 
research done in the area of VANETs and also provide some 
protocols to resolve the security issues. This paper is 
organized as follows: In the second section the challenges for 
the security in VANET are discussed. In the third section,
previous work that is close to this approach has been 
discussed. In the fourth section, system model which we 

assumed for the proposed scheme is discussed. In the fifth 
section, evaluation criteria are discussed based on which 
proposed scheme is evaluated. In section sixth proposed 
scheme is discussed. In section 7 paper is concluded.

II. CHALLENGES
The most significant challenges of VANET are

A.Network Volatility

The connectivity among nodes can often be highly 
transient and a one-time event (same vehicles may not get the 
chance to communicate again). For example, two vehicles 
(nodes) traveling on a highway may remain within their 
transceiver range, or within a few wireless hops, for a limited 
period of time. Hence password-based establishment of secure 
channels, gradual development of trust by enlarging a circle of 
trusted acquaintances, or secure communication only with a
handful of endpoints and may be impractical for Securing 
vehicular communication (VC).

B. Authentication vs. Privacy

In the process of providing authentication for 
communication between OBUs, The privacy of the sender can 
be revealed and can pose threat to the sender by many ways 
like tracking someone’s location, journey details.
C. Delay Sensitive Applications

Many of the safety and driver-assistance applications Pose 
strict deadlines for message delivery or are Time-sensitive. 
Security mechanisms must take these constraints into 
consideration and impose a low processing and messaging 
overhead.
D. Network Scale

The scale of the network, with roughly a billion vehicles 
around the globe, is another challenge.

E. Heterogeneity

The heterogeneity in VC technologies and the supported 
applications are additional challenges, especially taking into
account the gradual deployment. With nodes possibly 
equipped with cellular transceivers, digital audio and Global 
Positioning System (GPS) but with the current standard 
architecture using the vehicular public key infrastructure (PKI) 
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and tamper proof device (TPD) and various protocols these 
problems are resolved up to some point.

III. PREVIOUS WORK
In VANETs, the primary security requirements are 

identified as entity authentication, message integrity, non-
repudiation, and privacy preservation. The PKI is the most
viable technique to achieve these security requirements.

In [6] author proposed TACKs for certificate organization
and vehicle revocation in a VANET, which we consider to be 
the most relevant and closely related scheme to the work we 
propose in this paper. TACK adopts a hierarchy system 
architecture consisting of a central trusted authority and 
regional authorities (RAs) distributed all over the network. 
The authors adopted group signature where the trusted 
authority acts as the group manager and the vehicles act as the 
group members. Upon entering a new region, each vehicle 
must update its certificate from the RA dedicated for that 
region. The vehicle sends a request signed by its group key to 
the RA to update its certificate, the RA verifies the group 
signature of the vehicle and ensures that the vehicle is not in 
the current Revocation List (RL). After the RA authenticates 
the vehicle, it issues short lifetime region-based certificate. 
This certificate is valid only within the coverage range of the 
RA. It should be noted that TACK requires the RAs to wait for 
some time, e.g., 2 seconds, before sending the new certificate 
to the requesting vehicle. It restricts the vehicle to send
messages to neighboring vehicles within this period, which
makes TACK not suitable for the safety applications. Also, 
TACK requires the RAs to completely cover the network, 
otherwise, the TACK technique may not function properly. 
This requirement may not be feasible especially in the early 
deployment stages of VANETs.

In [1] author considers the deployment stage of VANET 
and proposes 3 protocols revocation using tamper proof device 
(RTPD) which uses the tamper proof device (TPD) to revoke 
all the certificates of the malicious vehicle with the help of 
radio or FM to broadcast in case of vehicle is not in the range 
of road side units (RSUs), distributed revocation protocol
(DRP) which uses group based revocation technique to revoke 
the certificate. In case if any vehicle is suspected of doing 
malicious activity by its neighbor and if then the numbers of 
neighbors are greater than a certain threshold then they inform 
it to the CA to remove its certificate. The last is revocation 
using compressed certificate revocation list (RCCRL) which 
uses the distribution of the only updated and compressed list. 
For privacy it proposes using a set of anonymous keys that 
change frequently. These keys are preloaded in the vehicle’s 
TPD for a long duration. For authentication vehicles will sign
each message with their private key and attach the 
corresponding certificate. To reduce the security overhead, it 
uses the approach of elliptic curve cryptography (ECC).

In [2] author does not consider the deployment stage 
problem. It uses the RSU aided certificate revocation scheme 
in which RSU checks all passing vehicles for revoked 
certificates which are already stored at RSUs distributed by 

the CAs to the RSUs. If revoked certificate is found from any 
malicious vehicle it inform to all local vehicles about the 
revoked certificate by broadcasting it locally. This helps in 
reduction in the size of the CRL and high cost of the 
distribution of the CRL. It also considered revocation using 
tamper proof device (RTPD), DRP, RCCRL which reduce the 
size of the CRL. It follows group signature and identity based 
signature (GSIS) to preserve the privacy of the vehicle.

In [3] author only focuses on the CRL size and its 
distribution. It divides the CRL into various parts uses 
network coding and erasure coding to reassemble complete 
CRL with few pieces. Using erasure coding, a node will 
simply send out the same pieces it received without making 
any changes. Using network coding, a node will generate 
linear combinations of all of the pieces currently possessed, 
requiring greater processing capability at every OBU. Erasure 
coding has less overhead, both in packet overhead carry the 
coding information, and in processing overhead to reconstruct 
the file. It uses vehicle to vehicle (V2V) communicate to 
forward pieces between vehicles. The Most Pieces Broadcast 
method creates a situation where only the node with the most
number of CRL file pieces is selected to broadcast within a 
given radio broadcast range.

In [4] author focuses on the issue of authentication and 
privacy. Here CA uses a pseudo random key generator
(PRNG) to generate all the certificates of a single vehicle so 
that only CA can backtrack the detail of the source. CA 
generate all the certificates by selecting a random number "n" 
then generate all the certificates from it and send all the 
certificates to the corresponding vehicle and hold the random 
no to itself so that in case of need of detail of the sender only 
CA can back track the identity of the vehicle. It also uses the 
group certificate policy in which vehicles have a very large 
database of certificate up to 25000 each certificate is valid up 
to a very short time period to ensure a high level of privacy.

In [5] author uses a new approach to accelerate the 
certificate validation procedure by adding 2 new attributes 
credibility and issued date. Credibility is the measure of the 
authenticity of a particular vehicle. If a vehicle is having high 
credibility then it is a more trust full vehicle and the other one 
shows the date at which the particular certificate has been 
issued. With k-mean clustering it divide CRL into the k-
cluster. Each cluster is divided based on these two new 
attributes. Whenever a request arrives, to check its validity it 
is compared with the certificate resides in its cluster only 
which in term reduces the overhead to search the entire CRL.

IV. SYSTEM MODEL
As shown in Fig. 1, the system model under consideration

consists of the following:

A. Certificate Authority(CA)

It is responsible for providing anonymous certificates and 
distributing secret keys to all RAs and OBUs in the network. It 
is assumed that it cannot be compromised.
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B. Region Authorities (RAs)

These are fixed units dedicated only one for a region. RAs 
are the middleware between CAs and RSUs. It is assumed that 
it cannot be compromised.

C. Roadside Units (RSUs)

RSUs are considered to be fixed and installed throughout 
the network. The RSUs can communicate securely with 
RAs. It can be compromised because these lies near the roa
so attacker can easily reach to them.

D. On Board Unit (OBUs)

These are embedded in vehicles. OBUs can
either with other OBUs through V2V communications or with 
RSUs through vehicle to infrastructure (V2I) communications.
These have the highest chances of being attacked.

According to the WAVE standard, each OBU is
with a TPD, which is a tamper-resistant module used to store 
the security materials, e.g., secret keys and certificates
OBU. Also, the TPD in each OBU is responsible for 
performing all the cryptographic operations such as signing 
messages, verifying certificates, keys updating
that legitimate OBUs cannot collude with the revoked OBUs 
as it is difficult for legitimate OBUs to extract their security
materials from their TPDs. Finally, we consider that a
compromised OBU is instantly detected by the RA.

V. PROPOSED SCHEME
In this approach the functionality of RAs and RSUs are 

very distinct as compare to the other scheme, we have seen so 
far. OBUs are loaded with certificates in its tamper proof 
devices (TPDs) by the certificate authorities (CA), which are 
valid for a long time. These are loaded with large n
that OBUs need to update only once in a year. Certificates are 
generated by the CA for each OBUs and only CA can recover 
the original identity of the OBUs.

dedicated only one for a region. RAs 
It is assumed that 

RSUs are considered to be fixed and installed throughout 
communicate securely with their 

RAs. It can be compromised because these lies near the road 

are embedded in vehicles. OBUs can communicate 
communications or with 

communications.
These have the highest chances of being attacked.

According to the WAVE standard, each OBU is equipped 
resistant module used to store 

secret keys and certificates of the 
Also, the TPD in each OBU is responsible for 

phic operations such as signing 
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cannot collude with the revoked OBUs 
it is difficult for legitimate OBUs to extract their security

materials from their TPDs. Finally, we consider that a
compromised OBU is instantly detected by the RA.

of RAs and RSUs are 
very distinct as compare to the other scheme, we have seen so 

OBUs are loaded with certificates in its tamper proof 
devices (TPDs) by the certificate authorities (CA), which are 

long time. These are loaded with large numbers so 
that OBUs need to update only once in a year. Certificates are 
generated by the CA for each OBUs and only CA can recover 

Algorithm 1 Certificate Generation Algorithm

1. M = no. of certificates per time interval 
        vehicle.
2. I = no. of time intervals during a reload 
3. Begin
4. n = get random number()
5. for i = 1 to I do
6. Si = Hi (n)
7. for j = 1 to M do
8. (PKj,i, SKj,I ) = generate public private key pair()
9. SIG CA,j,i = SIGN(H{ESi(j), PK
10. CERTj,i = {ESi(j), PKj,I, SIG CA,j,i

11. UPLOAD((CERT1,i,PK1,i,SK1,i

         SKM,i)) at OBU
12. end for
13. end for
14. end 

Whenever the vehicle enters a new region, i
obtain the certificate for that region. With the help of road side 
units (RSUs) which are used only for communication purpose 
only in this approach because they are located near t
and highly vulnerable to attack. RSUs here are used only to 
cover the entire network. Once RSU g
certificate by a vehicle. It forwards it to the RA of its region. 
RA has two types of certificate revocation lists (CRLs). 
Revocation list of RSUs as well as the revocation list of the 
OBUs. Revocation list of the OBUs at RA is provi
CA while the RL of RSUs is generated by RA itself by
detecting any malicious activity by any RSU. On getting any 
request by any OBU it checks it against all the entries of the 
CRL for the OBUs. If no entry is found then it generate a 
temporary certificate, valid for a short time period and in
region only. These certificates are sent
vehicle 

Fig.1. System model

Certificate Generation Algorithm

certificates per time interval for 

time intervals during a reload period.

generate public private key pair()
(j), PKj,i}), SKCA)

CA,j,i}
SK1,i)..........,(CERTM,i, PKM,i ,            

vehicle enters a new region, it needs to 
that region. With the help of road side 

units (RSUs) which are used only for communication purpose 
only in this approach because they are located near the road 

. RSUs here are used only to 
cover the entire network. Once RSU get any request for the 
certificate by a vehicle. It forwards it to the RA of its region. 

revocation lists (CRLs). 
Revocation list of RSUs as well as the revocation list of the 
OBUs. Revocation list of the OBUs at RA is provided by the 
CA while the RL of RSUs is generated by RA itself by
detecting any malicious activity by any RSU. On getting any 

it against all the entries of the 
CRL for the OBUs. If no entry is found then it generate a 

a short time period and in that 
nly. These certificates are sent to the corresponding 
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along with the CRL of OBUs as well as RSUs of that region
only. CRL is very small in size to distribute and search. CRL 
is also updated time to time on any revocation of certificate by 
distributing only required pieces of information.

Algorithm 2 Certificate updation algorithm

AT OBU

1. N = no. of possible regions in path.
2. Begin
3. for i = 1 to N do
4. X = SIGNSK (PK,CERTCA)
5. SEND(X,PK,CERTCA) to RA
6. end for
7. end

AT RSU
1. Begin
2. verify(X,CERTCA)
3. (PKV, SKV,) = generate public private key pair()
4. Y = SIGNSKRA (PKV, CERTCA)
5. CERTRA = (Y, Expiration, RAid)
6. add (X, CERTRA) in history table of RA
7. SEND (CERTRA, PKV, SKV, RAid, CRLOBU,

         CRLRSU)to OBU
8. End

A. Certificate Generation

To upload certificates initially in an OBU, it requires a 
number of certificates for a time interval as well as the number
of time intervals during a reload period. Here n is a random 
number, the Si is a key to some block of certificates. It is 
generated by hashing n by i times using some hash function 
'H'. PK and SK are public and secret key pair. Signature is 
used to ensure integrity of the certificates by hashing the 
public key and encrypted value of 'j' using block identifier 'S' 
and then applying some signature algorithm with the secret 
key of CA. Certificates are generated by using sign, public 
key, and encrypted value. Now these are uploaded to the 
OBU.

B. Certificate Updation

N is the number of possible region a vehicle can enter. 
OBU send its request to each RA for their certificates by 
sending a sign of PK and certificate CERT issued by the CA 
using its SK. Now on receiving the request from an OBU each 
RA verifies its signature and then its certificate. If it is not 
found in CRL then generate new public-private key pair and 
sign OBU's public key and its CERT issued by a CA by its 
SK. now it generates a new regional certificate with sign, 
expiration period and its region authority id. It further adds the 
mapping detail in its history table and then sends the 
certificate of its region and ID of its region to the OBU.

C. Certificate authentication and verification

Each OBU need to authenticate to each other before the
start of communication. Sender OBU initially broadcast its PK 
to all the other OBUs as well as RA. For authentication,
sender OBU generate the signature by signing the message M 
by its SK

Y = SIGNSK (M)
And then send (Y,M,CERTRA) to the receiving OBU.
On receiving the above parameters receiving OBU needs to 

verify before to start the communication. First receiving OBU 
checks the validity of the sign Y, then check the CERTRA
against all entries of the CRL. IF match found M is dropped 
else further communication will be established.

In TACK [6] RA delay the around 2 min to process the 
request of OBUs which is not considerable by VANET 
applications. In this paper RA collaborated approach is 
proposed to resolve such issue. Each RA is connected with 
their neighbor RAs to reduce the delay in the process. Before 
entering a new region OBUs can be easily facilitated by the 
functionality of early request of the certificate. Hence OBUs 
can have the certificate of the region even before entering it. 
Sometime it may also be possible that at any point vehicle can 
have a choice to enter into more than one region but generally 
it is restricted to either two or three regions possibility. In such 
case vehicle gets the early certificate of each region and with 
few choices it cannot be an accountable waste of resources.

It considers all the challenges and facts about the VANET. 
The Deployment stage problem is resolved by providing only 
one RA for each region. It also restricts the work of RSUs 
with covering the network only. It also provides the low cost 
deployment with most of the coverage. It also provides the 
authentication with RA certificate as well as group based key 
while preserving the privacy. With pseudonymous certificates 
and the hierarchy approached used here. Search and 
distribution of CRLs also cost very low because of very few 
entries in each CRL to deal with.

VI. EVALUATION CRITERIA
In this section we define a set of evaluation criteria which

will help us in the comparison of the different schemes. 
Following is a list of the evaluation criteria used in the
revocation schemes in VANETs.

A. Deployment Stage of VANET

The very first thing to consider is deployment stage 
because currently either VANET is an idea for most of the 
world or it is in the deployment stage. To fulfill the complete 
objective of secure VANET. Deployment stage must be 
considered because each protocol has their different 
performance in partial and full deployment of VANET.

B. Size of Certificate Revocation List and its Distribution

As the revocation of certificates takes place frequently. 
And the size of the VANET is very large with having millions 
of vehicles around the globe. The problem of distribution of 
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the certificate revocation list (CRL) costs very huge amount of 
time and bandwidth. And with such huge size of CRL it also 
needs huge storage AT on board units (OBUs) as well as high 
processing speed to search that huge CRL.

C. Authentication vs. Privacy

Although each proposed scheme provides different 
methods for authentication between vehicles as well as 
providing privacy for the sender but there is a need to evaluate 
the performance of each protocol to ensure a high level of 
authentication while providing complete privacy in which only 
higher authorities can have the right to access the detail of the 
sender under any case of malicious activity.

VII. CONCLUSION
This paper proposes RAs based certificate organization and 

management scheme which resolves the basic challenges of 
VANET and provide a feasible solution of the deployment of 
VANET, The huge size of CRLs and its distribution and 
search, authentication and privacy. In comparisons with the 
available protocols, it can be deduced that the RA 
collaboration scheme will give better results than the existing 
ones. As the next step towards our research, we would like to 
augment this research with mathematical analysis and 
simulation result.
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Abstract— Machine-to-Machine (M2M) networks have be-
come very useful in a wide range of applications such as
ubiquitous healthcare (u-healthcare) monitoring, air quality
monitoring, insect monitoring, etc. Such applications require
providing Internet connectivity to wireless sensor networks
for the purpose of data collection and gathering. IPv6
over low power wireless personal area network (6LoWPAN)
protocol specifications support the Internet-of-Things (IoTs),
through an adaptation layer that provides efficient header
compression. The 6LoWPAN middleware constitutes a cru-
cial enabling technology for M2M networking. An optimum
deployment of a 6LoWPAN-based system requires an ac-
curate evaluation of the 6LoWPAN network’s performance.
Among various metrics, throughput and Packet Error Rate
(PER) are of paramount importance, especially for time-
critical and delay sensitive applications. In U-Health System
where real-time ECG monitoring requires high throughput
with reduced PER, an intolerable level of latency could
result into lethal effects on patients. Thus, the performance
of Wireless Sensor Network (WSN) used in U-Health should
conform strictly to the timeliness requirement of health
monitoring applications. In this study, we consider a system
architecture where a 6LoWPAN node acts as a proximity
body sensor to form a Wireless Body Area Network (WBAN)
for a given patient. The objective of the study aims at assess-
ing the scalability range of 6LoWPAN based WBANs and at
estimating whether the performance bounds of such networks
can serve efficiently u-healthcare applications. We evaluate
the network performance by simulating different scenarios
using Cooja (a Contiki-Network Simulator). Scenarios of
a Constant bit rate (CBR) traffic and a Variable-Bit-Rate
traffic are simulated, emulating real life biomedical data
(e.g., ECG, temperature, etc.). The CBR-based scenario is
conceived to determine the verge of the 6LoWPAN network
in acute cases of U-Health system. Through simulation we
demonstrate the viability of the performance bounds of the
6LoWPAN-based WBAN for u-healthcare applications.

Keywords: 6LoWPAN, WBAN, Contiki OS, Performance evalu-
ation, Scalability

1. Introduction
Wireless Sensor Networks (WSNs) have been increasingly

deployed in the past few years and have earned significant
importance in various application areas such as medical, en-
vironmental, agricultural, telecommunications, etc. Several
applications require connectivity between the wireless sensor
network and the Internet [1].

Sensor networks have been a fertile research area, during
the recent years [2], for health monitoring systems. Ex-
amples of application include remote patient monitoring,
wearable/portable health monitoring systems, patient data
logging for analysis and diagnosis and so forth [3]. Sensor
networks in general and wireless sensor networks (WSNs) in
particular are constrained with respect to networking capa-
bilities. Recently, the advent of the 6LoWPAN as an enabling
technology allowed IPv6 packets to be carried on WSNs up
to the level of the final sensing node, thus materializing the
Internet of Things paradigm [4]. The 6LoWPAN feature is
specified as an adaptation layer that does header compression
allowing large IPv6 headers to shrink into smaller headers
with sizes between 40 and 211 bytes [5].

Numerous U-Healthcare systems have been presented in
the literature [6], [7], [8]. In these systems, researchers
have developed either their own protocols on top of IEEE
802.15.4 MAC or have used Zigbee or other proprietary pro-
tocols. However, with all these protocols, the interoperability
of their smart devices remains a challenge. In this context
the 6LoWPAN specifications (an open standard proposed by
IETF), have been branded as the solution for the efficient use
of IPv6 packets over low-power, low-rate wireless networks,
thus allowing network visibility for all involved embedded
devices [9]. In addition to efficient header compression, key
features of 6LoWPANinclude automatic network configura-
tion using neighborhood discovery, unicast, multicast and
broadcast support, fragmentation support, IP routing (using
the Routing Protocol for Lossy channels (RPL)) and support
for link layer mesh topology formation (e.g., IEEE 802.15.4)
[10], [11].

In this paper, we carry out a scalability analysis based
performance evaluation of a 6LoWPAN network intended
for use with u-health monitoring applications. We are us-
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ing common performance metrics such as data throughput,
Packet Error Rate (PER), delay and deliverability ratio in
order to characterize the 6LOWPAN network’s behavior for
a U-Healthcare monitoring system.

The remainder of this paper is as follows. Section 2 de-
scribes the simulation setup. Simulation results are presented
in section 3, and their analysis are given in Section 4. Finally,
section 5 presents concluding remarks.

2. Simulation setup
We present a simulation-based evaluation of a 6LoWPAN

network using Cooja, a Contiki Network simulator. We used
a built-in Zolertia mote model provided by the Contiki
OS [12], an operating system dedicated to execute IoTs
applications. Contiki OS provides a complete set of tools that
are required to create 6LoWPAN-based networks further, in
Contiki OS program can directly simulated or emulated on a
device. We simulated 6LOWPAN using the Cooja simulator
and the emulated built-in Zolertia motes. Cooja allows large
and small networks of Contiki motes to be simulated. Motes
can be emulated up to the hardware level.

Fig. 1: Complete test bench with Cooja scenario for perfor-
mance evaluation of 6LOWPAN network

To simulate the 6LoWPAN Network two scenarios are
investigated; Constant Bit Rate Scenario (CBR) and Variable
Bit Rate Scenario (VBR). In fact, in U-Healthcare system
each sensor node has different rate of transmission rate.
To emulate U-Healthcare system VBR scenario is simu-
lated, however in some acute cases or in emergency cases
transmission rate of the sensor can be changed depending
upon the condition of the patient. In order to emulate that
case we simulated CBR traffic. In CBR every sensor node
is generating equal traffic at the same time and making
equal contribution in throughput. If a certain level of the

throughput can be achieved with reasonable PER in CBR
then acute cases of U-Healthcare system can be managed.

The simulated network is sketched in figure 1. It is
essentially made up of several sensor nodes (referred to as
sensor_6lowpan), one edge router (referred to as concen-
terator_6lowpan), a Serial Line Internet application “tun-
slip6”, and multithreaded application (referred to as moni-
tor_6lowpan).

As sensors send packets to the concenterator_6lowpan,
the monitor_6LoWPAN computes the average transmission
delay between two contiguous received packets. Tunslip6
emulates a network interface on a PC. Tunslip6 acts as
a bridge between the concentrator_6LoWPAN and mon-
itor_6LoWPAN. Monitor_6lowpan performs computations
according to the test discussed later in this paper. To
obtain the results for analysis, number of simulations was
performed. The simulation parameters are shown in table 1.

Table 1: General simulation parameters
Parameter name Value

MAC layer CSMA/CA
Radio duty cycling algorithm Contiki MAC

Radio model Undirected graph model
MAC layer queue size 8 packets

Bit rate 250 kbps
Node transmission range 50 Meter

Node carrier sensing range 100 meter
Simulated node type Zolertia

3. Simulation results
During simulation, we measured the following quality of

service (QoS) parameters:
• throughput against Packet Generation Interval (PGI)

and offered traffic, and
• PER against the Packet Generation Interval

Throughput and PER were measured in both CBR and VBR.
In each case, several network densities were considering,
varying from 1 to 6.

CBR is used to determine the upper bound of throughput
for the U-Healthcare monitoring system.

3.1 Constant bit rate scenario
Throughput vs Packet Generation Interval

The purpose of this simulation is to determine the effect of
Packet Generation Interval on 6LoWPAN throughput, which
affects the frequency of packet transmission of biomedi-
cal sensor. This simulation was conducted to measure the
throughput as a function of the PGI for different network
densities (Sensor_6Lowpan varying from 1 to 6) and with
packet retransmission time 100ms.

We consider the topology shown in figure 1, where
sensor_6lowpan transmitting directly to a concentera-
tor_6lowpan. Various measurements were carried out in
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correspondence to different values of PGI. The repetition in
simulation was made by incrementing the network density
from 1 to 6. We analyzed the 6LoWPAN throughput as
function of PGI up to six sensor nodes to accommodate
six biomedical sensors (ECG, Accelerometer, Temperature,
Heart Rate, Glucose and Blood Pressure) used in our U-
Healthcare monitoring system.

figure 2 shows the performance of the throughput as a
function of PGI. In figure 2, as we proceed from left to right,
throughput increases linearly till particular value, for every
incrementing sensor node, thereafter it starts decreasing
exponentially due to decrease in rate of offered traffic, hence
increasing PGI. We observed that offered traffic cannot reach
the maximum data rate of the physical layer due to hardware
and channel limitation.

Fig. 2: Throughput measurement results for 6LOWPAN
network as a function of Packet Generation Time

Packet Error Rate (PER) /Packet Delivery Ratio (PDR)
vs Packet Generation Interval (PGI)

The communication system can be characterized in terms
of connectivity or homogenously by the PER/PDR, as the
connectivity of the link depends upon the routing pro-
tocol and on the packet retransmission mechanism under
CSMA/CA [9]. Contiki uses RPL for routing and CSMA-CA
for retransmission mechanism.

Figure 3 shows PER with respect to PGI, at different
network densities of the 6LoWPAN network. Initially when
the PGI is low PER is very high even in the case of one
sensor node. As PGI increases PER starts decreasing up to
an instant at which PER approaches to zero, from that instant
onwards interval is called Confidence Interval (CI).

PDR/PER was measured using the simulation setup shown
in figure 1. In figure 3, simulation results for PER/PDR
shows that for lower value of PGI, the packet loss is high,
even for one Sensor_6lowpan, packet lost is present up to
80ms PGI. Table II shows the confidence intervals of PGI

for each network density, with 100% PDR. These confidence
intervals are estimated from the throughput and from PER
shown in figure 2 and figure 3 respectively. Confidence
interval indicates the CBR’s maximum rate of the packet
transmission, at which PER becomes zero. Performance
parameter of 6LoWPAN i.e., for one Sensor_6lowpan PER
≈ 0 for more than and equal to 80ms PGI.

Fig. 3: Packet Error Rate

Table 2: CBR upper limit PER vs Confidence Interval (CI)
Network density PER/PDR CI

1 ≈ 0 / ≈1 >=80ms , @80ms ~8Kbps
2 ≈ 0 / ≈1 >=100ms, @100ms ~12.56Kbps
3 ≈ 0 / ≈1 >=200ms, @200ms~9.6Kbps
4 ≈ 0 / ≈1 >=300ms, @300ms~8.5Kbps
5 ≈ 0 / ≈1 >=400ms, @400ms~8Kbps
6 ≈ 0 / ≈1 >=600ms, @600ms~6.5Kbps

Throughput VS Offered Traffic
Among the commonly used sensors in U-Healthcare sys-

tems, the highest bandwidth requirement comes from ECG
sensor. Figure 2 and table 2 shows that the maximum
throughput with high PDR is around 100ms PGI. In acute
cases of the U-Healthcare, if every sensor node transmits
around 100ms PGI then there will be less chances of
collision and will have high throughput, To attain maximum
throughput of the system, we simulate the effect of increas-
ing nodes on throughput at Packet generation Interval (PGI)
= 100ms, Packet Retransmission Time = 100ms and Packet
Length = 80bytes. The intention of this simulation is to
measure the maximum throughput that can be offered by the
6LOWPAN. We measured the throughput by increasing the
number of nodes, but our simulation shows that a practical
network performance is still far from theoretical performance
level as shown in figure 4.

In fact, only a throughput of 31 Kbps can be achieved in
the presence of the maximum offered traffic load. We also
noticed the throughput reached at its peak value for around
23 nodes. Thereafter, the throughput starts deteriorating as
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Fig. 4: 6LoWPAN Throughput as a function of Nodes

the number of nodes increases. This is due to high queuing
and packet drops that starts occurring at high loads where
the system has reached instability.

3.2 Variable bit rate scenario
CBR with low PGI is the worst case, where all nodes

transmit with same transmission rate; which increase the
collision probability. Whereas as described in table 3, VBR
has less collision with respect to CBR because most of the
sensors are in sleep mode except ECG node. To analyze the
6LOWPAN feasibility for U-Healthcare monitoring system,
we emulate biomedical sensor in the Cooja with following
parameters (i) rate of transmission frequency (ii) size of the
data, the actual VBR model is described in table 3.

Table 3: Biomedical Sensor Data Statistics
Biomedical
sensor type

Data to transmit Transmission
frequency
(PGI)

ECG Max ECG Frequency = 200Hz
1 second data with sampling fre-
quency of 600Hz

15 packets
PGI = 80ms

Temperature 2 bytes 1 packet
PGI = 120s

Accelerometer 6 bytes 1 packet
PGI = 120s

Respiration
rate

1 bytes 1 packet
PGI = 60s.

Glucose 4 bytes 1 packet
PGI = 2s

VBR is considered a case where different proximity
6LoWPAN body sensors are connected to the patient and
sending data to the system. As in VBR every sensor has
particular PGI and sending at its own particular rate, the
probability of collision of the packets is very low and it
requires low throughput. The maximum throughput required
by the system with these biomedical sensors (ECG, temper-
ature, Accelerometer, Respiration rate) is: ~8Kbps -10Kbps
(600Sample/second, each sample of 2 bytes with overhead
of processing time of 200ms). In U-Healthcare system only
sensor which is frequently using the channel is ECG sensor
and using the maximum payload and other biomedical sensor
can be integrated to one sensor node to efficiently use the

payload and packet collision can be avoided. The WBAN can
be emulated by only two sensor nodes (One sensor node is
required for ECG sensor and the other sensor can be used
to emulate the aggregated traffic of all the other biomedical
sensors).

Table 4: Statistical Results: CBR and VBR
Network
setup

Traffic description Results

2 sensors
VBR
PGInode1 = 80ms ;
PGInode2 = 60second

Calculated Throughput =
8.64Kbps
Measured Throughput ≈ 8.54Kbps
PER = 0, PDR = 100%

CBR
Constant PGI =
80ms
80 bytes payload for
both sensors

Throughput = 13.916Kbps
PER = 0.1243, PDR = 87.57%

6 sensors
VBR
PGInode1 = 80ms,
PGInode 2,3,4 = 120 s,
PGInode5,6 = 60 s

Calculated Throughput =
10.24Kbps
Measured Throughput ~ 9.4Kbps
PER = 0.023, PDR = 98.4%

CBR
PGI = 80ms, 80
bytes payload for all
sensors

Throughput = 20.573Kbps
PER = 0.3848, PDR = 61.52

4. Simulation results analysis
Table 4 shows the simulation results of the CBR and VBR

of the 6LoWPAN body sensor network. For the simulation
of two sensor nodes, if we compare throughput and PER
of CBR and VBR, the throughput of the CBR is high as
compare to VBR, which has zero PER. The difference in
throughput is due to difference in offered traffic by these
two systems. As we increase the number of sensor nodes up
to six throughput of both system is increased but with some
values of PER. The reason for such difference in PER is,
in CBR each sensor node has same PGI and probability of
packet collision is very high whereas in VBR each sensor has
its own particular PGI and chances of collision is very low
but it comes with a low value of throughput. The throughput
achieved by VBR is reasonable for the U-Healthcare system
with achievable packet delivery ratio is 98.4%.

5. Conclusions
In this paper we conducted a scalability based perfor-

mance evaluation of the 6LoWPAN. In U-Healthcare system
6LoWPAN node acts as a proximity body sensor and these
sensors form WBANs. In order to estimate throughput and
PER of the WBAN we consider two traffic scenarios CBR
and VBR. CBR scenario is used to simulate the acute cases
of the U-Healthcare system and it exploits to estimate the
max throughput limits of the 6LoWPAN network for VBR as
shown in Table II; which is actually emulated as WBAN for
U-Healthcare monitoring system. We found that 6LoWPAN
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network limits the node’s transmission capability; primarily
it limits the throughput and requires more packet generation
interval for less PER. We record the Confidence Interval
of the network for different network densities and it is
different for every density. CI defines the node’s transmis-
sion capability with zero PER, which helps us to design
Wireless Body Area Network for U-Healthcare monitoring
system. Simulated result indicates that the 6LoWPAN based
system has reasonable throughput and PER for U-Healthcare
system requirement for WBAN and has a big potential for
U-Healthcare monitoring system.
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Abstract - As in any network, LTE (Long Term Evolution) 

also has a concern with respect to coverage and data rate. A 

key element in LTE is the deployment of multiple femtocells in 

order to improve both coverage and data rate. Naturally, one 

has to remember that handover mechanism may become 

complex due to arbitrary overlapping of coverage and this 

complexity becomes a challenging issue to deal with. 

Therefore, the paper described here simulated deployment of 

femtocells in a scenario to obtain QoS (Quality of Service) 

and handover. The paper also discusses limitations of 

integrating LTE with femtocells. This alternative of employing 

femtocells is quite interesting but several uncertainties arise in 

this topic. The results obtained from simulations showed 

handover getting worse and thus impacting QoS. 

Keywords: LTE,  handover,  femtocell, simulation, OPNET  

 

1 Introduction 

  Currently, Internet and mobile communications are 

converging to a new paradigm, the Mobile Internet. The 

ability to access information and services anytime and from 

anywhere has been shaping not only new user profiles but also 

demands for new applications. 

 With the popularization of the third and fourth 

generation technologies, mobile communication systems 

suffer from the addition of new services and functionalities, 

which also involve critical problems, such as interference, 

limited coverage, restrictions on the use of triple play 

applications, among others. 

 The multimedia services are becoming increasingly 

popular. These services generate intense traffic on the 

network, that demand for higher data rates and are sensitive to 

delay and delay variation, experienced in the network. 

 In indoor environments, channel quality between the 

cellular base station and the mobile node may be affected by 

walls and obstacles. The wireless communication for indoor  

requires more resources, including time, bandwidth, 

transmission power so that they can ensure the quality of 

service required by customers. However, the lack of resources 

in wireless cellular networks will be accelerated, since over 

60% of the voice traffic and 90% of data traffic is generated 

indoors [1]. 

 Thus, it is necessary to investigate access technologies to 

ensure satisfactory levels of quality of service, taking into 

consideration the growing demand for data services. In this 

respect, for a wireless operator, femtocells are an attractive 

alternative since they are cost-effective to significantly 

increase the user data rates of their wireless networks at the 

customer premises.[2] 

 This growing demand for indoor wireless multimedia 

and ongoing trends of mobile convergence are paving the way 

for the installing femtocells industries. Femtocells may be 

open access or closed access. [3] Open access allows an 

arbitrary user to use the femtocell, whereas in closed access, 

the use is restricted to users that are explicitly approved by the 

owner. While the ultimate goal of femtocell is to improve the 

efficiency, coverage and services at a reduced cost of 

operation, the possibility of arbitrary handovers between the 

existing eNodeB (enhanced NodeB) and HeNB (Home 

eNodeB), poses new challenges [4]. 

 LTE (Long Term Evolution) is a technology for wireless 

broadband 4G (4th Generation) mobile networks for voice 

and data that ensures greater data speeds, better performance 

and more efficient use of spectrum. In this context, LTE 

networks have gained much attention, mainly because this 

technology can be used to improve voice services where there 

is a limited local coverage [5]. 

 However, even supporting high data rate, LTE frequency 

can result in poor indoor coverage in some areas. In this case, 

an LTE femtocell network could be an alternative to improve 

the indoor signal and avoid overloading the macrocell. It is 

still too early to predict the success of LTE femtocell. Factors 
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such as safety, interference and management still need to be 

studied. 

 The integration of femtocell LTE network appears to be 

a promising approach due to its homogeneous nature and 

characteristics. However, for the mobile unit to provide 

transparent communication in a change of radio resources, it 

is necessary to handover the network capacity. The handover 

is the process that characterizes a cellular network and assures 

its mobility feature. 

 From a technology point of view, a femtocell is not only 

characterized by short communication range and high 

throughput, but also by its ability to seamlessly interact with 

the traditional cellular network at all layers of the network 

stack, performing tasks like handovers, interference 

management, billing and authentication. This necessitates 

substantial support by the appropriate standards bodies [6]. 

 Therefore, this paper aims to conduct a study on 

handover from the use of femtocells and evaluate the 

correlation between the indicators of handover and QoS. The 

study also includes the effectiveness of using LTE femtocell 

and especially on what will be the impacts, earnings and 

disadvantages that this combination of technologies offer. 

 The following sections are organized as follows: section 

2 will discuss some concepts of technologies on which this 

work is based. In section 3 related work will be presented. 

The description of the methodology used and the results are 

discussed in section 4. Finally, in Section 5 are final remarks.  

2 Theoretical Fundaments 
  

2.1 LTE (Long Term Evolution) 

 Searching for solutions to make data transmission more 

efficient, while dealing with more and more volumes of such 

traffic, LTE has been proposed as the next step in the 4G 

mobile system, preceded by 2G and 3G . Its development is 

intended to provide performance improvements, while 

reducing the cost per bit, allowing for a greater dissemination 

of mobile services. Its standardization is the responsibility of 

3GPP [7]. 

 LTE networks have a new architecture, totally different 

from what had been used in previous technologies. An 

example of this is the base station, called eNodeB in which 

LTE starts processing tasks previously performed in RNC 

(Radio Network Controller). 

 Note that the eNodeB will also be responsible for 

handover decisions through communication between the 

elements using X2 interface However it is possible that due to 

the lack of communication over X2 (optional interface), 

communication between the eNodeB will be accomplished 

through other alternative, the Access Gateway. [8] Figure 1 

illustrates the components of network architecture integrating 

LTE and femtocell. 

Over the next years, it is expected that billions of devices 

will be connected to the Internet and cloud-based applications 

using mobile wireless 3G and LTE networks. So a huge 

demand for wireless mobility and ubiquitous coverage will 

definitely be necessary. Global mobile data traffic will 

increase 26 times between 2010 and 2015, also known as 

"mobile data tsunami" [9].  

 
Figure 1. Overall E-UTRAN Architecture with deployed HeNB GW[10]. 

2.2 OPNET 

 The OPNET Modeler accelerates the process of research 

and development enabling the analysis and design of 

communication networks, devices, protocols and applications. 

It is widely used as a simulator Instrument for modeling 

telecommunications networks [11]. 

It allows one to create a network from a library of templates 

and define parameters not only for the environment, but also 

of each object that makes up, and the impacts of its variations. 

For educational purposes, its use has also a leverage as one of 

its major advantages is the graphical interface provided to the 

user to configure settings and to view results. 

2.3 Handover 

 The handover is a difficult procedure because it involves 

several tasks that may cause interruptions in service delivery 

and performance degradation of applications. This fact 

becomes worse if there is an increase in the frequency of 

migration and transition. As a result, there is a greater number 

of handovers.  

 Recently, the concept of handover has not only been 

linked to continuity of a phone call, but also to the continuity 

of streaming sessions, maintaining QoS and access to the 

Internet. One of the research challenges for cellular systems is 

to improve the call admission system that controls and 

reduces blocking probability and improves the quality of 

service. 
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 This extension of the concept of handover occurs due to 

the popularity of tablets and smartphones, which have allowed 

the collective experience of users sharing the same coverage 

area. Recently, the scenario of mobility at different speeds 

with applications in use has been increasingly common. 

 As the EU moves in the network, it may experience 

different propagation conditions and interference. Can happen 

to a neighboring cell presents the best conditions (RSRP 

higher) than the current cell. Therefore, the UE monitors the 

current cell (Senb - serving eNodeB) and neighboring cells 

(NeNBs - neighboring eNodeBs) performing periodic 

measurements of downlink radio channels (RSRP). The HO is 

triggered by the eNodeB based on measurement reports 

(reports measure) received from the EU. [12] 

 Control messages are exchanged across the interface 

between the two X2 eNodeBs and downlink data packets are 

also forwarded from the source to the target eNodeB through 

the same X2 interface. [13],[14]. 

2.4 Femtocell 

 The femtocell concept is part of the effort of 

telecommunication industry to provide communication of high 

performance, high-quality services for home users. In contrast 

to conventional types of cells, which are well planned by the 

operators, the femtocell base stations must be installed by 

customers themselves, similar to a wireless access point. [15] 

 The Femtocells are small base stations with the same 

functionality as the macrocells, but they have power to meet 

only a restricted environment (10-20 meters). They are of low 

cost, supporting a small number of users and installed by the 

user to best receive voice and data in closed environments. 

[16] 

 It is estimated that 2/3 of the calls and over 90% of data 

traffic in a cellular network, occur in indoor environment. 

Some research shows that 45% of households and 45% of 

companies have a bad experience regarding indoor coverage 

[17]. To provide good indoor coverage for customers has 

become a major challenge for operators, because it is not 

anymore just offering a good voice service, but also high data 

transfers including video streams. 

 A factor to be taken into consideration is that the process 

of installing these femtocells would be up to the user. It must 

be very simple such as plug and play. These cells must have 

ability for self-configuration and must be built to minimize 

impact on the macrocell through self-provisioning parameters. 

 In this paper, simulations of deploying femtocells in an 

indoor environment have been carried out to study its effects 

on the handover and evaluation of quality of service 

experienced by users.  

3 Related Works 

 Some of the literature analyzed was intended to establish 

the best way of balancing the factors involved in mobile 

communication and manage users make better use of network 

resources and thus get a higher efficiency. Mechanisms for 

handover in LTE networks have been intensively studied in 

both academia and industry.  

 In [18] present a detailed literature review with the main 

features of femtocell technology and raising technical and 

regulatory issues. Such networks face a lot of uncertainties as 

the infrastructure is not preplanned. Moreover, there are 

technological issues to be considered: Can Femtocells handle 

unloading data and video streams from conventional 

networks? Will they create more problems and thus 

jeopardizing the careful work on installing base stations 

considering unpredicted interferences? 

  [19] proposed a strategy for handover between 

macrocell and femtocell for LTE networks. The paper 

presents a strategy that tries to avoid failures of handover and 

the occurrence of unnecessary handovers. [20], [21] analyze 

challenges with respect to their potential for use in LTE 

femtocell networks as an alternative for coverage. 

 Into [22] the handover procedure in LTE femtocells is 

discussed focusing on the significant increase in the number 

of femtocells in certain environments. Simulations for the 

handover between macro and femto and between femto and 

femto were performed and an optimization algorithm was 

proposed and compared to conventional algorithm. 

 In other studies, the process of handover between HeNB 

and LTE eNodeB in a  modified [23] version has been 

proposed. A new handover algorithm based on the speed of 

the EU and on QoS. Three different speed settings were 

considered in the algorithm: low mobility (0-15 km/h), 

medium (15-30 km/h) and high mobility (>30 km/h). The 

analysis showed that the proposed algorithm has the best 

performance, and then the algorithm is compared with the 

traditional algorithm. 

 The following articles show some concerns on the 

principal aspects for limitation on employing femtocells: [24], 

[25], [26] concerns are in order in spite of all the advantages. 

Unfortunately, deadlocks are not easily sorted out due to 

several technical and non-technical issues that are still 

pending to be solved. 

4 Methodology 

 First of all, it was necessary to elaborate the 

methodology to consider same modeling for both the 

scenarios to be simulated. Figure 2 shows a flowchart that 

describes the sequence of activities to be conducted. This 
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methodology may be generalized for several other real world 

problems that can be modeled and simulated.  

 
Figure 2. Flowchart 

In this paper, the modeling of scenarios of interest was 

performed using the Opnet Modeler 17.5 (release 8). Figure 3 

illustrates the modeled scenario that will be simulated 

In the analysis conducted for this study, two identical 

scenarios were created: one without the use of femtocell and 

the other with 9 femtocells per cell. The configuration and 

parameterization of antennas femtocell are shown in Table III. 

In both the scenarios, the network consists of 5 eNodeB 

and with respect to mobility, random waypoint mobility 

model [27] was assumed for all 100 network users. The 

structure also includes EPC (Evolved Packet Core) and 

gateway elements that will communicate with the application 

server. 

Figure 3. Scenario modeled in OPNET tool. 

 

4.1 The Simulation Parameters 

 The parameters and settings of the antennas are 

described in Table II. To generate traffic on the network,  

VoIP (Voice over Internet Protocol) application was used. 

 VoIP application represents the class of inelastic 

applications, real-time, interactive, which is sensitive to delay 

end-to-end, but can tolerate packet loss. Today, the 

emergence of real-time application requires more resources, 

so it is necessary ensure rapid and reliable voice 

communication for a large number of users on the network. 

 All users have been configured to establish a VoIP call 

to an external server. In Table I, we list the most relevant 

parameters used for configuring the application. 

TABLE I. CONFIGURATION OF VOIP APPLICATION 

Silence Length (s) Exponentially distributed, mean 

0.65 

Talk Spurt Length (s) Exponentially distributed, mean 

0.352 

Encoder Scheme GSM FR 

Voice Frames per Packet 1 

Type of Service Best effort (0) 

De-Compression Delay (s) 0.02 

TABLE II. CONFIGURATION OF LTE ANTENNAS 

Parameter Value 

Transmission Power 26 dBm 

SC-FDMA (UL) Frequency  1920 MHz 

OFDMA (DL) Frequency  2110 MHz 

Bandwidth 10 MHz 

Gain Antenna 17 dBi 

Antenna Height 40m 

Radius Coverage 7 Km 

Propagation Model Urban Macrocell 

Duration of simulation 900s 

TABLE III. CONFIGURATION OF FEMTOCELLS 

Parameter Value 

Transmission Power  23 dBm 

Gain Antenna 2 dBi 

Propagation Model Indoor Environment 

Antenna Height 1m 

 

4.2 Handover Performance Indicator (HPI) 

In this section the main evaluation metrics used as 
performance indicators handover will be described. The 
metrics are described below. 

Handover Delay: This enables to identify the number of 
handovers performed, as well as the position in time where the 
delay for the handover has successfully occurred. 
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 Handover Failure: The ratio of handover failure (HF) is 
the ratio between the number of failed handovers (NHfail) on 
the number of attempts made. The number of handover 
attempts is given by the sum of the number of failed handovers 
(NHfail) plus the number of successful handovers (NHsuc). 

 

(1) 

 

Blocking Probability: The blocking probability is the 
ratio of the number of failures (Nfail) over the total number of 
failures (failure of handover + failures radio ) added to the 
total number of handovers (TH). 

 

(2) 

 

4.3 Simulation Results 

 After the initial configuration in OPNET, simulation was 

conducted. Several instances were run and simulations of 

scenarios with the same configuration were repeated. Time to 

elapse was the same and with same parameters but with 

different seeds. The simulation time was 900 seconds, long 

enough for the environment to be stabilized and users that 

were testing could navigate the established trajectory. 

 Figure 4 shows the chart extracted directly from 

OPNET. This chart expresses a joint display of two key 

metrics for analyzing the handover performance indicators. 

Association of eNodeB allows viewing the instant in which 

the user has joined and in which eNodeBs he or she has 

joined. 

 In the same figure and at the same instant, the handover 

delay is reported, identifying delays of handovers that were 

performed successfully. 

 

Figure 4. Associated eNodeb e Handover delay. 

The results are an indicative of the mechanisms that 

actually impact on system performance. Some of the variable 

parameters include the speed of the user, the type of traffic, 

application, etc. 

In the analysis, 100 mobile users were initially observed 

individually, since each user traveled a random trajectory, 

which guaranteed number of failures and handovers specific 

to each one. 

The results presented here compare the two simulated 

environments, i.e. with and without femtocell. The analysis 

allows us to infer that with the deployment of femtocells in the 

network, users are conducting a much larger number of 

unnecessary handovers, which impacts heavily on indicators 

of handover performance. The comparison can be seen in 

Table IV.  

TABLE IV. Indicators of Handover Performance 

Statistic LTE scenario  LTE scenario + 

Femtocell  

Handover Failure  0.1  0.71  

Blocking Probability  0.259  0.764  

Some indicators were collected to evaluate QoS 

experienced by the users behavior. We notice that the 

deployment of femtocells did not represent a significant 

improvement over the parameters of QoS.  An assessment of 

the general behavior of 100 users was carried out. The figure 

below shows the delay in both scenarios. We notice that there 

was no great variation; both had behavior around 200 

milliseconds. 

 

Figure 5. Delay of VoIP application. 

Figures 6 and 7 show the values of MOS (Mean Opinion 

Score) and jitter obtained. The MOS is the mean of results 

from users that tested the scenarios. Using a scale from 1 to 5, 

)( NHsucNHfail

NHfail
HPI HF

+

=

))(( THNHfailRadioFail

Nfail
HPI BP

+−

=
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where a score of average equal to or greater than 4 is 

considered toll-quality. The MOS achieved was considered 

poor, as average behavior was around 1.5 even after the 

addition of femtocells. 

 

Figure 6. MOS of the VoIP application. 

 

 

Figure 7. Jitter of VoIP application. 

5 Conclusion 

Based on the preliminary analyses, one can note that 

integrating LTE and femtocells was not a good option as 

expected. For the considered parameters and scenarios, 

inclusion of femtocells would improve QoS. The results stress 

the necessity of self-configuration for proper functioning of 

femtocells. It is also important to mitigate the degradation of 

the performance due to the interference between macrocell 

and femtocell as well as among femtocells, especially when 

installations are conducted without proper planning. Without 

these issues, it is impracticable and there is a significant 

impact on QoS, on handover and on the overhead of signaling  

associated to mobility procedures. 

In spite of some of the aspects mentioned, use of these 

small cells, at least for the considered scenarios, did not turn 

into a panacea. Management of handover mechanism, 

interference and self-configuration still poses a major 

challenge and it is relevant for the success of integration of 

LTE and femtocells. Finally, it is important to point out that 

the study conducted in the paper should not be considered as 

conclusive and other parameters must be taken into 

consideration. Besides, there must be a forum to discuss the 

employing of femtocells. 
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Abstract - A scenario of a service provider network when 

heavily congested due to heavy traffic flow is brought into 

play to confirm the attribute of MPLS to significantly improve 

Latency especially in a highly congested network. The service 

provider network was congested by sending heavy packets 

through the ingress and egress port of the network. The 

network was simulated and ping tests were carried out from a 

company’s head office to one of its branch offices via the 

service provider network without MPLS implementation and 

with MPLS enabled. A graphical result showed that latency 

was reduced drastically with MPLS engaged as the packet 

forwarding technique on the same Wide Area Network (WAN).  

Keywords: Service provider network, Latency, MPLS,  

Congestion 

 

1 Introduction 

  Ethernet Latency can be defined as the time it takes for a 

network packet to get to a destination or the time it takes to 

come back from its destination. [1]. It is the delay from the 

time of the start of packet transmission at the sender to the 

time of the end of packet reception at the receiver. It also 

refers to the time taken to deliver an entire data unit (packet) 

[2]. Latency in a packet-switched network is stated as either 

one-way latency or Round-Trip Time (RTT). One-way 

latency is the time required to send a packet from the source 

to the destination or the RTT divided by two (RTT/2) which 

means the one-way latency from the source to the destination 

plus the one-way latency from the destination back to the 

source divided by two (RTT/2) [1][11]. Latency also refers to 

any of several kinds of delays typically incurred in processing 

of network data like the time an application must wait for data 

to arrive at its destination. Ethernet Latency is also known as 

End-to-end latency which is a cumulative effect of the 

individual latencies along the end-to-end network path. Since 

latency is cumulative it means that adding more links and 

router between the sender and receiver will increase the 

latency. Network routers are the devices that create the most 

latency of any device on the end-to-end path. These network 

devices (routers) are usually found in network segments. 

Packet queuing due to link congestion is most often the reason 

for large amounts of latency through a router [5]. A low 

latency network is one that generally experiences small delay 

times which also enables the possibility of having a fast 

internet connection, while a high latency network generally 

suffers from long delay times which results in a slow internet 

connection [3].  

Latency affects all network applications to some degree. The 

degree to which latency affects an application‟s performance 

depends on the application‟s programming model. Latency 

impacts an application‟s performance by forcing the 

application to stall while waiting for the arrival of a packet 

before it can continue to the next step in its processing. 

Excessive latency creates bottlenecks which prevent data from 

filling the network pipe (bandwidth) and delays packet arrival 

therefore limits the performance of network application [5]. 

This hinders high-quality network performance needed time-

sensitive applications e.g. VoIP, Online games, algorithmic 

trading [1]. Latency is one of the two key elements that affect 

a network‟s performance alongside bandwidth which is the 

capacity of the network [4]. Speed and capacity are 

networking concepts that are often commonly misunderstood. 

For example latency describes „how fast an internet 

connection is‟ while „how much data can be transmitted per 

second‟ is determined by the bandwidth [6]. When it comes to 

web browsing experience, it turns out that latency, not 

bandwidth, is the more likely constraining factor at present 

[7]. A large bandwidth connection only gives the ability to 

send or receive more data in parallel but not faster as the data 

still needs to travel the distance and experience the normal 

delay [8]. 

MPLS (Multi-Protocol Label Switching) is an Internet based 

technology that uses short, fixed-length labels to forward 

packets through the network. MPLS has the attributes of both 

the layer 2 switching and the layer 3 routing which makes it a 

very efficient protocol [9] [10]. „Label switching‟ indicates 

that the packets switched are no longer IPv4 packets, IPv6 

packets or even Layer 2 frames when switched, but they are 

labeled [12]. The MPLS labels are advertised between routers 

so that they can build a label-to-label mapping. These labels 

are attached to the IP packets enabling the routers to forward 

the traffic by looking at the label and not the destination IP 

addresses. The packets are forwarded by label switching 

instead of by IP switching [12].The fact that MPLS uses 

labels to forward packets and no longer the destination IP 

address have led to the popularity of MPLS [12]. 

Multi-protocol labeled packets are switched after a label 

lookup/switch instead of a lookup into the IP table. Label 

lookup and label switching in MPLS is seen to be faster than 

a routing table or RIB (Routing Information Base) lookup 

because they could take place directly within the switched 

fabric and not the CPU [14], [15]. Devices used in an MPLS 
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Network include customer-edge (CE) routers which is the 

network device at the customer location that interfaces with 

the service provider, Provider-Edge (PE) routers which are 

the device at the edge of the service provider network that 

interfaces with the customer devices and the provider or core 

(P) routers which are the devices building the core of the 

MPLS-enabled network. The PE devices are often also called 

label switching router edge (LSR-Edge) because they sit at the 

edge of the MPLS-enabled network. While the provider router 

have their main functionality which is to label switch traffic 

based on the most external MPLS tag imposed to each packet 

and for this reason are often referred to as label switching 

routers (LSRs)[13]. 

2 Network design 

 The scenario of the service provider network to show the 

effect of MPLS was simulated using GNS3 Software.GNS3 

(Graphical Network Simulator version 3) is a network 

simulator that allows the emulation of complex networks. It 

provides the user with a realistic feel when configuring the 

various devices. It is a good tool testing and implementing 

new infrastructure and devices into an existing architecture. It 

is also an open source free program that may be used on 

multiple operating systems [14]. GNS3 provides an estimate 

of 1,000 packets per second throughput in a virtual 

environment. A normal router will provide a hundred to a 

thousand times greater throughput.  The devices used in this 

scenario include routers (customer, provider edge routers and 

the core routers), Ethernet switches (access and core 

switches), IP phones, laptop computers and printers. 

The simulated service provider network is made of five 

companies (A- E) and their respective branches connected to 

the service provider via optical fiber cables as shown in 

Figure 1. 

 
 

Figure 1: Companies (LAN) and Branches (LAN) connected 

to the Service Provider Network 

 

The topology area in Figure 2 below shows the design of a 

local area network (LAN) of one company‟s Headquarters 

connected to the LAN of one of its branches via a service 

provider network. The LAN located at the company‟s 

headquarters consists of the customer router, five Cisco 

Ethernet switches representing five Virtual Local Area 

Networks (VLANs) for five departments each consisting of IP 

phones, laptop computers and printers. The main office 

(headquarters) is linked with the service provider office and 

the branch office via optical fiber while the LANs at both the 

companies and their branches make use of Fast-Ethernet 

twisted-pair cables .The LAN at a branch office is the same 

with the LAN at the headquarters. 

 

 
Figure 2: Network Topology Area 

 

The Local Area Network (LAN) of each Branch and 

Headquarter is linked with Service Provider network via the 

Provider-Edge (PE) routers while Core routers swap the 

labeled packets in the Service Provider network (MPLS 

network). 

 

3 Implementation 

 The Figure 3 below shows the running configuration of 

one of the customer-edge router 

 

Figure 3: Figure showing running configurations on the 

Customer-edge router 
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Figure 4 below shows all the working interfaces, and their IP 

addresses on the customer-edge router using the „show 

interface brief‟ command. 

 

Figure 1: Configured interfaces on the Customer-edge router 

Figure 5 below shows the directly connected routers or routes 

of the customer-edge router and the EIGRP (Enhanced 

Interior Gateway Routing Protocol) learned routes that form 

its routing table which assists the router in routing packets 

across the network. The configured interfaces can be viewed 

using the „show ip route‟ command. 

 

 

Figure 2: Figure showing IP route on the Customer-edge 

router 

The provider-edge/customer-edge routers and the 

provider/core routers in the service provider network were 

configured with IP addresses and they were also configured to 

disable MPLS and also to enable the same at different points 

of the testing process. 

 

Figure 6 below shows the IP address configuration of the 

provider-edge router 

 

Figure 3: IP address configurations on the Provider-edge 

router 

 

 

Figure 4: MPLS configurations on the Core router 

 

 

Figure 5:  Disabling of MPLS (using the „no MPLS IP‟ 

command 

Figure 9 below shows the directly connected routers or routes 

of the core router and the EIGRP learned routes that form its 

routing table in which the router uses to route packets across 

the network. This configuration can be viewed using the „show 

ip route‟ command 

 

 

Figure 6: IP routes of the Core router 

Figure 10 below shows all the working interfaces, and their IP 

addresses using the „show interface brief‟ command. 
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Figure 7: Configured interfaces on the core router 

 

 

Figure 8: MPLS forwarding table on the Core router 

6000 packets are also sent from PE-router 2 to PE-router 1 

10000 times which keeps the network congested for the 

period.  

 

 
Figure 9: MPLS forwarding table on the Core router  

4 Testing and results  

 Network tools like ping tests and trace route were used to 

measure latency by determining the time it takes a given 

network packet to travel from source to destination and back 

(RTT) then dividing the time by two (RTT/2), the most 

common technique used is the ping test.  

 

4.1 Measuring network latency 

 After the network is designed and simulated, a ping test was 

carried out from the headquarters to the branch office to 

confirm that the branch office can be reached from the 

headquarters via the service provider network and vice-versa.  

 

Figure 10: A ping test from headquarters to branch office 

After ping test, 6000 packets are then sent from PE-router 1 to 

PE-router 2 10000 times with MPLS disabled. This is to keep 

the service provider network congested for the period it would 

take PE-router 1 to send 6000 packets to PE-router 2.  

 

 

Figure 11: Traffic Build-up on PE router 1 

 

 

Figure 12: Traffic build-up on PE-router 2 

 

A ping test is then carried out from the headquarters to the 

branch office and latency is calculated from the round trip 

time (RTT). Latency = RTT/2.   

The process is repeated with MPLS enabled and latency 

values were recorded. The simulated network is again tested 

with network congestion of 9000, 12000, 15000, 18000 

packets sent 10000 times, recording the latency values when 

MPLS is disabled and when MPLS is enabled.  

 

 

Figure 13: Ping tests from HQ to branch office (MPLS 

disabled) 
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Figure 14: Ping test from HQ to branch office (MPLS 

enabled) 

 

The results of the simulation and test are tabulated as shown 

below in Table 1. Figure 18 and Figure 19 are the graphical 

realization of the results. The graphical comparison shows a 

sharp rise in latency as the network is getting congested but 

the reverse is the case when MPLS is enabled showing a 

drastic reduction in latency. Also, it can be inferred from the 

graph (Figure 19) that the latency with MPLS enabled is 

decreasing with increasing core network congestion which 

implied that MPLS is a good technology for congested WAN 

core network. 

 

Table 1 Results of Traffic Congestion with different test 

packets 

Order of      

Ping 

Test/No. 

Packets 

Delay (RTT/2) in ms (MPLS 

Disabled) 

Delay (RTT/2) in ms (MPLS 

Enabled) 

6000 9000 12000 15000 18000 6000 9000 12000 15000 18000 

1st 331 401 543.5 749 607.5 157 142.5 188.5 158 208 

2nd 301.5 382.5 511 558 554 151.5 157.5 195.5 159.5 163 

3rd 420 394 491.5 742.5 530 246.5 244 196 144.5 144 

4th 431.5 450 511.5 533.5 690 200 226 298 260 133.5 

5th 390.5 380 501 649.5 550 190 169 174 142.5 131.5 

Avg.Del

ay(D/5) 

374.9 401.5 511.7 646.5 586.3 189 187.8 210.4 172.9 156 

 

 

Figure 15: A Bar chart showing Latency per increase in 

number of packets with regards to (MPLS Enabled) and 

(MPLS Disabled 

 
 

Figure 16: Graph of Latency per increase in number of 

packets with regards to MPLS Enabled and MPLS Disabled 

Scenarios  

5 Conclusion 

 Results gotten from the simulation shows that the Latency in 

an IP network that is when MPLS is disabled, rises sharply as 

number of packets in the core of the service provider network 

increases while it drops drastically when MPLS is enabled, 

even as number of packets in the core of the service provider 

network increases. From the simulation, it is clear that MPLS 

is a better technique for improving latency when compared 

with the traditional IP network in that it takes less time to send 

data from a source to its destination. MPLS will therefore be 

more efficient if applied in the current internet architecture. 

Moreover, the potential of the MPLS technology is yet 

untapped in most parts of the world with respect to the 

services it can provide such as MPLS VPN (Virtual Private 

Network) and MPLS TE (Traffic Engineering) among others. 

Enterprises and service providers can experience an 

improvement in the rate of achievement of business targets by 

implementing and maximizing the capabilities of MPLS in 

their networks.  
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Abstract: The longest simple cycle problem is the problem of 

finding a cycle of maximum length in a graph. As a 

generalization of the Hamiltonian cycle problem, it is NP-

complete on general graphs and, in fact, on every class of graphs 

that the Hamiltonian cycle problem is NP-complete. The longest 

simple cycle problem may be solved in polynomial time on 

the complements of comparability graphs. It may also be solved 

in polynomial time on any class of graphs with bounded tree 

width or bounded clique-width, such as the distance-hereditary 

graphs. However, it is NP-hard even when restricted to split 

graphs, circle graphs, or planar graphs. In this paper a heuristic 

algorithm is proposed which can solve the problem in polynomial 

time. To solve the longest simple cycle problem using adjacency 

matrix and adjacency list by making a tree of given problem to 

find the longest simple cycle as the deepest path in tree following 

reconnect the leaf node of deepest path with root node. The result 

resolves the open question for the complexity of the problem on 

simple unweighted graphs. The algorithm is implemented on a 

simple labeled graph without parallel edges and without self-

loop. The worst case time complexity for the proposed algorithm 

is O(V+E). 

 

Index Terms: Adjacency List, Adjacency Matrix, Graph, Tree, 

NP-Completeness 

 

I. INTRODUCTION 

 

The area of approximation algorithms for NP-hard 

optimization problems has received much attention over the 

past two decades [1], [2]. Although some notable positive 

results have been obtained, such as the fully polynomial 

approximation scheme for bin packing [3][4], it has now 

become apparent that even the approximate solution of a large 

class of NP-hard optimization problems remains outside the 

bounds of feasibility. For example, a sequence of results 

[5][6][7][8][9] established the intractability of approximating 

the largest clique in a graph. The optimization version of this 

problem is NP-hard since it includes the Hamiltonian path 

problem as a special case. Therefore, it is natural to look for 

polynomial-time algorithms with a small performance ratio, 

where the performance ratio is defined as the ratio of the 

longest path in the input graph to the length of the path 

produced by the algorithm. Our results attempt to pin down 

the best possible performance ratio achievable by polynomial-

time approximation algorithms for longest paths (with same 

start and end vertices). In this paper, we address the problem 

of finding the longest Simple Cycle in an undirected graph 

G=(V, E). V is the set of n vertices and E is the set of m edges. 

The goal is to find for all      u, v ϵ V, the longest path from u 

to u, using maximum number of edges. We consider simple 

paths, which do not have any repeated edges or vertices. This 

problem belongs to the NP-Complete class of problems, as it 

is a generalization of the Hamiltonian path problem and 

cannot be solved in polynomial time unless P=NP. For this 

reason, the algorithm proposed is approximation algorithm. 

The main objective of this work is to apply various approaches 

combined to solve this problem (i.e. adjacency list, adjacency 

Matrix, Tree).  In Section 2, various proposed algorithms are 

discussed and work which is already done on this topic is also 

discussed. In Section 3, describe the proposed algorithm and 

its implementation steps. In Section 4, experimental results, 

and finally the conclusion. 

 

II. PRELIMINARY AND BACKGROUND 

WORK: 

 

The longest Simple Cycle problem, i.e. the problem of finding 

a simple path (with same start and end vertices ) with the 

maximum number of vertices, is one of the most important 

problems in graph theory. The well-known             NP-

complete Hamiltonian path problem [10,11], i.e. deciding 

whether there is a simple path that visits each vertex of the 

graph exactly once, is a special case of the longest path 

problem. Only a few polynomial-time algorithms are known 

for the longest path problem for special classes of graphs. 

Trees are the first class of graphs that a polynomial-time 

algorithm for finding the diameter of an unweighted tree. 

Originally, this algorithm was proposed by Dijkstra around 

1960 but Bulterman et al. [12] provided a proof for it, and 

later it was improved by Uehara and Uno [13] for the case of 

weighted trees. They also solved the problem for block graphs 

in linear time and for cacti in quadratic time. Recently, 

Ioannidou et al. [14] showed that the problem is polynomial 

for general interval graphs. Their algorithm is based on 

dynamic programming and runs in O (n4) time. More recently, 

Mertzios and Corneil [15] solved the problem in polynomial 

time for the larger class of graphs i.e. cocomparability graphs. 

Also, there is an O (n3)-time algorithm for the problem for 

complete m-partite digraphs proposed by Gutin [16]. Also, it 

has been shown that finding a path of length n − nϵ is not 
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possible in polynomial time unless P = NP [17]. To our 

knowledge, the best-known approximation algorithm for the 

problem has the ratio of O (n (log log n/ log n)2) [17]. For 

more related results on approximation algorithms on general 

graphs see [18][19][20][21]. Monien [7] presented an 0 (k! n 

m)-time algorithm that finds paths of length k in a 

Hamiltonian graph with n vertices and m edges. since in 

polynomial time Monien's algorithm can only find paths of 

length O(log n/log log n). Furer and Raghavachari [22] present 

approximation algorithms for the minimum-degree spanning 

tree problem that delivered absolute performance guarantees 

(within an additive factor of 1). No hardness results for longest 

paths were known earlier, although a seemingly related 

problem has been studied by Berman and Schnitger [23]. They 

show that the hardness conjecture is true for the problem of 

approximating the longest induced path in an undirected 

graph. Note that the induced-path problem is strictly harder 

and their hardness result does not carry over to the problem 

under consideration here. Bellare [24] considers a 

generalization of the longest-paths problem called the longest 

color-respecting path problem. This involves graphs with 2-

colored edges and labeled vertices, and a feasible path must 

have the property that at each vertex its label specifies whether 

the incident edges of the path are of the same color or not. He 

obtains essentially the same hardness results through different 

techniques.  

 

III. REPRESENTATIONS OF GRAPHS 

 

There are two standard ways to represent a graph G = (V, E): 

as a collection of adjacency lists or as an adjacency matrix. 

Either way applies to both directed and undirected graphs. 

Because the adjacency-list representation provides a compact 

way to represent sparse graphs—those for which |E| is much 

less than |V |2 — it is usually the method of choice. Most of 

the graph algorithms assume that an input graph is represented 

in adjacency list form. We may prefer an adjacency-matrix 

representation, however, when the graph is dense—|E| is close 

to |V|2—or when we need to be able to tell quickly if there is 

an edge connecting two given vertices.  

The adjacency-list representation of a graph G = (V, E): 

consists of an array Adj of |V| lists, one for each vertex in V. 

For each u   V, the adjacency list Adj[u] contains all the 

vertices v such that there is an edge (u,v) ϵ E. That is, Adj[u] 

consists of all the vertices adjacent to u in G. (Alternatively, it 

may contain pointers to these vertices.) Since the adjacency 

lists represent the edges of a graph,. If G is an undirected 

graph, the sum of the lengths of all the adjacency lists is 2|E|, 

since if (u,v) is an undirected edge, then u appears in v’s 

adjacency list and vice versa. For undirected graphs, the 

adjacency-list representation has the desirable property that 

the amount of memory it requires is ɵ(V+E). It can readily 

adapt adjacency lists to represent weighted graphs, that is, 

graphs for which each edge has an associated weight, typically 

given by a weight function w: ER. For example, let 

G=(V,E) be a weighted graph with weight function w. The 

weight w(u,v) of the edge (u,v) ϵ E simply store with vertex v 

in u’s adjacency list. The adjacency-list representation is quite 

robust in a way that it can be modified to support many other 

graph variants. A potential disadvantage of the adjacency-list 

representation is that it provides no quicker way to determine 

whether a given edge (u,v) is present in the graph than to 

search for v in the adjacency list Adj[u]. An adjacency-matrix 

representation of the graph remedies this disadvantage, but at 

the cost of using asymptotically more memory.  

For the adjacency-matrix representation of a graph        G 

=(V,E), it is assumed that the vertices are numbered 1,2, 

……,|V| in some arbitrary manner. Then the adjacency-matrix 

representation of a graph G consists of a |V|*|V| matrix A=(aij) 

such that 

                        aij {
                   (   )      
                           

 

 

Like the adjacency-list representation of a graph, an adjacency 

matrix can represent a weighted graph. For example, if G = 

(V, E) is a weighted graph with edge weight function w, it can 

simply store the weight w(u,v) of the edge (u,v)   E as the 

entry in row u and column v of the adjacency matrix. If an 

edge does not exist, it can store a NIL value as its 

corresponding matrix entry, though for many problems it is 

convenient to use a value such as 0 or  . Although the 

adjacency-list representation is asymptotically at least as space 

efficient as the adjacency-matrix representation, adjacency 

matrices are simpler, and so they may preferred when graphs 

are reasonably small. Moreover, adjacency matrices carry a 

further advantage for unweighted graphs: they require only 

one bit per entry. 

 

A. Complexity Classes  

 

Mainly three classes of problems are referred: P, NP, and 

NPC, the latter class being the NP-complete problems. Which 

are described formally as: 

 
Class P 

 

The class P consists of those problems that are solvable in 

polynomial time. More specifically, they are problems that can 

be solved in time O(nk) for some constant k, where n is the 

size of the input to the problem. A lot of the problems 

considered in P. Any problem in P is also in NP, since if a 

problem is in P then it can be solved in polynomial time 

without even being supplied a certificate. For now it is 

considered P   NP. The open question is whether or not P is a 

proper subset of NP.  
 

The Complexity Class NP 

 

The complexity class NP is the class of languages that can be 

verified by a polynomial- time algorithm. More precisely, a 

language L belongs to NP if and only if there exist a two-input 

polynomial-time algorithm A and a constant c such that L = { 
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x   {0,1} there exists a certificate y with |y| = O(|x|) such that 

A(x, y) = 1}. 

It can be said that algorithm A verifies language L in 

polynomial time. It is unknown whether P = NP, but most 

researchers believe that P and NP are not the same class. 

Intuitively, the class P consists of problems that can be solved 

quickly. The class NP consists of problems for which a 

solution can be verified quickly. it is often more difficult to 

solve a problem from scratch than to verify a clearly presented 

solution. 
 

Complexity Class NP complete 

 

NP-complete problems arise in diverse domains: boolean 

logic, graphs, arithmetic, network design, sets and partitions, 

storage and retrieval, sequencing and scheduling, 

mathematical programming, algebra and number theory, 

games and puzzles, automata and language theory, program 

optimization, biology, chemistry, physics, and more. In this 

section, the reduction methodology used to provide NP 

completeness proofs for a variety of problems drawn from 

graph theory and set partitioning. 

 

B. The Longest Simple Cycle Algorithm 

 

In the Proposed Algorithm, the input graph considered to be a 

simple graph (i.e. without self-loop and without parallel 

edges), the algorithm for Longest Simple Cycle in simple 

graph is summarized below: 

 

1. Enumerate all the nodes to calculate degree of each node to 

find the node with highest degree. 

2. Assign the node with highest degree as the root for tree. 

3. Construct a tree T of the given graph G considering the 

adjacent nodes as successor and predecessors accordingly 

for each vertex using adjacency matrix. 

4. Do apply the proposed LSC algorithm to find the longest 

path. 

5. Join the leaf node of the longest path with root and retrieve 

the path considering it as the longest cycle in graph. 
 

From now on, we describe each step of the algorithm in more 

detail. 

 
1. Enumerate all the nodes to calculate degree of each node to find 

the node with highest degree. 

For a given Graph G=(V,E) where V is the set vertices n and E 

is the set of edges e, first to make an adjacency matrix for all 

vertices to find the maximum degree vertex, which would 

become the root of tree.  

 
2. Assign the node with highest degree as the root for tree. 

Now assign the MAX (which was returned by pseudo code) as 

root. 

ROOT  MAX 

 

3. Construct a tree of the given graph considering the adjacent nodes 

as successor and predecessors accordingly for each vertex. 

The vertex with maximum degree is taken as root and the 

adjacent vertices are considered as predecessor of root and 

taken as child of root vertex, now for child vertices their 

adjacent vertices are taken as predecessor of child vertex and 

so on. This process of converting graph into tree will go on till 

all vertices and their adjacent vertices are expended.  

Figure 1 shown below the tree constructed from graph G. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. tree constructed by using adjacency matrix to represent and expand 
adjacent vertex for all vertices 

 

4. Do apply the proposed LSC algorithm to find the longest path. 

The Proposed algorithm for Longest Simple Cycle Problem is 

proposed as: 

LSC(G) 
1. for each vertex u   G.[V- ROOT] 

2.     {         

3.       Color[u]  white 

4.       Pred[u]  NIL 

5.     } 

6. count = 0 

7. for each vertex u   G.adj[ROOT] 

8.     { 

9.       if color[u] = white 

10.         then LSC_TRAV (u) 

11.       endif 

12.      } 

 

LSC_TRAV (u) 

1. Color[u]  pink   // vertex u has just discovered 

2. Count  count + 1 

3. Discover[u]  count 

4. for each v   G.adj(u) //Explore edge (u,v) 

5.       { 

6.         if (v = ROOT) then 

7.             Finish[u]  count + 1 

8.         else 
9.          if (adj(u) = NIL) then 

A D B 

E 

C 

E D 
B 

D 

B A 

C 

C 

C 
E C 

A 

C 

C 
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10.             Finish[u]  count 

11.         else 
12.          if color[v] = white then 

13.              Pred[v]  u 

14.              LSC_TRAV (G.v) 

15.        } 

16. Color[u]  RED           //make u RED ; it is finished 

17. count  count + 1 

18. finish[u]  count 

 

Procedure LSC works as follows. Lines 1-4 paint all vertices 

white and initialize their PRES field to NIL. Line 5 resets the 

global counter. Line 7-12 check each vertex in V in turn and, 

when a white vertex is found, visit it using LSC_TRAV. 

Every Time LSC_TRAV (u) is called in line 10, vertex u 

becomes the root of a new tree T’. When LSC returns, every 

vertex u has been assigned a discovery time Discover[u] and a 

finish time finish[u]. 

In each call LSC_TRAV (u), vertex u is initially white. Line 1 

paints u pink, line 2 increments the  global variable count and 

line 3 records the new value of time as the discovery time 

discover[u]. Lines 4-15 examine each vertex v if it is white. 

As each vertex v   adj[u] is considered in line 4 we say that 

each is explored by this step. Finally after each edge leaving u 

has been explored, line 15 paint u pink and record the 

finishing time finish[u]. Note that result of Longest simple 

Cycle Algorithm depend upon the order in which the vertices 

are examined in line 7 of LSC, and upon the order in which 

the neighbors of a vertex are visited in line 6,9 and 12 of 

LSC_TRAV. These different visitation orders tend not to 

cause problem in execution as any order of exploring result 

can usually be used effectively, with essentially equivalent 

results. 

 
The running time of LSC is computed as follows: 

The loop on lines 1-5 and lines 7-12 of LSC takes time O(V), 

exclusive of the time to execute the call LSC_TRAV. As the 

procedure LSC_TRAV is called exactly once for each vertex 

v    , since LSC_TRAV invoked only white vertices and the 

first thing it does it paint vertices pink. During an execution of 

LSC_TRAV (v), the loop on line 4-15 is executed |Adj[v]| 

times. Since 

∑|   [ ]|    ( )

     

 

The total cost of executing lines 4-15 of LSC_TRAV is ( ). 
The running time of LSC is therefore  (   ) 
 

5. Join the leaf node of the longest path with root and retrieve the 

path considering it as the longest cycle in graph. 

 

The pseudo code to retrieve longest path from the above tree 

is: 

PRINT_CYCLE (G, ROOT, V) 
1. if (v == ROOT) 

2.      then print “ROOT” 

3.      else 

4.        if (V.PRED = NIL) 

5.            then print ”no cycle exist” 

6.            else  
7.             PRINT_CYCLE(G, ROOT, V.PRED) 

8.             print V 

 

Procedure PRINT_CYCLE runs in time Linear in the number 

of vertices in the Cycle printed. Since each recursive call is for 

a path one vertex shorter. 

The given graph after connecting deepest leaf with root is 

shown in figure 2: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Connecting deepest vertex with root vertex to make a cycle 

 

IV EXPERIMENTAL RESULTS: 

 

For experimental research and proof of algorithm the problem 

graph is considered is shown in figure 3: 

 

 

 

 

 

 

 
Figure 3. graph G = (V, E) considered to find Longest simple cycle 

Now, after applying the proposed Longest Simple Cycle 

Algorithm the diagrammatic procedure is shown below in 

figures: 

1. The adjacency matrix for the given problem graph is shown in 

figure 4: 
 

 

 

 

 

 
 

Figure 4. Adjacency matrix for Graph G 
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0     1     0     0     1     
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2. Assigning the node with highest degree as the root for tree. 

 

 

 

 

 

From the above adjacency matrix it is calculated that D3 has 

highest degree i.e. Vertex C. Now assign vertex C as Root 

Node for the tree. 

ROOT  C 
3. Construct a tree of the given graph considering the adjacent nodes 

as successor and predecessors accordingly for each vertex. 

After assigning vertex C as ROOT node tree of adjacent 

vertices is shown in figure 5. 

 
Figure 5. Tree constructed from adjacency matrix for Graph G 

 
 

4. Do apply the proposed LSC algorithm to find the longest cycle. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Join the leaf node of the longest path with root and retrieve the 

path considering it as the longest cycle in graph. 

 

 
 

Figure 7. Tree showing the deepest node as the farthest vertex 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

 
 

 

 
 

 

 
 

 

 

Figure 6. Implementing Steps of Longest Simple Cycle Problem 
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Figure 8. Deepest vertex connected with ROOT vertex to make a cycle 

 

After joining the deepest node with the root the retrieved 

longest paths are C-A-B-E-D-C and C-D-E-B-A-C. 

Now technically both cycles are same but retrieved in reverse 

directions, So only one cycle is considered to be as longest. 

 
Complexity Computation: 

Step 1: compute adjacency Matrix = |V|
2
 

Step 2: compute degree of each vertax  = |V|
2
 

Step 3: Retrieve Node with maximum Degree = V 

Step 4: Complexity of LSC Algorithm = O(V+E) 
 

Total complexity for the experiment is: 

 |V|
2
 + |V|

2
 + V +(V+E)V

2
  

 

The above computed complexity is for the total result from 

computing adjacency matrix to finally retrieval of longest 

path. But the actual complexity of proposed algorithm i.e. 

Longest Simple Cycle Algorithm is O(V+E).which is quite 

less than V2. 
 

CONCLUSION: 

In this work we help to shed some light on the borderline 

between P and NP, since the longest simple cycle problem is 

known to be NP-complete on graphs. It would be interesting to 

study the complexity of the longest simple cycle problem on 

distance hereditary and bipartite distance-hereditary graphs, 

since they admit polynomial solutions for the Hamiltonian 

path problem, and also since the longest simple cycle problem 

has been proved to be NP-complete on chordal bipartite 

graphs, and parity graphs, while it is polynomial on ptolemaic 

graphs and trees. In this Paper we presented an approximation 

algorithm for solving the longest simple cycle problem on 

simple graphs, which find the maximum length cycle in a 

connected graph (if exist) with average case complexity 

O(V+E). Various techniques are used to implement the 

strategy such as adjacency matrix, adjacency List and simple 

rooted tree. Experimental results are shown in section 4.The 

work constitute a significant achievement on NP-complete 

problems to solve it in approximate time. 
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Abstract - Delay tolerant networks (DTNs) are wireless 

networks with intermittent connections. Node mobility, limited 

radio range and power cause intermittency. These networks 

have different applications such as space searching, wild life 

tracking, military battlefields and etc. Conventional routing 

approaches are not practical in DTN because of intermittency. 

So, routing is a challenging matter. This paper proposes a 

new routing method called geographic destination (GD). It is 

a power saving method which tries to find a neighbor which is 

geographically closest to destination. Among the neighbors, 

one closer to destination will receive a number of copies from 

the source. This approach continues until the message reaches 

destination. After that, extra copies are excluded. This method 

reduces transitions for conveying data to decrease energy 

usage. Message drop and overhead have also decreased. 

Comparing GD to well known protocols such as PROPHET 

and ER, proves GD success in power saving and preserving 

network resources. 

Keywords: Delay tolerant network (DTN); energy; message 

drop; average hops. 

 

1 Introduction 

 DTNs are also known as disruption tolerant networks. 

Intermittent connections, high error rate, long delays, variable 

data rates and etc are general characteristic of DTNs [3]. 

Thus, store-carry-and-forward mechanism (SCF) is used in 

these networks [4,5,6]. SCF stores the data while next hop is 

not available for forwarding message. So, it carries the 

message while moving and forwards it to node which has 

better opportunity to transmit message to destination.  

 DTNs have different applications such as wild life 

tracking [1], deep space searching [7], vehicular networks [8], 

and government services [9]. 

 Due to DTN intermittency, conventional routing 

protocols in mobile ad hoc networks (MANETs) cannot be 

applied to DTNs. Energy, buffer, message delivery ratio, 

message drop, overhead and etc are important factors in 

designing routing approaches.  

 Message delivery ratio shows the ratio of delivered 

messages to all produced messages.  

 Up to now, different studies have been done on 

designing routing protocols. These routing protocols are 

based on SCF to overcome long delay, disconnections, 

queuing delays and limited resources. These methods can be 

classified from different viewpoints [10]. A very general 

categorization can be flooding and non-flooding.   

 Flooding protocols give a copy of the message to every 

node they encounter which wastes node resources. Other 

approaches try to limit number of copies spread in networks. 

Since some parameters maintenances are in contrast, routing 

protocols should consider the desired application.  

 This paper proposes a new approach, which is called 

geographic destination (GD), to limit energy usage.  

 This paper is organized as follows: Section (II) reviews 

related works and section (III) discusses the proposed method. 

GD evaluation is discussed in section (IV). Section (V) 

concludes the paper.  

2 Related works 

 Recently there have been many researches finding 

routing protocols for DTNs. Limited sources make researches 

consider different factors in designing routing methods such 

as energy, buffer, message delivery ratio, message drop 

number, overhead, and etc. Regarding these conditions, 

existing approaches can be categorized in 3 main categories 

[10,11]: flooding approaches [12,13], prediction based 

methods [14,15,16,17] and forwarding [18].  

 Flooding methods try to increase message delivery ratio 

by forwarding messages to encountered nodes. This helps to 

decrease message delivery delay while increasing overhead. 

Epidemic routing (ER) is one of well known flooding 

approaches [12]. In addition to flooding approaches, 

controlled flooding methods try to reduce overhead. Spray 

and Wait (SAW) [13] is one of these algorithms. It sprays 

messages to connected nodes. It waits for these connected 

nodes to eventually deliver message to destination.  

 Prediction based approaches use history of node 

encounters to find the appropriate node. These methods try to 

increase message delivery, by finding nodes which have 

recently encountered destination. Probabilistic Routing 

Protocol using History of Encounters and Transitivity 

(PROPHET) [14], MaxProp [15], Spray and Focus [16] and 

etc are good instances for this category. In PROPHET, 

vectors indicating the probability of delivering its message to 

destination for each node are exchanged between nodes when 

they met each other. 

 MaxProp considers the meeting chance between nodes 

which is not necessary the destination. 
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BUBBLE [17] and SimBet [18] use information about social 

community structures, contact history and communication 

patterns to find appropriate nodes for forwarding. 

 Forwarding category, forwards a single message through 

a carefully chosen path. MEED [19], direct transmission, 

randomized routing, and utility based routing [20] are good 

example of this approach.  

 Based on this works, this paper proposes an approach 

based on reducing node energy. The method finds the 

geographic distance of each connected node to destination. 

Finding the minimum distance helps to decrease number of 

transitions. This will be discussed in next section.  

3 Proposed method 

 Network resources such as buffer, energy, and etc are 

limited. It makes researchers find ways which preserve 

sources while conveying information. GD tries to reduce 

energy usage of nodes by decreasing number of transitions in 

the network. 

 GD calculates the distance between each message 

destination and connected host neighbors. If the source node 

has geographic position of ( )0 0
x , y and destination node is 

placed in ( )f f
x , y , GD finds the neighbor which has minimum 

distance to destination. Each message is sent to closest 

neighbor to destination. This algorithm iterates until each 

message reaches the destination. In order to improve GD, 

some copies of each message are sent to connected node 

which is nearest to destination. Number of copies can be fixed 

or dynamically chosen regarding message delivery ratio and 

overhead. After delivering the message to its destination, extra 

copies are deleted. Simulation proves GD success in power 

saving in comparison to ER and PROPHET.    

 Each node has limited energy. Message sending, 

receiving and relaying uses energy. GD helps to reduce 

energy consumption by fewer transitions. In order to better 

understanding of matter, some statements have to be 

explained.  

 Dropped messages refer to messages drop from node 

buffers.  

 Delivered messages are those successfully delivered to 

message destination.  

Overhead ratio is found by (1): 

 

( )Number of Relayed Messages - Number of Delivered Messages

Number of Delivered Messages
 (1) 

 Hop counts show average hop count between source and 

destination.  

 GD uses greedy forwarding to reduce number of 

transmissions and replicated messages. 

 

 

 

4 GD evaluation 

 Simulations are done in opportunistic network simulator 

environment (ONE) which is based on java. It was first 

developed in Helsinki University of Finland [21-23]. 

Simulations have been done for 40 times and the average 

results have been considered. Simulation settings are shown in 

Table 1. Mobility model used in simulations is shortest path 

map based movement (SPMBM). Mobility model shows node 

movement on the predefined maps of Helsinki downtown 

area. 

 In order to evaluate GD, two scenarios were 

implemented. In first one, buffer size varies from 10 k to 100 

k. Message time to live (TTL) is set to 300 s. As it can be 

seen in Fig. 1, energy level of nodes in GD is greater than ER 

and PROPHET. Due to limited energy of nodes, message 

replication, relaying and etc waste node battery. Since the 

number of transitions and message copies are reduced in GD, 

energy usage has reduced. GD tries to find nearest nodes to 

destination for forwarding messages, and also reduces number 

of message replication. So, number of message drop decreases 

in GD. As shown in Fig.2, GD has reduced message drop by 

96% compared to ER and PROPHET.  

 

TABLE I.  SIMULATION  SETTINGS 

Network Area 25000 5000m×  

Number of Nodes          100 

Simulation duration 43200 s= 12 h 

Message size 100B-200B 

Mobility Model Shortest Path Map Based 

Movement (SPMBM) 
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Fig. 1. Average energy level of nodes comparison among ER, 

PROPHET, and GD regarding buffer size variation 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Average number of hops messages pass to reach destination 

regarding Buffer change 

 Finding nearest hops to destination for forwarding 

messages also helps to reduce number of hops message has to 

pass to reach destination. GD, as shown in Fig. 3, has reduced 

number of hops by 74% compared to ER and 66% compared 

to PROPHET.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Message drop number comparison in ER, PROPHET and GD 

regarding buffer size variation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Overhead ratio comparison among ER, PROPHET and GD 

regarding Buffer size variation 

 As shown in Fig. 4, GD overhead has reduced 97% 

compared to ER and PROPHET. Message delivery ratio has 

decreased because number of copies scattered in the network 

has reduced. Fig. 5 shows message delivery ratio. ER and 

PROPHET which have more delivery ratio, has greater 

overhead and message drop compared to GD regarding Fig. 3 

and Fig. 4. 
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Fig. 5. Message delivery ratio comparison among ER, 

PROPHET and GD regarding Buffer size variation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Message drop number comparison in ER, PROPHET and GD 

regarding TTL variation 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Overhead Ratio comparison in ER, PROPHET and GD 

regarding TTL variation  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Average energy level of nodes comparison among ER, 

PROPHET, and GD regarding TTL variation 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Average number of hops messages pass to reach destination 

comparison in ER, PROPHET and GD regarding TTL variation 

 

 

 

 

 

 

 

 

 

 

 
Fig. 10. Message delivery ratio comparison in ER, PROPHET 

and GD regarding TTL variation 

 In second scenario, buffer size is set to 10 k and TTL is 

changed from 100 s to 1000 s. As it can be observed in Fig. 6, 
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average energy level of nodes in GD is greater than ER and 

PROPHET. Since message replication and forwarding is 

controlled, nodes energy is preserved. According to Fig. 7, 

message drop number in GD is 0.001 of ER and 0.002 of 

PROPHET. Limited number of message copies helps to 

reduce message drop from buffers.   

 In addition to reducing message drop and energy, 

average hops passed by message have also reduced. As it can 

be seen in Fig. 8, average hop has reduced by 53% compared 

to ER and 48% compared to PROPHET. GD message 

overhead ratio is 0.001 of ER and 0.002 of PROPHET as 

shown in Fig. 9.  

 As shown in Fig. 10, for TTL less than 500 s, GD 

delivery ratio is 18% below ER and PROPHET. After 500 s, 

GD message delivery ratio is 37% better than ER and 25% 

greater than PROPHET. According to simulations, GD has 

successfully reduced energy usage, message drop number, 

overhead ratio and average hop count. Message delivery ratio 

is not disturbed considerably. 

 These characteristics suggest GD as a powerful 

approach. 

5 Conclusions 

 Delay tolerant networks (DTNs) are wireless networks 

which suffer intermittency. This makes routing a challenging 

matter. This paper proposes a method named GD which helps 

to save node energy while reducing message drop number. 

GD calculates distance between connected neighbor 

geographic location and message destination for each 

message. It forwards messages to nodes which are closest to 

destination. After delivering the message to destination, extra 

copies are deleted. This operation greatly reduces energy 

consumption by reducing number of transmissions and copies. 

GD also reduces message drop number and average hops. 

Comparing GD to ER and PROPHET, GD shows success 

over these famous methods.  

 Future studies will consider using evolutionary algorithm 

(EA) in finding appropriate nodes for forwarding messages. 
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Abstract—This paper explore different heuristics that may be
applied to provide a node-based cost for energy-aware multihop
routing for wireless environments which integrate heterogeneous
devices that are carried or owned by Internet end-users. We
analyzed based on simulations of the different heuristics when
applied to distance-vector approach, namely the Ad Hoc On
Demand Distance Vector (AODV) routing protocol.

Index Terms—Multihop routing; energy-efficiency; user-
centric networks; AODV.

I. INTRODUCTION

People-centric wireless environments integrate a highly dy-
namic behavior of mobile nodes, in particular of nodes that are
owned or carried by humans. Examples of such environments
and dynamism are the need to autonomously start a network
based on end-user devices after a disaster of some nature (e.g.,
disaster networks) or even the need to assist emerging markets
in remote areas, sometimes highly populated. Such people-
centric environments attain specific requirements, of which
energy efficiency is one of them.

Albeit being spontaneously deployed, people-centric en-
vironments rely on traditional multihop routing approaches.
Multihop routing has been extensively analyzed and optimized
in terms of resource management, but in terms of energy
efficiency there is a lack of a thorough analysis in partic-
ular in what concerns people-centric environments such as
User-provided Networks (UPNs) or Mobile Ad-hoc Networks
(MANETS). On the other hand, there is considerable related
work in the fields of energy efficiency and energy awareness
for sensor networks.

Even though it is relevant to consider the results achieved
in such networks, there are specific requirements of people-
centric environments which makes energy awareness and ef-
ficiency problems not trivial to be solved. Firstly, nodes in
people-centric networks are expected to be heterogeneous in
terms of resources such as battery capacity. Secondly, such
nodes exhibit frequent movement and are also expected to
frequently join and leave a network. We refer heterogeneous
for the different nodes regarding mobile devices, such as the
technology itself (e.g., laptop, smart phone), battery capac-
ity, energy consumption, energy parameters and processing.
Regarding movement, we consider a social mobility model

which the parameters, such as frequency of movements, are
characterized by the mobility pattern.

The main goal of this work is focused on making current
multihop routing approaches, i.e., shortest-path based, ade-
quate for people-centric environments. In such environments
there are several requirements to be met in terms of energy
awareness, by exploring new routing metrics that take into
consideration the state of a node, i.e., node-based perspective,
or not only the originating node’s perspective, but also the
potential of successors, i.e., link-based perspective, in terms of
energy awareness. Our expectations are to optimize network
utilization by optimizing the energy-awareness of multi hop
routing approaches.

In this paper we explore different energy-efficient heuristics
as node-based cost to apply in multi hop routing with hetero-
geneous mobile devices. We evaluate based on simulations the
heuristics in a multi hop distance vector approach, namely the
AODV [1] routing protocol. We show the heuristics applyed
as a cost function improve the network lifetime without
penalizing the end to end delay and throughput.

The rest of this paper is organized as follows. Section II
describes selected related work focused on multihop energy
efficiency. Section IV presents the notions, parameters and
the current energy-aware routing metrics for multi hop rout-
ing. Section V is our proposed heuristics with discussions
regarding network lifetime. Then, in section VI, we present the
performance evaluation based on simulations with statistically
rigorous results. Conclusions and future work are presented in
section VII.

II. RELATED WORK

There are few approaches [2], [3], [4] that have surveyed
multihop proposals focused on energy efficiency, considering
both the energy spent when nodes are engaged in active
communication or inactive communication (e.g., in idle mode).
Such work has as underlying scenarios homogeneous environ-
ments, and many proposals combine a different energy-aware
metrics to maximize the network lifetime.

Attempting to make multihop routing adaptive, some pro-
posals [5], [6], [7] have explored new metrics having in mind
different types of optimization, e.g., reduction of energy spent
across a path or avoiding nodes with low residual energy, on
the global network.
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C. K. Toh provides a relevant overview [8] of different
routing properties to consider in multihop routing that one of
them is efficient utilization of battery capacity. In this work, the
author also addresses the performance of power efficiency in
ad-hoc mobile networks by analyzing four approaches which
have as common goal to select an optimal path, being the
optimum the minimization of the total power required on the
network (across all nodes) and also the maximization of the
lifetime of all nodes in the network.

The cost function of MRPC (Maximum Residual Packet
Capacity) protocol [9] comprises a node-parameter (battery
power of node) and a link-parameter (packet transmission en-
ergy in a link) across the link between nodes. MRPC identifies
the capacity of a node not just by its residual battery energy,
but also by the expected energy spent in reliably forwarding a
packet over a specific link. However, such formulation better
captures scenarios where link transmission costs depend on
physical distances between nodes and the link error rates,
which does not consider energy as a prime metric.

Considering power constraint as a metric, Senouci et. al.
[10] propose three routing algorithms unless the shortest path
routing. However, the routing algorithms was devised as three
different routing protocols based on AODV modifying the
routing process. Our work consider a node-based cost as a
metric to use any distance vector or link state multihop routing
protocols.

A recent work [11] proposed a multi-objective approach
which consider three routing metrics (delay, energy and link
lifetime) in a prediction way. The methods are predicting
queuing delay and energy consumption, and predicting resid-
ual link lifetime using a heuristic of the distributions of the
link lifetimes. However, the energy resource is combined with
another metrics that is hard to find a trade off considering the
energy-efficient routing.

The Working Group ROLL (Routing Over Low Power
and Lossy Networks) of the IETF (Internet Engineering Task
Force) have working on routing metrics to consider in this
type of networks, which energy-aware is one of them [12]. A
node energy object is used to provide information related to
node energy and may be used as a metric or as constraint.

We emphasize that our proposed heuristics is to consider
routing metrics that can be coupled to any multihop routing
protocol, i.e., distance vector or link state approaches, to
provide multihop routing with better energy-awareness.

III. ENERGY AWARENESS IN PEOPLE-CENTRIC NETWORKS

People-centric Networks (PCN) integrate the end-user con-
nected to the Internet by means of a variety of broadband
access technologies, which the final segment is provided by
a number of short-range technologies, among which Wireless
Fidelity (Wi-Fi) is a solution.

In this scenario, the end-user (or a community of end-users)
is a micro-provider in the sense that he/she shares his/her
subscribed broadband Internet access based on some incentive
scheme. The way people interact and move is a behavior that
we can root on social network theory, due to the fact that
humans are not only carriers but also the decision makers for
the operation of nodes that form the topology.

We provide an example of a generic scenario, where groups
of mobile nodes are depicted by a dotted line. Within each
group, nodes may move in an independent way according
to human movement behavior (social mobility). Furthermore,
nodes may also move in groups, also mimicking human social
behavior. Groups have a spatial-temporal correlation, e.g., a
group at an instant in time may dissolve in a different instant
in time and space. The illustrated nodes can be either static or
mobile. In addition, nodes may behave as a regular node, or
a micro-provider node. A micro-provider node is basically a
node that provides Internet access to other nodes. It should be
noticed that in contrast to the notion of gateway in MANETs,
a micro-provider may simply relay Internet access from a
gateway to a group of nodes. In addition, a micro-provider
node may be completely mobile. Therefore, the topology
shows a highly dynamic behavior, where not only links are
bound to frequent changes, but also where the nodes that
provide Internet access can also change on-the-fly, e.g., due
to congestion of the micro-provider(s) in the group, due to
better network conditions. Adding to the variability due to
node movement, for instance, another key aspect is that some
devices are multimedia capable with strong limitations in
terms of energy capabilities.

IV. ENERGY AWARENESS IN MULTI HOP ROUTING

A node i represents a wireless heterogeneous device with a
single or with multiple network interfaces. Edges interconnect-
ing nodes are represented as links (i, j) with a cost which is a
measure of energy expenditure. Such energy expenditure can
be obtained from a single node, a link, or network utilization
perspective. From a single node perspective, there are three
main modes of operation which depend on the node status.
A node is in Transmit mode when transmitting information.
Hence, Transmit Power (Tx Power) for a node corresponds to
the amount of energy (in Joules) spent when the node transmits
a unit (bit) of information. A node is in Receive mode if it is
receiving data. Hence, Reception Power (Rx Power) for a node
corresponds to the amount of energy (in Joules) spent when
the node receives a unit (bit) of information. Particularly for
the case of 802.11, there are two additional states a node may
be at. When not receiving or transmitting, the node is still
listening the shared medium (overhearing) and is said to be
in Idle mode. When the node is not overhearing, then it is
said to be in Sleep mode. In this mode, no communication is
possible but there is still a low-power consumption.

Another relevant parameter to consider from an energy-
awareness perspective is a node’s degree, Ni as the surround-
ing nodes impact the transmission channel heavily, as well as
on energy consumption. We use the node degree definition
where Ni corresponds to the amount of neighbors that a node
i has at an instant in time. More relevant than the number of
neighbors, is the history of variation of Ni through time.

The main energy-aware metrics for people-centric environ-
ments are the residual energy and drain rate. The Residual
Energy (RE) of a node i, REi [13] is defined as the amount
of energy units that the battery of node i has at an instant
in time. The Drain Rate (DR) of a node i, DRi [14] is
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defined as the amount of energy being spent by node i through
time, due to the activities the node is performing. DR(i), can
be computed by applying an Exponential Weighted Moving
Average (EWMA). The DR alone simply provides a way to
measure energy being spent by nodes.

For heterogeneous environments, a combination of the DR
with the RE of a node is significant to capture both the
expenditure and the resources still available. Such combination
can be provided in several ways. Kim et. al. consider also the
ratio between RE and DR as Ci defined as the node lifetime.
However, all of these metrics still is not sufficient to people-
centric environment which there are mobile devices in different
capacities and states affecting path robustness.

V. PROPOSED HEURISTICS

This section provides an overview on the heuristics that
we are currently testing, to provide multihop routing with
better energy-awareness. As mentioned our proposal is to
consider routing metrics that can be coupled to any multihop
routing protocol. In other words, the proposed heuristics are
not expected to be tied to a specific protocol.

A. Heuristic 1: Energy-awareness Ranking of Node Based on
Idle Times

In this first heuristic we take into consideration the periods
over time where i is in idle mode. In other words, over time
we estimate how much time of its lifetime has node i been in
idle mode, to then provide an estimate on a potential behavior
in the future, as this will for sure impact the node’s lifetime.
Such periods are the ones the most expensive to i in terms of
energy, and in those periods, the node degree becomes highly
relevant as the more nodes surround node i, the worst the
energy expenditure of i. So we consider the total period in
idle time, tidle over the past period together with the estimated
lifetime of the node, as provided in equation 1.

E1i =
tidle

T + Ci
, E1i 2 [0, 1] (1)

E1 is therefore a node weight which provides a ranking in
terms of the node robustness, from an energy perspective, and
having as goal to optimize the lifetime.

B. Heuristic 2: Energy-awareness Ranking of Node Based on
Idle Times and Node Degree History

This second heuristic considers also the potential impact
that the node degree may have in the energy expenditure of a
node. Surrounding nodes impact the conditions of the wireless
media and as such, the node degree history, in particular the
variability of the node degree is one additional aspect that
may impact node lifetime. Hence, still following a simplistic
approach, we consider ways to combine the history of the
node degree with E1, having derived as a first approach E2,
provided in equation 2.

E2i =
tidle

T + Ci
⇤N 0

i , (2)

For instance, let us assume that node i has, at a specific
instant in time, a lifetime that seems to be long. If the node
has an history of a low number of neighbors as happens in the
case of less dense networks, then in contrast to a node that has
the same lifetime but a larger number of nodes around, we can
decide on which node to opt. Deciding for a node that has a
higher node degree implies having more alternate paths being
the flip-side to this the possibility of seeing an abrupt change
in the time left until the node exhausts energy. Opting for a
node with a lower node degree may provide more robustness
at the cost of having less alternate paths. Depending on the
situation of the nodes around (e.g. movement; short lifetimes),
there is a variability associated.

The node degree history, N 0
i , is provided by an Exponential

Moving Average (EMA) as provided in equation 3.

N 0
i = ↵⇥N it�1 + (1� ↵)⇥N 0

i (3)

C. Discussion

The ranking of a node considering the different heuristics
can be seen from an energy-wise point of view on the global
network and the impact of the heuristic considering the slope
variations of the cost functions as shown in Table I.

A ranking of the node is based on the values of tidle and
Ci for the heuristic E1. In case of high idle time and high
lifetime is a good candidate to opt the nodes on the path. On
the other hand, nodes with low idle time and low lifetime is a
node that can be avoided to select on the path. Then, we want
to favor the inactive nodes with long lifetime since they are
spend energy but not too much like an active node.

Table I
RANKING THE NODE COST

tidle Ci Ranking E1i N 0
i Ranking E2i

high high candidate high low potential
low candidate

high low low potential high low potential
low good potential

low high good potential high good potential
low candidate

low low avoid high avoid
low low avoid

For the case of heuristic E2, which we consider the node
degree history, the ranking of a node is based on both the
values of E1 and N 0

i . In this case, a node with high idle
time, high lifetime and low node degree history is the best
candidate to opt on the path. Depending of the lifetime of
node, a node with low idle time and low node degree is also a
good candidate, while a node with low lifetime, low idle time
and high node degree is a node ranking that be avoided to be
selected. We want to favor nodes with low node degree, but
finding a balance having less alternate paths.

Next sections presents the performance evaluation of the
proposed heuristics applying as cost function energy-aware
metrics based on simulations with different energy metrics
when applied to distance vector approach.

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

218 Int'l Conf. Wireless Networks |  ICWN'14  |



VI. PERFORMANCE EVALUATION

This section covers the tools and scenarios to evaluate the
proposed heuristics. The simulator considered is the NS-2
simulator (version 2.34) [15], a discrete event networking
simulator. We have used a realistic physical layer including
a radio propagation model, radio network interfaces and the
IEEE 802.11 MAC protocol using the Distributed Coordina-
tion Function (DCF). To simulate adequately the MAC layer
we have considered the 802.11g parameters, namely, a data
rate of 54 Mbps and a radio range of 250 meters.

We simulate a static network with 25 nodes distributed in a
flat grid topology. For the traffic models, we use CBR sources
as VoIP standard with the source-destination pairs randomly
chosen over the scenario. There are 5, 10 and 15 connections
pairs to represent different degrees of traffic load in different
sets of simulations.

The nodes are static and have been simulated to hold differ-
ent energy characteristics, in order to represent heterogeneous
portable devices, e.g. laptop, PDA, a device with continuous
power.

A. Routing Mechanism: AODV

Our heuristics are being developed to be applicable to any
shortest-path based protocol. In this work we evaluate the
heuristics with AODV protocol as distance vector approach.
In this section we explain how we have implemented the
routing protocol, what has been changed to accommodate our
heuristics.

We have considered the native AODV, in NS-2 simulator
referenced in this work as AODV-native. Native AODV con-
siders hop count as the metric to compute a shortest-path.
Moreover, the original Ci has been developed to be applied to
DSR [16]. The original specification of Ci therefore selects a
best path based on a min-max approach, where the best path
is the one that has the lowest bottleneck in terms of energy.
So, we adapt the protocol to select the path in a min-max way
as the original specification of the Ci . The modifications is
only regarding using the energy metric instead of hop count
by change the control messages of the AODV. We refer as
AODV-minmax-Ci for this implementation.

To be as realistic as possible, we consider the native AODV
with our proposed heuristic which we call AODV-SP-E1 and
AODV-SP-E2 to represent a shortest path (SP) node cost
applying our heuristics as a metric.

B. Simulation Results

The heuristics are being analyzed from a perspective where
the purpose is to increase network lifetime. As such, the results
that are being extracted, are: (i) Average end-to-end (e2e)
delay, (ii) Average throughput and (iii) Average aggregate node
lifetime.

To generate statistical sound results to attend the credibility
aspects on simulations analysis, we are currently using the
Akaroa2 [17] tool which can be integrated to NS-2 to provide
credible and efficient simulations. Akaroa2 can assist us in
adequately devising results to extract statistically independent

results, which it provides heuristics to detect the beginning
of the steady-state and eliminates the correlation by means of
the spectral analysis method. The simulations were carried out
with infinite time horizon, where for each run, there are about
2500 to 30000 samples and a confidence interval of 95%.

Figure 1. Average Aggregate Node Lifetime

Figure VI-B show the average aggregate node lifetime, i.e.
average network lifetime, of the E1 and E2 heuristics, native
AODV and AODV in a min-max way with Ci cost function.
The average lifetime is represented in seconds in X axis while
in Y axis we represent the number of connections according
to the degree of load in the network.

We can see the heuristic E1 and E2 outperforms the native
AODV and AODV in a min-max way with Ci cost function.
This results show that a node ranking considering the idle time
and node degree history can select a more robust path in terms
of energy prolonging the network lifetime. The higher traffic
load favor the heuristics since more robust paths are selected.
The worst performance of the native AODV is expected since
uses the shortest path hop count as metric, which does not
consider the energy resources of the nodes. The more traffic
load is the worst performance of the native AODV. The AODV-
minmax-Ci is expected to have a better performance than
native since this mechanism consider the best path is the one
that has the lowest bottleneck in terms of energy. However,
nodes with low energy ranking is still selected on the path.

Figure 2. Average End-to-end Delay

Figure 2 show the average end-to-end delay of the E1 and
E2 heuristics, native AODV and AODV in a min-max way with
Ci cost function. The X axis represents the average end-to-end
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delay in seconds while in Y axis we represent the number of
connections according to the degree of load in the network.

According to the results, our E1 and E2 heuristics are not
penalized regarding the average end-to-end delay, unless the
higher traffic load the gain is more since the node ranking is
favor to more robust paths. The AODV native and AODV in
a min-max way with Ci cost function have around the same
delay values. It is surprise since we expect the min-max way
should have higher delay than others because the mechanism
selects path with excessive hop count depending the scenario
and node energy costs.

Figure 3. Average throughput

Figure VI-B show the average throughput of the E1 and E2
heuristics, native AODV and AODV in a min-max way with Ci
cost function. The X axis represents the average throughput in
Kbps while in Y axis we represent the number of connections
according to the degree of load in the network.

The results show our E1 and E2 heuristics are not pe-
nalized regarding the average throughput for all traffic load.
It is expected due to robust paths selected according to the
node ranking. The heuristics, AODV native and AODV in a
min-max way with Ci cost function have around the same
throughput values. It is important to emphasize since the our
goal is optimize the network lifetime without penalize the
other network performance metrics.

VII. CONCLUSIONS AND FUTURE WORK

Energy efficiency is a key aspect to consider in people-
centric routing environments. We proposed a energy-awareness
ranking of node based on idle times, which a node provides
a ranking in terms of the node robustness to optimize the
node lifetime as well as the global network lifetime. Then
we consider the impact of node degree history for ranking the
node to extend the lifetime.

We evaluated both heuristics in a distance vector multihop
routing protocol, namely AODV, showing that a more robust
in terms of energy is selected allowing to preserve the energy
resources and selecting a path robust too.

As a future work, we are working on providing an analysis
based on simulations of the different metrics and heuristics for
link-based cost when applied to distance vector approach. For
the link state approach, i.e., OLSR [18] routing protocol, we
will provide analysis of the heuristics for node-based cost and
link-based cost. We also are providing analysis with different

networks scenarios with different load traffic and also with a
social mobility pattern regarding mobility.
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Abstract—This paper investigates the resource management
problem in the relay-enhanced long term evolution advanced
(LTE-A) systems. The challenges of this resource allocation prob-
lem arise from the complication of assigning transmission links
to the multicast broadcast single frequency network (MBSFN)
subframe within the numerous physical resource block (PRB)
pair. Existing research work does not fully consider all the
influential factors to achieve power efficiency for the LTE-A
networks. In this paper, a power-efficient QoS-based resource
management (PERM) scheme is proposed to allocate MBSFN
subframes, PRB pairs, and transmission power. The proposed
PERM scheme is targeting at power efficiency with the consid-
eration of both QoS requirements of user equipment (UE) and
direct/two-hop communications. Moreover, the heuristic PERM
(H-PERM) scheme is designed to provide efficient resource
allocation for the LTE-A systems compared to the original PERM
scheme. Simulation results show that the proposed schemes
can provide power efficiency with consideration of UE’s QoS
requirements for the LTE-A systems.

I. INTRODUCTION

Due to the rise of smart phones in recent years, the demand
for high-speed mobile networks rapidly increase. The 3GPP
long term evolution Advanced (LTE-A) [1] is a standard for
next generation wireless communication systems to provide
higher data rate services. The orthogonal frequency division
multiplexing access (OFDMA) technology is a mutli-user
version of original OFDM for LTE-A downlink, which divides
the wideband channel into numerous subchannel in order to
both provide high spectral efficiency and alleviate frequency-
selective fading. Based on the OFDMA technique, multiuser
diversity can be achieved by opportunistic scheduling which
appropriately allocates the subsets of subchannels to individual
user equipment (UE). However, excessive power consumption
can be induced when the wireless network operator intends
to provide quality-of-service (QoS) for UEs. In particular,
UEs may inevitably be assigned to operate under a worse
channel for data transmission which can result in additional
power consumption. Therefore, relay node (RN) is introduced
to provide an alternative path between evolved nodeB (eNB)
and the UEs. Data transmission will have the flexibility to be
conducted in either the original direct path from eNB to UE
or via the RN. Therefore, it is important to provide feasible

1This work was in part funded by the Aiming for the Top University and
Elite Research Center Development Plan, NSC 102-2221-E-009-018-MY3,
the MediaTek research center at National Chiao Tung University, and the
Telecommunication Laboratories at Chunghwa Telecom Co. Ltd, Taiwan.

resource management for relay-enhanced communications in
order to both fulfill the QoS requirements of UEs and preserve
network energy.

Related research in [2] focuses on subchannel assignment
and path selection by comparing the effective data rates be-
tween relay-based and direct transmissions. A void filling algo-
rithm is proposed in [3] as a heuristic joint path selection and
subchannel allocation scheme for throughput enhancement.
However, these two schemes are designed with constant power
allocation for UEs. The suboptimal solutions are obtained by
jointly considering the subchannel and power allocation with
QoS consideration for direct transmission [4] and relay-based
network [5]. Furthermore, the two transmission phases within
a subchannel are assigned to a single UE by these [2; 3; 5], i.e.,
the RN receives data from eNB in the first transmission phase
and utilizes the same subchannel to forward the data in the sec-
ond phase. On the other hand, heuristic switching assignments
between the two transmission phases are considered in [6] for
power allocation and in [7] for opportunistic power scheduling.
However, QoS constraints from UEs have not been addressed
in these two schemes. Moreover, the coexistence of both
direct and relay-based communications in the network has not
been investigated in most of existing research. A QoS-based
resource allocation scheme is proposed in [8] which provides
optimal assignments of two transmission phases considering
both direct and relay-based links. Note that most of the existing
studies are designed based on either generic OFDMA networks
or IEEE 802.16 systems. For LTE-A standard, a heuristic
resource allocation scheme has been proposed in [9] that
utilizes the relay zone to ensure the transmission of RN-UE
links to a specific portion of the entire resource allocation.
Feasible throughput performance of the entire network can be
achieved.

However, it is noticeable to observe that most of the existing
research focuses on maximization of network throughput.
Since most UEs in a wireless network are battery-powered,
power efficiency is considered one of the principal issues
to prolong the lifetime of UE. Moreover, energy conserva-
tion of network components, including RNs and eNBs is
crucial from green energy perspective. Therefore, a power-
efficient QoS-based resource management (PERM) scheme
is proposed in this paper to solve the resource allocation
problem for LTE-A systems. According to the further ad-
vancemet of LTE-A standard [10], the multicast broadcast
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single frequency network (MBSFN) subframes are defined
to specifically reserve for transmissions of eNB-RN links.
All the remaining transmission links can only be allocated
to those subframes other than MBSFN. Moreover, instead of
adopting two transmission phases in most of existing research
work, total of ten subframes can be individually allocated
for each UE in the LTE-A systems. Note that each subframe
consists of two physical resource block (PRB), i.e., denoted
as a PRB pair. Therefore, the resource allocation problem
for the LTE-A network is considered more challenging with
both the constraint from MBSFN subframes and the additional
degree of freedom to allocate the PRB pairs for UEs. An
optimization problem is formulated by the proposed PERM
scheme to acquire resource allocation for MBSFN subframes,
PRB pairs, and transmission power. Moreover both the QoS
requirements from UEs and direct/two-hop communications
are considered in the PERM scheme. Owing to the NP-
hard nature of the original optimization problem for resource
allocation, the Lagrangian formulation is adopted to obtain the
suboptimal solution based on the continuous relaxation [11]
for PRB pair and MBSFN subframe assignment. However,
intensive computation is required for solving the proposed
PERM scheme due to the complication of resource allocation
for the ten PRB pairs. Therefore, a heuristic PERM (H-
PERM) scheme is proposed to efficiently resolve the resource
allocation problem for LTE-A systems. Hungarian algorithm
[12] is adopted to heuristically perform resource allocation for
MBSFN, PRB pair, and transmission power. Simulation results
show that the proposed PERM scheme can provide better
power efficiency than conventional direct transmission. With
slightly sacrificing power saving performance, the proposed
H-PERM method effectively reduces computation complexity
of the original PERM scheme.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, a downlink scenario of relay-enhanced
LTE-A system is considered. There exists an eNB, R fixed
RNs, and U UEs in a single cellular network. The total channel
bandwidth is equally divided into N subcarriers each with
B Hz. The downlink transmission frame is equally divided
into T = 10 subframe as shown in Fig. 2. According to
the LTE-A specification [10], a PRB pair is the basic unit of
resource which consists of two time slots in the time domain
and Nc consecutive subcarriers in the frequency domain. Note
that each PRB pair can only be allowed to allocate one
transmission link. In the relay-based LTE-A system, a two
phase half-duplex transmission mode is adopted. To facilitate
the operations of RNs in the network, each subframe is
classified as either MBSFN subframe or normal subframe.
Following relay-based LTE-A specification [13], the MBSFN
subframe is possible to be assigned at number 1, 2, 3, 6, 7,
and 8 subframe. The MBSFN subframe can be only assigned
to the eNB-RN links and the normal subframe can be assigned
to either eNB-UE links or RN-UE links, as shown in Fig. 2.
Noted that the eNB-UE link represents direct communication

UE 1 

BS 

RN 3

RN 4

RN 5 RN rUE 3

RN 1

RN 2

UE u

Fig. 1. Downlink relay-based LTE-A system.
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Fig. 2. Schematic diagram of ten subframes transmission for downlink relay-
based LTE-A system.

between the eNB and the UE where the RNs are not involved
in data transmission.

Let ~Lr,u be denoted as the transmission link from relay r to
UE u. ~Lr,0 and ~L0,u respectively denote transmission links of
eNB to RN r link and eNB to UE u link. The relay selection
function is defined as Ω(u) = r if a UE u is served by the RN
r; while Ω(u) = 0 if a UE u is operated in direct transmission.
The parameter θτ is defined as the MBSFN subframe binary
assignment variable for assigning MBSFN subframe at τ ∈
{1, . . . , T}th subframe, i.e.,

θτ =

{
1, if τ th subframe is the MBSFN subframe.
0, if τ th subframe is the normal subframe. (1)

Moreover, ρn,τr,u ∈ {0, 1} denotes the PRB pair assignment
indicator for ~Lr,u on the τ th subframe of PRB pair n as either
assigned (ρn,τr,u = 1) or not assigned (ρn,τr,u = 0). The other two
PRB pair assignment indicators ρn,τ0,u ∈ {0, 1} and ρn,τr,0 ∈
{0, 1} can also be defined in a similar manner.

Before each downlink transmission, the eNB can obtain all
the channel state information (CSI), e.g., the channel gain, of
both the RNs and UEs based on their corresponding feedback
mechanisms. It is also assumed that the channel gains of all
the communication links remain constant in one downlink
transmission frame. The normalized data rate Cn,τr,u of ~Lr,u
on PRB pair n of τ th subframe can be acquired as

Cn,τr,u = (1− θτ )ρn,τr,u log2(1 + pn,τr,u g
n,τ
r,u ), (2)
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where pn,τr,u is the transmission power, gn,τr,u =
|Hn

r,u|
2

ΓBN0
with

Hn
r,u as the channel gain of ~Lr,u, and N0 is the power

spectral density of additive white Gaussian noise (AWGN).
The parameter Γ = − ln(5BER)/1.5 is obtained from [14]
given the target bit error rate BER and the continuous-rate M-
ary quadrature amplitude modulation. Based on the normalized
data rate Cn,τr,u obtained from (2), an optimization problem with
the objective to minimize the sum power of entire system can
be formulated as

min
(θ,ρ,p)

N∑
n=1

T∑
τ=1

∑
(r,u)∈Lr,u

pn,τr,u (3a)

s. t. θτ , ρn,τr,u ∈ {0, 1},∀ n,∀ τ,∀ r, ∀ u; (3b)

(1− θτ )
N∑
n=1

U∑
u=1

pn,τ0,u + θτ
N∑
n=1

R∑
r=1

pn,τr,0 ≤ P
max
eNB , ∀ τ ;

(3c)

(1− θτ )
N∑
n=1

U∑
u=1

pn,τr,u ≤ Pmaxr , ∀ r, ∀ τ ; (3d)

θτ
R∑
r=1

ρn,τ0,u + (1− θτ )[
R∑
r=1

U∑
u=1

ρn,τr,u +
U∑
u=1

ρn,τ0,u ] ≤ 1,

∀n,∀ τ ; (3e)
T∑
τ=1

N∑
n=1

Cn,τr,u ≥ RQoSr,u , ∀Lr,u; (3f)

where θ, ρ and p are defined as the sets of θτ , ρn,τr,u and pn,τr,u
for all n, τ , r, and u, respectively. The expression in (3b)
states each communication link can be either assigned with
a PRB pair, i.e., ρn,τr,u = 1, or not assigned, i.e., ρn,τr,u = 0.
The constraints in (3c) indicate that the transmission power
of eNB should be smaller than maximum transmission power
of the eNB, i.e., PmaxeNB . The constraint in (3d) ensures that
RN r’s transmission power cannot exceed Pmaxr for all r,
where Pmaxr is the maximum transmission power of RN r
at each subframe. (3e) is utilized to denote that each PRB
pair is allocated with at most one communication link in each
subframe. The condition in (3f) indicates that each UE is
required to satisfy its QoS constraint, where the parameter
RQoSr,u is the minimum required transmission rate of UE u and
RN r according to its QoS requirement.

It can be observed that the optimization problem in (3a) is a
mixed integer programming which is in general considered as
an NP-hard problem and does not exist efficient algorithm to
acquire the optimal solution except by adopting the exhausted
search algorithm. Note that the complexity of exhausted search
algorithm to allocate PRB pairs is O

(
T
[
(U +R · U)

N
])

.
Moreover, The optimization problem in (3a) is not consid-
ered as convex due to the discrete manner of θτ and ρn,τr,u
assignment indicators, i.e., can only be assigned with either
0 or 1 value. In the case that the constraint can be released
as stated in [11], the indicators θτ and ρn,τr,u will be allowed
to be any value within the interval [0, 1]. Let εn,τr,u be defined
as the effective transmission power as εn,τr,u = pn,τr,u ρ

n,τ
r,u , the

normalized data rate Cn,τr,u of ~Lr,u in (2) can be rewritten as

Cn,τr,u = (1− θτ )ρn,τr,u log2

(
1 +

εn,τr,u g
n,τ
r,u

ρn,τr,u

)
, (4)

By defining ε as the set of εn,τr,u for all n, τ , r, and u, the
set (θ,ρ,p) in (3a) will be replaced with (θ,ρ, ε), and the
constraints in (3b)-(3d) can be modified as

θτ , ρn,τr,u ∈ [0, 1],∀ n,∀ τ,∀ r, ∀ u, (5a)

(1− θτ )
N∑
n=1

U∑
u=1

εn,τ0,u + θτ
N∑
n=1

R∑
r=1

εn,τr,0 ≤ P
max
BS ; (5b)

(1− θτ )
N∑
n=1

U∑
u=1

εn,τr,u ≤ Pmaxr . (5c)

As a result, the optimization problem for resource management
in (3a) can be converted into a convex optimization problem
by replacing (3b)-(3d) with (5a)-(5c). Moreover, the convex
optimization problem can be solved by applying the Lagrange
Multiplier method.

III. PROPOSED POWER-EFFICIENT QOS-BASED RESOURCE
MANAGEMENT (PERM) SCHEME

In this section, the proposed PERM scheme will be de-
scribed. Let λτ1 and λτ2,r be defined as the Lagrangian mul-
tipliers of (5b) and (5c), respectively. The parameters λ2,r,
ηn,τ , and µτr,u are the Lagrangian multipliers of the rth
RN’s constraint in (5c), the τ th subframe of nth PRB pair’s
constraint in (3e), the uth UE’s constraint and the rth RN’s
constraint in (3f), respectively. Moreover, Φ is defined as
the set of all Lagrangian multipliers. Hence, the Lagrangian
function L(θ,ρ, ε,Φ) of modified optimization problem in
(3a) along with the convex properties as in (5a)-(5c) can be
formulated as

L(θ,ρ, ε,Φ) =
N∑
n=1

T∑
τ=1

∑
(r,u)∈Lr,u

εn,τr,u

+
T∑
τ=1

λτ1

(
(1− θτ )

N∑
n=1

U∑
u=1

εn,τ0,u + θτ
N∑
n=1

R∑
r=1

εn,τr,0 − P
max
eNB

)

+
T∑
τ=1

R∑
r=1

λτ2,r

(
(1− θτ )

N∑
n=1

U∑
u=1

εn,τr,u − Pmaxr

)

+
T∑
τ=1

N∑
n=1

ηn,τ

(
θτ

R∑
r=1

ρn,τ0,u + (1− θτ )[
R∑
r=1

U∑
u=1

ρn,τr,u

+
U∑
u=1

ρn,τ0,u ]− 1

)
−

T∑
τ=1

∑
(r,u)∈Lr,u

µτr,u

(
N∑
n=1

Cn,τr,u −RQoSr,u

)
.

(6)

Furthermore, the Karush-Kuhn-Tucker (KKT) conditions of
modified convex optimization problem for obtaining the opti-
mal solution are given by

∂L(θ,ρ, ε,Φ)

∂εn,τr,u

{
≤ 0, if εn,τr,u = 0
= 0, if εn,τr,u > 0

(7a)
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∂L(θ,ρ, ε,Φ)

∂ρn,τr,u

{
≤ 0, if ρn,τr,u = 0
= 0, if ρn,τr,u > 0

(7b)

∂L(θ,ρ, ε,Φ)

∂θτ

{
≤ 0, if θτ = 0
= 0. if θτ > 0

(7c)

Equation (7a) can further be expressed as

∂L(θ,ρ, ε,Φ)

∂εn,τr,u
= λτr −

µτr,uθ
τρn,τr,u g

n,τ
r,u

ρn,τr,u + εn,τr,u g
n,τ
r,u

, (8)

where

λτr =


1 + λτ1 (1− θτ ) , if r = 0 and u 6= 0
1 + λτ2,r (1− θτ ) , if r 6= 0 and u 6= 0
1 + λτ1,rθ

τ . if r 6= 0 and u = 0
(9)

Therefore, according to (7a) and (8), the effective transmission
power εn,τr,u can be written as

εn,τr,u = ρn,τr,u

(
µτr,uθ

τ

λτr
− 1

gnr,u

)+

. (10)

It is noted that the expression (x)+ in (10) indicates (x)+ = x
if x ≥ 0 and (x)+ = 0 if x < 0. Furthermore, (7b) can also
be similarly derived as

∂L(θ,ρ, ε,Φ)

∂ρn,τr,u
= ηn,τθτ

− µτr,u
[
θτ log2

(
1 +

εn,τr,u g
n,τ
r,u

ρn,τr,u

)
−

θτεn,τr,u g
n,τ
r,u

ρn,τr,u + εn,τr,u g
n,τ
r,u

]
. (11)

By substituting (10) into (11), the parameter
Dn,τ
r,u (µτr,u,λ

τ
1 ,λ

τ
2,r) can be defined as

Dn,τ
r,u (µτr,u, λ

τ
1 , λ

τ
2,r)

= µτr,u

[
θτ
(

log2

(
θτµn,τr,u g

n
r,u

λτr

))+

−
(

1− λτr
θτµn,τr,u gnr,u

)]
{
≤ ηn,τ , if ρn,τr,u = 0,
= ηn,τ , if ρn,τr,u > 0. (12)

As a consequence of above formulation, given the n̂th PRB
pair and the τ̂ th transmission subframe, there exists a link
~Lr∗,u∗ such that

(r∗, u∗) = arg max
(r,u)

Dn̂,τ̂
r,u (µτ̂r,u, λ

τ̂
1 , λ

τ̂
2,r). (13)

If there exists a unique ~Lr∗,u∗ to achieve the maximal value
of Dn,τ

r,u (µτr,u,λ
τ
1 ,λ

τ
2,r), the optimal resource allocation can be

obtained such that

ρn̂,τ̂r∗,u∗ = 1, ρn̂,τ̂r,u = 0,∀r 6= r∗ or ∀u 6= u∗. (14)

As mentioned before, the PRB pair assignment indicator is
relaxed from the original two distinct values, i.e., ρn,τr,u ∈
{0, 1}, into a continuous set of values in the interval of [0, 1].
Therefore, the resulting optimal solution can happen if the
indicator ρn,τr,u is a fractional value between [0, 1]. In such
case, suboptimal and non-unique solutions with link ~Lr∗,u∗
that satisfy (13) can be acquired by constraining ρn,τr,u to be
either 0 or 1. As a result, the τ th subframe of nth PRB pair
will be assigned with the link that has the largest value of

Dn,τ
r,u (µτr,u,λ

τ
1 ,λ

τ
2,r). The allocation for all the subframes can

also be determined in a similar manner. Similarly, (7c) can be
derived as

∂L(θ,ρ, ε,Φ)

∂θτ
= λτ1

(
N∑
n=1

U∑
u=1

εn,τ0,u −
N∑
n=1

R∑
r=1

εn,τr,0

)

+
R∑
r=1

λτ2,r

(
N∑
n=1

U∑
u=1

εn,τr,u

)

+
N∑
n=1

ηn,τ

[
U∑
u=1

((
R∑
r=1

ρn,τr,u

)
+ ρn,τ0,u

)
−

R∑
r=1

ρn,τr,0

]

−
R∑
r=1

U∑
u=1

µτr,u

N∑
n=1

ρn,τr,u log2

(
1 +

εn,τr,u g
n
r,u

ρn,τr,u

)
{
≤ 0, if θτ = 0
= 0, if θτ > 0

(15)

Moreover, in order to obtain the suboptimal solution for (13),
the values of Lagrangian multiplier are required to be obtained.
An iterative approach that exploits the subgradient method as
in [15] is utilized to update the value of each Lagrangian
multiplier. For example, considering that µτ,ir,u is defined as
the ith iteration of µτ,ir,u, its updating process can be expressed
as

µτ,(i+1)
r,u =

(
µτ,(i)r,u − s(i)

(
RQoSr,u −

N∑
n=1

Cn,τr,u

))+

, (16)

where s(i) = α/
√
i is the step size and α is a tunable constant.

The updating processes for the other Lagrangian multipliers
can also be obtained similarly. The complexity of proposed
PERM algorithm can be obtained as O(NURTI) where I
denotes the number of total iterations. It can be seen that the
proposed scheme can provide more efficient computation than
the exhaustive search algorithm especially under large number
of PRB pairs.

IV. PROPOSED HEURISTIC POWER-EFFICIENT QOS-BASED
RESOURCE MANAGEMENT (H-PERM) SCHEME

In this section, a low complexity H-PERM scheme which
adopts the Hungarian algorithm [12] is designed to heuristi-
cally solve the optimization problem in (3a). The Hungarian
algorithm is an optimal algorithm for solving the one-to-
one assignment problem. In other words, a square-matrix
relationship is required between input and output by adopting
the Hungarian algorithm. The proposed H-PERM scheme is to
heuristically form square matrix from the original formulation
in order to apply the Hungarian method.

First of all, the required number of MBSFN subframes can
be calculated by

MN =

⌈∑U
u=1R

QoS
Ω(u) 6=0,u

NCτ

⌉
, (17)

where

Cτ = log2(1 + κ(N)), (18)
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κ(N) = 2
R

QoS
r,u
BN − 1. (19)

Note that κ(N) is a pre-defined rate adjustment threshold,
which depends on the both uth UE’s required data rate and
the number of PRB pairs N . Moreover, the number of normal
subframes which are assigned to ~Lr,u for u 6= 0 links can be
obtained as (T−MN ). In order to formulate the square matrix
for Hungarian algorithm, the matrix Hτ

N×N ′ is defined for the
τ th subframe as

Hτ
N×N ′ =
g1,1

Ω(1),1 g1,2
Ω(1),1 · · · g

1,mr,1

Ω(1),1 · · · g
1,mr,U

Ω(U),U

g2,1
Ω(1),1

...
. . . g

2,mr,1

Ω(1),1

...
...

...
...

. . .
...

gN,1Ω(1),1 gN,2Ω(1),1 . . . g
N,mr,1

Ω(1),1 · · · g
N,mr,U

Ω(U),U

 ,

(20)

where N ′ =
∑U
u=1mΩ(u),u and mΩ(u),u is denoted as the

number of PRB pairs that are allocated to uth UE which is
served by Ω(u)th RN. For example, the elements in Hτ

N×N ′

matrix gN,1Ω(1),1 represents the channel gain of the N th assigned
PRB pair in the first subframe from the Ω(1)th relay to UE 1.
Similarly, mr,0 represents the number of PRB pairs that are
assigned to rth RN which is served by eNB. In the proposed
H-PERM scheme, same data rate across all the PRB pairs is
assumed for each subframe.

The operations of proposed H-PERM algorithm for normal
subframes is described as follows.

1) Initialize mΩ(u),u = bN/Uc, ∀u.
2) Apply the Hungarian algorithm to Hτ

N×N ′ , and then
obtain the allocation matrix IN×N ′ . Note that the ith row
element of IN×N ′ represents that the corresponding UE
is assigned with the ith PRB pair if its value is equal to
1.

3) For τ = 1

While
∑U
u=1mΩ(u),u < N

ḡu =
1

mΩ(u),u

mΩ(u),u∑
j=u

N∑
i=1

(IN×N ′)i,j(Hτ
N×N ′)i,j (21)

4p
(
mΩ(u),u

)
=
mΩ(u),u

ḡu
κ(mΩ(u),u)

−
mΩ(u),u + 1

ḡu
κ(mΩ(u),u + 1) (22)

u
′

= arg max
∀u

(4p
(
mΩ(u),u

)
) (23)

mΩ(u′ ),u′ = mΩ(u′ ),u′ + 1 (24)

End while
Update Hτ

N×N ′ and repeat 2).
End for

4) For τ = 2 : T −MN

While
∑U
u=1mΩ(u),u < N · τ

Calculate ḡu and 4p
(
mΩ(u),u

)
by (21) and (22),

respectively.
Obtain u

′
by (23) and update mΩ(u′ ),u′ by (24).

End while
Update Hτ

N×N ′ and repeat 2).
End for

Note that the ḡu in (21) is defined as the average channel
gain for UE u over the mΩ(u),u allocated PRB pairs. The
parameter ∆p(mΩ(u),u) in (22) represents the net power
reduction while the UE u is assigned with an additional
PRB pair. Equation (23) is utilized to acquire the UE that
can result the maximum power reduction with an additional
PRB assignment. Moreover, since the complexity of Hungarian
algorithm is O(N3), that of the proposed H-PERM scheme can
be obtained as O(TN3). Compared to the PERM algorithm as
described in previous section, it can be observed that smaller
computational complexity can be obtained by adopting the
H-PERM scheme if N2 ≤ URI , which is considered valid
since significant amount of iteration number I is required for
obtaining Lagrangian multipliers.

V. PERFORMANCE EVALUATION

In this section, the performances of proposed PERM and
H-PERM schemes will be compared with direct transmission.
Considering a relay-enhanced network, there exists one eNB
with radius of transmission range equal to 1732 meters, several
numbers of RNs are located at the cell edge which are
1732 × 2/3 from the eNB, and 10 UEs which are randomly
distributed within the transmission range of eNB. The large-
scale fading model composed of both path loss and shadowing
is adopted from urban macro scenario. Moreover, for small-
scale fading model, Rician distributions for line-of-sight (LOS)
environments are considered in eNB-RN links, and Rayleigh
distributions for non-LOS scenarios are adopted in RN-UE as
well as eNB-UE links. The system parameters and configura-
tions are listed in Table 1 as below.

TABLE 1 : SYSTEM PARAMETERS
Parameter Value
Number of PRB pairs (N ) 50
Number of subframes (T ) 10
Bandwidth of PRB (B) 180 KHz
Channel noise density −174 dBm/Hz
Maximum transmission power of eNB (Pmax

eNB ) 46 dBm
Maximum transmission power of RN (Pmax

r ) 37 dBm
Target bit error rate (BER) 10−5

Fig. 3 shows power consumption in eNB-UE, eNB-RN, and
RN-UE links versus the number of MBSFN subframes under
the minimum required data rate RQoSr,u = 2Mbps (left plot)
and 5Mbps (right plot) for proposed H-PERM scheme with 6
RNs in the network. It can be observed that power consump-
tion in eNB-RN links decreases as the number of MBSFN
subframes is augmented since channel capacity is a non-linear
logarithmic function. In other words, more power consumption
in eNB-RN links is obtained when less MBSFN subframes
are provided. On the other hand, the power consumption in
eNB-UE and RN-UE links increases with larger number of

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 225



1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

Number of MBSFN subframe

P
ow

er
 c

on
su

m
pt

io
n(

W
)

RQoS
r,u

 = 2Mbps

 

 

1 2 3 4 5 6
0

0.5

1

1.5

2

2.5

3

3.5

Number of MBSFN subframe

P
ow

er
 c

on
su

m
pt

io
n(

W
)

RQoS
r,u

 = 5Mbps

 

 

eNB−UE
eNB−RN
RN−UE

Fig. 3. Performance evaluation of proposed H-PERM scheme: power con-
sumption in eNB-UE, eNB-RN, and RN-UE links versus the number of
MBSFN subframes under the minimum required data rate RQoS

r,u = 2Mbps
(left plot) and 5Mbps (right plot).
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Fig. 4. Performance comparison: system power consumption versus the
minimum required data rate of each UE RQoS

r,u .

MBSFN subframes. Moreover, it can be seen that the system
power consumption is minimum when the number of MBSFN
subframes is set to one under RQoSr,u = 2Mbps. For the case of
RQoSr,u = 5Mbps, setting the number of MBSFN subframes
as two can achieve the optimal system performance. It is
intuitive to explain the results since more MBSFN subframes
are required for the data transmission in eNB-RN links in order
to acquire larger RQoSr,u .

As shown in Fig. 4, system power consumption versus the
minimum required data rate of each UE RQoSr,u is demon-
strated for performance comparison between proposed H-
PERM/PERM schemes and direct transmission. Note that
the cases with different numbers of RNs are conducted for
the H-PERM scheme. Intuitively, system power consumption
increases as RQoSr,u is augmented. It can be seen that the
proposed PERM scheme can provide better performance com-
pared to both H-PERM scheme and direct transmission owing
to its optimal formulation. By observing the H-PERM scheme,
system power consumption can be further reduced by setting
more RNs to improve UEs’ channel qualities. The power

consumption of H-PERM mechanism is almost the same as
that of PERM scheme in the case that the number of RNs
is equal to 6. The proposed PERM scheme is served as a
performance upper bound; while the H-PERM scheme can be
implemented in a computation-efficient manner. The merits of
both PERM and H-PERM schemes can be observed.

VI. CONCLUSION

In this paper, power-efficient quality-of-service-based (QoS-
based) resource management (PERM) scheme is proposed for
the relay-enhanced long term evolution advanced (LTE-A)
networks. The proposed PERM scheme is formulated as an
optimal resource allocation for multicast broadcast single fre-
quency network (MBSFN) subframes, physical resource block
(PRB) pairs, and transmission power considering QoS require-
ments of user equipment. Compared with existing works, the
factors of MBSFN subframe and PRB pairs are considered in
order to meet the practical LTE-A systems. For the purpose
of implementation, the simplified version of PERM named
as heuristic PERM (H-PERM) scheme is proposed to reduce
computational complexity. Numerical results show that the
proposed H-PERM scheme with lower computational com-
plexity can achieve almost the same performance as PERM
mechanism from the perspective of power consumption.
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Abstract - Since mobile ad-hoc network usually consists of 

battery-operated nodes, load balancing for balanced energy 

consumption is important. In this paper, we propose a new 

routing protocol to find the highest minimum node residual 

energy path among shortest paths for improving path stability 

in mobile ad-hoc networks. Using ns-3 simulation, we show 

that the proposed routing protocol provides more stable 

routing path than AODV and EA-AODV. 

Keywords: MANET, Routing Protocol, Path Stability, 

AODV, EA-AODV 

 

1 Introduction 

  Traditional ad-hoc routing protocols such as DSDV [1], 

DSR [2], and AODV [3] aim to find the shortest path from a 

source node to a destination node. However, load balancing 

for balanced energy consumption is also important since 

mobile ad-hoc network usually consists of battery-operated 

nodes. In this paper, we propose a new routing protocol to 

find the highest minimum node residual energy path among 

shortest paths. A path with higher residual energy is expected 

to have longer lifespan, so it can improve routing path 

stability. Using ns-3 simulation, we show that the proposed 

routing protocol provides more stable routing path than other 

protocols, AODV and EA-AODV. 

2 Related Work 

 Many routing protocols have been proposed for ad-hoc 

networks. Traditional routing protocols aim to find the 

shortest path from a source node to a destination node. 

Proactive protocols such as DSDV maintain routes between 

all source-destination pairs regardless of the use of such 

routes. On the other hand, reactive protocols such as DSR and 

AODV, try to find routes on demand, that is, when a source 

node requests them. 

Mobile ad-hoc network usually consists of battery-operated 

nodes. So, the energy efficiency is important in mobile ad-hoc 

networks. Power-aware protocols consider the node residual 

energy determining the routing path for energy efficiency and 

load balancing. Some nodes may transmit and/or relay more 

traffic than others. This unbalanced battery power 

consumption may cause an early battery exhaustion of a node 

and network partitioning as a result. 

M. Tamilarasi and T. G. Palanivelu proposed an energy aware 

protocol, EA-AODV [4] which operates similarly to AODV 

but selects a route based on the minimum energy availability 

and the energy consumption per packet of the routes. A source 

node initiates a route discovery by broadcasting the RREQ 

(Route Request) packet. The destination node replies back to 

the source node using the RREP (Route Reply) packet. When 

an intermediate node forwards the RREP packet, it records its 

residual energy in the packet. Then the source node selects the 

path with the highest minimum node residual energy thought 

AODV select the shortest path. 

3 New Routing Protocol for Improving 

Path Stability 

 Note that the RREQ packet is broadcasted but the RREP 

packet is unicasted to the source node. The RREP packet is 

forwarded through the path of the first RREQ packet received 

by the destination node in the reverse direction. Thus, the 

RREP forwarding path is determined by each node’s random 

delay before forwarding the RREQ packet. 

 

Consider the simple topology in the Fig. 1. The source node is 

node 1 and the destination node is node 9. Each node’s 

residual energy is also given. There are 6 different shortest 

paths. Among them, the best routing path, that is, the path 

with the longest lifetime is 1 – 4 – 7 – 8 – 9 since the 
Corresponding author: Sunwoong Choi (schoi@kookmin.ac.kr) 
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#1 Node #2 Node #3 Node

#4 Node #5 Node #6 Node

#7 Node #8 Node
dst
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5.0 J

 

Fig. 1. Example topology with node residual energy. 
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minimum node residual energy is the highest, 5.0J. However, 

EA-AODV may not find the best routing path. If node 8 

received the RREQ from node 5 earlier than from node 7, 

node 8 will forward the replied RREP packet to node 5. 

In this paper, we propose to record the node residual energy 

information in the RREQ packet instead of RREP packet. Fig. 

2 shows the flowchart of the relay nodes of the proposed 

protocol. When a node receives a RREQ packet, it determines 

whether the packet is broadcasted or discarded. First, the hop 

count in the RREQ packet is compared with the routing table 

entry. And then the minimum node residual energy is 

compared. Through this process, the routing path to the 

destination node is updated to the higher minimum node 

residual energy path, that is, the most stable path out of the 

shortest paths. 

 

4 Performance Evaluation 

 We evaluate the performance of the proposed routing 

protocol using ns-3 simulator [5]. We compare AODV, EA-

AODV, and the proposed routing protocol in Fig. 1. The 

source node generates UDP packet to the destination node 

every 1 second. The simulation time is 30 seconds. 

Fig. 3 shows the simulation result. We can observe a few 

packets suffer huge end-to-end delay with AODV and EA-

AODV.  Those delays result from a battery exhaustion of a 

node on the routing path. As a result, it takes considerable 

time to find a new routing path. 

 

5 Conclusions 

 In this paper, we propose a new routing protocol for 

improving path stability in mobile ad-hoc networks. RREQ 

packets convey the node’s residual energy information and the 

routing path is determined with the highest minimum node 

residual energy path. From computer simulation, we showed 

the proposed routing protocol provides more stable routing 

path than AODV and EA-AODV. 
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Fig. 2. End-to-end delay. 

 

Fig. 3. Flowchart of the proposed protocol. 
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Abstract—A base station (BS) in a traditional wireless sensor 

network (WSN) is a single stationary node, which makes a 

decision based on the collected data from the WSN, 

However, the institution of a mobile cloud BS gives way to 

much greater computational power than that of a single 

node BS through way of distributed computing, extends the 

lifetime of the network by moving each node to the optimal 

location, and the ability to physically restore the sensor 

motes of the network. Thus, in this paper we propose a 

mobile BS cloud.  

Keywords-wireless sensor network; mobile; cloud; base 

station; optimization 

I. INTRODUCTION 

In a wireless sensor networks (WSN), a base station is 
essentially the brain of a network. It handles data 
aggregation and processing, intercommunication of sensor 
motes and the end user, as well as optimization strategies 
to extend the lifetime of the network. 

The necessary numbers of hops required for message 
passing are decreased when instituting multiple base 
station node. A problem arises in this structure when 
focusing on network lifetime as a base station nodes 
closest mote takes on not only its own messages but also 
those of the motes in the near vicinity. The institution of a 
base station cloud that periodically moves to new locations 
based on an optimization problem solves this because the 
“routing” mote(s) continually change. Additionally, the 
institution of a WiTricity charging protocol will also 
greatly increase the network lifetime. 

Another issue is the loss of sensor motes that can move 
or can be moved. A multiple node mobile base station can 
recover lost motes based on last known location and 
signals sent from the mote. Since each base station node is 
mobile it can move to the last known location of said mote 
and physically return it to the network and reestablish its 
connectivity. 

Previously, a base station in a wireless sensor network 
has been a single, stationary machine with limited 
capabilities. However, the institution of a mobile cloud 
base station gives way to much greater computational 
power than that of a single node base station through way 
of distributed computing, extends the lifetime of the 
network by moving each node to the optimal location, and 
the ability to physically restore the sensor motes of the 
network. Thus, in this paper we propose a mobile base 

station cloud comprised of multiple Raspberry Pi powered 
Lego Mindstorms NXT robots. 

II. BENEFITS OF BASE STATION CLOUD 

There are many benefits to the institution of a base 
station cloud which include the following: 

 
1. For Large Data Collection 
2. For Decision Making Capabilities 
3. To Solve Optimization Problems 

 
These benefits cannot be easily implemented without 

the formation of a cloud. Figure 1 shows the proposed 
cloud network and the communication of its nodes. The 
benefits of this are better defined below: 

 
II.1. For Large Data Collection 

Data collection is the cornerstone of a WSN. The 
institution of a cloud base station makes data collection 
much easier as the large computations required can be 
distributed across the cloud to the many nodes for quicker, 
more efficient work. For this purpose we have proposed 
the incorporation of Hadoop/MapReduce. 

 
II.2. For Decision Making Capabilities 

The base station cloud allows for the ability of 
decision-making distributed across the multiple nodes. For 
instance, in a wireless sensor network, when large amounts 
of data are gathered from motes by the base station cloud it 
takes a large amount of computational power to sort and 
become useable. Distributing this work across the cloud, 
again, fulfills this need. For this purpose we have proposed 
the incorporation of Hadoop/MapReduce. 

 
II.3. To Solve Optimization Problems 

Decision-making can be done by solving an 
optimization problem. Again, solving optimization 
problems needs a large amount of computational power. 
The base station cloud again solves this issue. Solving an 
optimization problem, such as the most efficient path when 
a mote shouts for help (in need of power), is solved much 
more efficiently through distributed computing across the 
cloud. 

 
II.4. Related Work 

According to Gandham et al., by employing multiple 
base stations “we have effectively either reduced or 
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retained the hop count of each sensor node in the network” 
[1]. 

This is most important from the standpoint of energy 
consumption since the energy expenditure of a message 
from its sensor node to its nearest base station is directly 
proportional to the number of hops it must travel. Thus, 
the institution of multiple base stations reduces the energy 
consumption per message. 

III. BENEFITS OF A MOBILE BASE STATION 

There are many benefits of a mobile base station in a 
mobile or non-mobile wireless sensor network. The 
following three are most pertinent to this research: (1) 
communication; (2) to build a mobile cloud; and (3) for 
decision making capabilities 

The addition of a mobile base station gives way to the 
ability of the nodes of the base station to physically move 
to different areas throughout the network. These benefits 
are better defined below: 

 
III.1. Communication 

Communication between motes and the base station(s) 
is essential in a WSN. The proposed mobile base stations 
increases the communication due to the ability to 
physically move to the most beneficial position. 

For instance, when a mote gets disconnected from the 
network and the network recognizes this, a node of the 
base station can move to the motes last known location (as 
determined by the network) and search – based on a signal 
emitted by the mote – and physically bring the mote back 
in range of the network and reestablish the connection. 
 
III.2. To Build A Mobile Cloud 

With the introduction of multiple mobile nodes comes 
the ability of a mobile cloud. In the case of a Mobile 
Wireless Sensor Network (MWSN) where the motes of the 
network can move it is necessary for the base station, in 
this case the network of mobile nodes that creates a cloud, 
to also be mobile. 

 

 

Figure 1.  Proposed Cloud Network 

As the motes of the MWSN move the mobile cloud 
base station would move with it. Also, the cloud base 
station could move to the more beneficial position (in 
terms of efficiency). 

For instance, it might be more beneficial for more 
nodes of the cloud base station to be in one area of the 
network for more efficient data collection. 

 

III.3. For Decision Making Capabilities 
The institution of a mobile cloud base station can 

increase the network lifetime by making decisions based 
on the location of the base station nodes and their ability to 
move. By determining the location of each node we can 
determine the most efficient path of movement to assist 
throughout the network. 

We have proposed the institution of nodes that will 
work in conjunction with a WiTricity charging protocol to 
solve an optimization strategy to extend the lifetime of the 
network. 

 
III.4. Related Work 

It has been show by [2] that sensor nodes that are only 
one hop away from a base station consume more energy as 
they essentially become the main routing node – 
forwarding not only their own messages but also those of 
the others belonging to that base station. This depletion of 
energy renders the node and others like it in the network in 
operational that in turn does the same to the network. 

[1] suggests two strategies for periodically changing 
the locations of the base station nodes to increase the 
lifetime of the sensor network. 

IV. HOW TO 

Each node of the mobile base station cloud is most 
significantly comprised of one Raspberry Pi and one Lego 
Mindstorms NXT robot connected through the NXT’s 
provided USB A-to-B cord. 

We first set up the Raspberry Pi with a fresh 
distribution of Raspbian and install the Java Development 
Kit. We then begin developing the cloud network by 
installing and setting up hostapd and isc-dhcp-server. 
We then assign a static IP address to the Wi-Fi adapter. 
Next we configure the Access Point and configure 
Network Address Translation. Finally, we set these up as 
daemons to run automatically on boot. 

We also flash the Lego Mindstorms NXT brick so that 
we can program it in Java. The NXT is connected to the 
Raspberry Pi through USB that allows us to control it from 
the Pi. 

V. CONCLUSIONS 

In this paper, we proposed a mobile base station cloud 
and developed it with multiple Raspberry Pi powered Lego 
Mindstorms NXT robots. 

As a next step, we will institute Hadoop and 
MapReduce to let the mobile BS cloud solve a linear 
problem, which will be useful to find out an optimal 
solution on its decision making.   
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Abstract - Wireless Mesh Network (WMN) has been 

considered as an important architecture for future wireless 

communications. WMN uses routing protocols to provide 

communications in wireless environment. Among the 

categories of routing protocols are proactive (table-driven), 

reactive (on-demand) and hybrid. The aim of this paper is to 

initiate a systematic review in order to collect and compare 

existing experimental evidences in simulation of WMN routing 

protocols. This study focuses in reactive (on demand) routing 

protocols. We identified 11 studies that contribute to the 

objective of this research. This review does establish a 

baseline, which we wish will be used by other researchers. 

For future work, it is envisaged the simulation of reactive 

routing protocols in a real WMN deployment. 

Keywords: routing protocols; reactive routing; wireless mesh 

network; simulation; systematic literature review.  

 

1 Introduction 

  Wireless networks currently are part of our life. Short-

range radio technologies (e.g. Wi-Fi) and Bluetooth are 

widespread; the number of cell (mobile) phone subscriptions; 

innovative technologies based on short-range wireless 

communication and miniaturized sensor devices have lately 

been standardized (or are in its final steps towards 

standardization) and so on [1]. 

 The provision of mobile terminals with versatile 

communication capacity can be achieved by an effective 

solution: wireless mesh network (WMN). WMN has emerged 

as an important architecture for the future development of 

wireless communications [2].  

 A WMN is a self-configuring network of nodes 

interconnected using wireless links. WMNs represent the 

logical extension of WLANs. They provide high-speed 

seamless connectivity to nomadic and mobile users [3]. The 

paradigm of WMN arose from the concept of ad hoc wireless 

networks [4].  

 Wireless mesh, with respect to its Basic Service Set 

(BSS) and Extended Service Set (ESS), is a functionally 

similar to the IEEE 802.11 infrastructure network standard. 

Therefore, the mesh Access Points (APs) are called Mesh 

Points (MPs) and the stations are called relay competence. 

The Wireless Distribution System (WDS) uses an extension of 

the IEEE 802.11 MAC/PHY to provide a protocol for auto 

configuring paths between MPs in a multi-hop topology, 

supporting unicast, multicast and broadcast traffic [5]. 

 WMNs can use the following routing protocol 

categories: proactive (table-driven), reactive (on-demand) and 

hybrid. In proactive routing protocols, nodes attempt to 

compute a priori and maintain consistent, up-to-date routing 

information to all nodes in the network, regardless of whether 

the routes are being used for carrying packets. A prerequisite 

in reactive protocols is an on-demand process for discovering 

routes. A path discovery is triggered asynchronously when 

there is a need for data packet and no path to an intended node 

is known. The hybrid routing approach mixes the behavior of 

proactive and reactive routing protocols. This hybridization is 

done in amounts that best match the efficient operation over a 

“wide range of conditions” [6].           

 Among the routing protocols designed to provide 

communication in wireless environments are Landmark Ad 

Hoc Routing (LANMAR), Optimization Link State Routing 

(OLSR), Destination Sequenced Distance Vector Routing 

(DSDV), Dynamic MANET On-demand (DYMO), Ad hoc 

On-demand Distance Vector (AODV), Dynamic Source 

Routing (DSR), Zone Routing Protocol (ZRP) etc. 

Researchers have been comparing some set of these routing 

protocols to evaluate their performance [7, 8, 9, 10, 11].      

 In order to map the existing knowledge in the field, the 

purpose of this paper is to initiate a systematic literature 

review in order to collect and compare existing experimental 

evidences in simulation of WMN routing protocols. This 

study focuses in reactive (on demand) routing protocols.  

 A Systematic Literature Review (SLR) is a way of 

identifying, evaluating and interpreting available researches 

significant to a research question, or phenomenon of interest, 

or topic area [12]. 

 This paper is organized as follows: Section 2 describes 

the method, in section 3 we present the results (answers to the 

research questions) and the conclusions are shown in section 

4.  

2 Method 

 This paper has been undertaken as a systematic literature 

review based on the guidelines proposed by [12]. Other 

authors that developed systematic literature reviews are [13, 

14, 15, 16, 17]. The steps followed are described below. 
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2.1 Research questions 

 The goal of this review is to find studies that contribute 

to understand how to conduct a simulation study to evaluate 

reactive routing protocols. The research questions stem from a 

research project called Mobile mEsh Network to Aid in 

CountEring drug TRAffiCKing (M.E.N.A.C.E-TRACK), 

which aims for the creation of a dynamic mesh network, 

intended to interconnect field personnel (e.g. in vehicles or on 

foot) to a base of operations (e.g. a police station) whenever 

possible. The questions are: 

RQ1) How much simulation studies have been done to 

evaluate only reactive routing protocols in wireless mesh 

networks?  

RQ2) What simulation techniques are used to evaluate 

reactive routing protocols? 

RQ3) What performance measures are used to evaluate the 

reactive protocols in simulation studies?  

R4) Can protocol A be shown to be superior to protocol B 

based on experimental results? 

2.2 Search process 

 We searched widely in electronic sources, as 

recommended by [12], in order to gain a broad perspective. 

The advantage of searching databases is motivated by [18]. 

The following databases were covered: IEEE Xplore, 

Compendex, ScienceDirect, ACM Digital Library and 

Springer LNCS. These databases, as confirmed by [14, 19], 

cover the most relevant journals and proceedings of 

conferences and workshops within computer science. 

 The search covered the period from 1990 to 2014 to 

ensure that most relevant research within the field would be 

included. The key words used were: wireless mesh network, 

mesh networking, simulation, evaluation, reactive routing, 

routing protocols and reactive routing protocols. These key 

words were used alone and with possible combination. 

2.3 Inclusion and exclusion criteria and 

quality assessment 

 We adopted the following inclusion criteria in making 

decisions about whether to include a paper in this study: 

• Primary studies published in journals and proceedings of 

conferences and workshops, representing simulation of 

reactive routing protocols in WMN.  

• The discussion results and analysis must be focused only 

on reactive routing protocols in WMNs. 

The exclusion criteria were: 

• Overlapped paper issued by the searches in the selected 

sources. 

• Secondary Literature Reviews. 

• Duplicate publications of the same study. 

• Papers without full text on the databases.  

• Technical reports, works in progress and some workshop 

reports (‘grey’ literature).  

We excluded ‘grey’ literature from analysis because the 

volume of the studies included in the first searches would 

have grown unreasonably and the quality of these literatures is 

more difficult to assess [14].  

Also, we consider only the most complete version of a study 

when several reports of the study exist in different journals 

(duplicate publications of the same study). The exclusion 

based on languages should be avoided [12], however, only 

studies written in English are included [14]. 

2.4 Data Extraction and Synthesis 

 The data collected from each study were:  

• The source and full reference. 

• The type of simulated scenario: real application or 

hypothetical scenario. 

• The reactive protocols in WMNs simulated in the study. 

• The simulation technique and the performance measures 

used. 

• The main results about the comparison of the protocols 

simulated.    

The data extraction was conducted by one research and 

verified by another. We discussed the issues when there was a 

point of disagreement. Allocation was based on the time 

availability of each researcher.  This procedure is advocated 

by [20, 21]. The data was tabulated to show the items 

described above.  

3 Results 

 This section summarizes the results of this research. 

3.1 Answer to Research Question 1 (RQ1) 

 We found 11 papers that evaluate only reactive routing 

protocols in wireless mesh network. TABLE I shows 

Publication ID, authors, date and source of the publications. 

The earliest study actually included was published in 1999.  

Fig. 1 presents the frequency of papers per year. As can be 

seen, most of the papers in this issue were published in 2011 

(5 studies).    

TABLE I.  DATA FOR RESEARCH QUESTION 1 

ID Author Date Source 

P1 
Ashraf, Abdellatif and  

Juanole [22] 
2011 Computer Communications 

P2 Ashraf [23] 2012 
IEEE Symposium on Computers 

& Informatics 

P3 
Chen, Xiang, Dong 

and Lu [24] 
2011 Wireless Pers Commun 

P4 Fu and DaSilva [25] 2007 
IEEE Military Communications 

Conference 

P5 Ghahremanloo [26] 2011 

International Siberian 

Conference on Control and 

Communications 

P6 
Guo, Peng, Wang, 

Jiang and Yu [27] 
2011 

Computers and Electrical 

Engineering 
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P7 
Lee, Gerla and Chiang 

[28] 
1999 

IEEE Wireless Communications 

and Networking Conference 

P8 
Lima, Silva, Santos 

and Pujolle [29] 
2008 

IEEE Global Communications 

Conference, Exhibition & 

Industry Forum 

P9 Loscrì [30] 2008 Journal of Networks  

P10 Pal and Nasipuri [31] 2011 
Pervasive and Mobile 

Computing 

P11 
Rahman, Azad, Anwar 

and Abdalla [32] 
2009 

International Conference on 

Future Networks 

 

 

Fig. 1. Frequency of Papers per Year 

3.2 Answer to Research Question 2 (RQ2) 

 It was found that in approximately 73% (8 papers) of the 

analyzed papers, the simulator used for modeling, simulating 

and evaluating the WMNs is NS-2. Also, we observed that all 

papers constituted hypothetical scenarios. In other words, the 

scenarios were not modeled based on real data for real 

deployment of WMNs. The most widely used networking 

standard was the IEEE 802.11 (TABLE II). 

TABLE II.   DATA FOR RESEARCH QUESTION 2 

ID 
Type of simulated 

scenario 

Network 

standard 
Simulator 

P1 Hypothetical IEEE 802.11 NS-2 

P2 Hypothetical IEEE 802.11 NS-2 

P3 Hypothetical IEEE 802.11 NS-2 

P4 Hypothetical 
IEEE 802.11, 

TDMA 
NS-2 

P5 Hypothetical IEEE 802.11s NS-2 

P6 Hypothetical IEEE 802.11 OPNET 

P7 Hypothetical IEEE 802.11 GloMoSim 

P8 Hypothetical 
IEEE 802.11, 

IEEE 802.11b 
NS-2 

P9 Hypothetical IEEE 802.16 NS-2 

P10 Hypothetical IEEE 802.11 NS-2 

P11 Hypothetical IEEE 802.11s QualNet/GloMoSim 

  

3.3 Answer to Research Question 3 (RQ3) 

 The most simulated reactive routing protocol in WMN 

was AODV, which was analyzed on 9 studies (approximately 

82% of the papers). The AOMDV and DSR protocols were 

the second most analyzed (Fig.2). 

 

Fig. 2. Frequency of Simulation of the Reactive Routing Protocols 

 Throughput, end-to-end delay, jitter, packet delivery 

ratio and number of breakages were the most used among the 

performance measures to evaluate the reactive protocols in 

WMN (TABLE III). It is noteworthy that among the studies 

analyzed, there was a proposal for the use of multi-fractal 

characteristics as a performance measure. 

TABLE III.  DATA FOR RESEARCH QUESTION 3 

ID 
Reactive protocols in 

WMN simulated 
Performance measures 

P1 

AODV, AODV-ML 

(Multi-link extension to 

AODV) 

Throughput, Delay, Route Lifetime, 

Routing Overhead, No. of Breakages, 

Packet Delivery Ratio 

P2 AODV, AODV+Persist 

Total Route Breakages, Average 

Route Duration, Throughput, End-to-

end delay 

P3 AODV, DSDV Multi-fractal characteristics 

P4 
AODV, Cluster-based 

reactive routing protocol 

Routing overhead, route failure, and 

throughput 

P5 AODV, AOMDV 
Network Throughput, End to End 

Delay, Data Drop 

P6 AODV, DSR 

Routing discovery time, Average 

number of hops per route, Network 

delay, Network throughput 

P7 

ODMRP (On-Demand 

Multicast Routing 

Protocol) 

Packet Delivery Ratio, Number of 

Control Bytes Transmitted per Data 

Byte 

Delivered, Number of Data and 

Control Packets Transmitted 

per Data Packet Delivered 

P8 

AODV, AOMDV (On-

demand Multipath 

Distance Vector Routing 

in Ad Hoc Networks), 

AOMDV-SL 

Misbehavior drop ratio, Packet 

delivery ratio, End-to-end delay of 

data packets 
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P9 
MPRP (Multipath parallel 

routing protocol MPRP) 

Throughput, Average end-to-end data 

packet delay, Data Packets Lost 

P10 

AODV, IDAR_v1, 

IDAR_v2 (Interference and 

delay aware routing), 

MARIA (Mesh Admission 

control and qos Routing 

with Interference 

Awareness) 

Packet Delivery Ratio, Traffic Delay, 

Jitter 

P11 AODV, DSR, DYMO 

Packet Delivery Ratio, Jitter, 

Average End-to-end delay, 

Throughput 

3.4 Answer to Research Question 4 (RQ4) 

Through the analysis of the selected papers, we observe 

that it is possible to infer conclusions about the performance 

of reactive routing protocols in WMN compared. Therefore, it 

is possible to define a protocol A is greater than a protocol B 

based on the experimental results. TABLE IV shows the 

summary of the main results of the analyzed studies. 

TABLE IV.  DATA FOR RESEARCH QUESTION 4 

ID Main results 

P1 
Substantial performance improvement compared to classical 

AODV and local route repair schemes. 

P2 
AODV+Persist brings a high degree of routing stability to the 

network and improves performance significantly. 

P3 
Compared with AODV protocol, traffic with DSDV exhibits more 

multi-fractal characteristics. 

P4 

The cluster-based reactive routing protocol focus on improving the 

routing robustness, handling rapid topology changes and tolerating 

intermittent links, in contrast to conventional ad hoc routing 

protocols. 

P5 

AOMDV protocol is more efficient in the rate of successfully 

delivered packets in high mobility scenarios. The Routing 

Protocols work much better in less mobile scenarios. 

P6 

DSR protocol based on the dynamic source routing is not suitable 

for wireless transmission, while AODV routing protocol based on 

the purpose-driven routing is suitable for wireless transmission 

with rapid change of network topology, since the routing 

information of DSR will be significantly more than that of AODV. 

P7 

ODMRP is effective and efficient in dynamic environments and 

scales well to a large number of multicast members. The 

advantages are:  low channel and storage overhead; usage of up-to-

date and shortest routes;  robustness to host mobility; maintenance 

and exploitation of multiple redundant paths; scalability to a large 

number of nodes; exploitation of the broadcast nature of wireless 

environments; unicast routing capability. 

P8 

The increase in the number of paths used by AOMDV and 

AOMDV-SL results in slight differences for all metrics. Results 

show a decrease in the impact of routing attacks with minimal 

performance loss. 

P9 

MPRP allows better performance to be achieved in terms of 

throughput and delay in all the schemes, but some of the schemes 

considered permits to have better performance than the unipath 

version. 

P10 

IDAR is effective in improving both the packet delivery and delay 

performance in multi-hop environments where the route selection 

is done by a gateway node that has global activity information of 

the network. 

P11 

On an average AODV perform better than DYMO and DSR. 

However, the overall performance of the three protocols in WMNs 

is not quite good. 

4 Conclusions 

 In this paper, a systematic literature review was done to 

collect and compare existing experimental evidences in 

simulation of reactive routing protocols in WMN. Thus, the 

intended objective was met.  

 Among the results, we identified 11 studies that 

contribute to the objective of this research. We found that it is 

possible and reliable to compare the performance of reactive 

routing protocols in WMN via simulation. The most simulated 

protocol was AODV and the most used simulator was NS-2.  

Performance measures used in the studies were also 

described. However, the selection of which performance 

measure to use depends on the expected contribution to the 

research objective. 

 We add some further observations about how this review 

might be interpreted. The first observation is in order to 

emphasize that so far no systematic literature reviews on the 

topic covered in this paper were found. This fact confirms the 

importance of this research. This review does provide such a 

baseline, which we wish will be used by other researchers. 

 WMN is still considered an emerging area in which 

practical issues are still little explored. We note that the 

simulated scenarios in the analyzed articles are all 

hypothetical. According to [33], we note that simulation 

studies need to be complemented by more realistic testing. 

This testing is important to advance the understanding of 

WMNs. Also, it allows researchers to observe phenomena that 

may not be evident in simulator settings.   

 It is noteworthy that this research is part of a project that 

aims for the creation of a dynamic mesh network, intended to 

interconnect field personnel to the base of operations 

whenever possible. For future work, it is envisaged the 

simulation of reactive routing protocols in a real deployment 

of a WMN. Thus, it will be possible to check whether results 

obtained in simulated hypothetical cases converge with 

practical results. 
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Abstract - Dynamically changing environment of 
heterogeneous wireless networks (HWN) is more 
vulnerable to security threats. Finding effective 
solutions to deal with attacks in HWN is a 
challenging task. To reduce packet capturing and 
ensure greater protection from outside attacks in 
HWN, a multi parameter algorithm PAIRS 
(Periodic Adaptive and Intelligent Route Selection) is 
presented in this paper. PAIRS is intelligent and 
adaptive and it selects best route using ANFIS 
(adaptive neuro-fuzzy inference system) periodically. 
It effectively balance overall load of network and 
prevents denial of service (DoS) attack by 
providing improved resource 
management.Results obtained and evaluated 
based on a number of parameters. The results 
show that PAIRS successfully prevent packet 
capturing and provide better network 
performance at the same time. 

Keywords: Security, heterogeneous wireless 
networks (HWN), intelligent, adaptive, route 
selection, adaptive neuro-fuzzy inference system ( 
ANFIS).  

1 Introduction 
 Heterogeneous wireless networks (HWN) 
require new concepts and approaches to deal with 
the challenges posed by integration of 
technologies. Due to this reason, HWN have 
gained much attention of researchers over last 
few years. HWN are inherently more prone to 
packet capturing. This feature of HWN can be 
exploited by attackers to make network 
incapable of providing normal services.Many 
security threats can cause unexpected service 
interruption and disclosure of information in 
heterogeneous 4G network. The reality of ever 
increasing security threats such as intrusion 
detection, secure routing, key establishment and 

distribution, and authentication could affect the 
feasibility of HWN.  Although many researchers 
are designing new security architectures for 4G, 
but still much more need to be done.  

 Neural network classifiers and fuzzy logic 
systems are good candidates for pattern 
classifiers due to their non-linearity and 
generalization capabilities. Fuzzy logic can 
represent human knowledge as fuzzy rules and 
can be used to develop cost-effective 
approximate solutions [1]. A neural network 
(NN) is a massively parallel distributed processor 
made up of simple processing units, which can 
store experimental knowledge for future use.  

 In this paper, we present a multi parameter 
based algorithm - PAIRS (Periodic Adaptive and 
Intelligent Route Selection) which is robust 
against a variety of challenges posed by HWN. It 
uses designed and trained ANFIS (adaptive 
neuro-fuzzy inference system) to select the best 
available route periodically. PAIRS is intelligent, 
adaptive and reduces congestion in network. This 
algorithm effectively balances overall load of the 
network and prevents DoS attack by offering 
improved resource management. Performance of 
PAIRS has been analyzed in terms of network 
throughput. Results are compared with existing 
algorithms to emphasize the significance of 
PAIRS. 

2 Literature Review 
 Many secure routing techniques have been 
proposed so far but none of them provides a 
comprehensive solution for handling adaptive 
and ever increasing security threats in HWN. 
Previous research on security issues in HWN can 
be divided into three main categories, namely, 
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authentication, collaboration incentives, and 
denial of service (DoS) prevention (summarized 
in [2]). 

 DoS prevention falls into two categories: 
improved resource management [3] and 
avoidance mechanisms [4]. For low-capacity 
networks (eg. ad-hoc and sensor) improving 
resource management mechanisms can help 
reduce the disparity when they are connected to 
high-capacity networks (eg. wired and fiber-
optic), thus leading to increased heterogeneity in 
the network. Increased congestion and saturation 
in heterogeneous networks leads to more and 
more DoS disruptions, which increases with 
increase in disparity of resources between 
different parts of the network. Therefore, DoS 
prevention must be addressed explicitly in 
context of the next generation networks. 

 To deal with DoS, a probabilistic route 
selection algorithm that traces attacker’s real 
origin is presented in [5]. Quality of service 
(QoS) aware path selection scheme to estimate 
required bandwidth ratio is presented in [6]. This 
ratio is based on the QoS requirements of target 
service and SINR of each path. The proposed 
scheme can select multiple/single optimal path to 
satisfy the QoS requirements among dynamically 
changing HWN. 

 Two distinct models to prevent wireless 
DoS and replay attacks by protecting the control 
packets are presented in [7]. 

 In [8], the concepts of Learning Automata 
(LA) are applied on  on the existing Optimized 
Link State Routing protocol (OLSR) to protect 
the network from distributed DoS attack. 
However nothing is said about performance of 
the proposed protocol when the number of nodes 
in the network is large. 

 In [9], NN based optimal path selection 
algorithm is presented for managing multihomed 
hosts attached to HWN. In [10], an adaptive and 
efficient routing protocol for integrated cellular 
and ad-hoc heterogeneous network with flexible 
access (iCAR-FA) is presented. [10] also 
presents detailed numerical analysis on route 
request rejection rate. 

 In [11], novel load-aware route selection 
algorithm, (LARS) is presented. In this approach 
each mesh node is allowed to distribute the 
traffic load among multiple gateways for uniform 
utilization of Internet connections leading to 
improved network capacity. However LARS 
design does not consider end-to-end delays in the 
selection of feasible network paths. 

 In [12], heterogeneity of nodes and delay is 
considered during route discovery to discover 
resource-rich routes. Paths that contain more 
capable nodes are utilized, thereby avoiding 
resource-poor nodes. This paper does not focus 
on the issue of choosing proper delay value for 
unknown network. 

 In [13], a generic and scalable security 
management service which scales with increasing 
diversity of network techniques and applications 
is proposed for inter domain communication of 
heterogeneous networks.  

 In [14], a flexible cryptography-based 
approach is presented for establishing 
trustworthiness between multi-hop mobile nodes 
using infrastructure supported authentication. 
Generalized multi-hop security protocol (GMSP) 
combines mobile IP and ad hoc security schemes 
to achieve an effective route discovery protection 
in accordance with anti-integrity, impersonation 
for generalized heterogeneous multi-hop 
networks. This protocol implements security in 
four steps namely registration for single hop 
mobile nodes, registration for multi-hop mobile 
nodes, routing security between base station and 
any mobile node, and security of the routing 
between any two mobile nodes. 

 In [15], modified destination sequenced 
distance vector (MDSDV) protocol is presented 
that uses the bandwidth and hop count as the 
routing metric for selecting appropriate routes in 
wireless mesh networks. It works very well for 
wireless networks having large number of nodes. 

3 Periodic Adaptive and 
Intelligent Route  Selection 

 Attacks on HWN have become much more 
adaptive with passage of time. To deal with these 
attacks, networks should be able to adjust their 
security provisions and sophistication levels 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

242 Int'l Conf. Wireless Networks |  ICWN'14  |



 
 
rapidly and intelligently. Forwarding packets on 
same route might increase the risk of packet 
capturing. PAIRS reduce packet capturing by 
forwarding packets on different routes 
periodically. Since the route for packets is not 
known in advance, attacker can not launch either 
an active or passive attack. 

3.1 Tools Used 

 
Figure 1. Designed ANFIS for PAIRS 

 ANFIS with three inputs and one output is 
designed to rank different routes based on value 
of route selection factor (RSF). Training data is 
carefully chosen for tuning of training vector of 
ANFIS in Fig. 1, so that it can well identify 
parameters and rules and give reasonable 
performance. We have used hybrid optimization 
method and grid partitioning for FIS generation. 
Set of 27 rules is used in ANFIS to calculate 
output. PAIRS use ANFIS to select route with 
highest RSF for packet transmission at any point 
of time.  

3.2 Inputs Parameters for ANFIS 
1) LC (Current link capacity of link under 
consideration)-It gives the current available 
bandwidth of link under consideration. Lower 
value of LC signifies that large amount of traffic 
is currently passing through this link. Further 
increase in number of packets may lead to 
increase in congestion and decrease in 
throughput of network. So, higher the value of 
LC more is the probability of that route being 
selected for packet forwarding. In designed 
ANFIS, range of LC is taken from 0 to 1. 

BtBuBtLC /)( −=                               (1) 

Where Bt = total bandwidth of network 

Bu=used bandwidth of the link under 
consideration at given point of time 

Even if link with low value of LC has two nodes 
on endpoint with high value of PC and E, 
choosing that link as part of route may degrade 
network throughput as it will put additional 
traffic load on the slow-speed link. It asserts that 
a link cannot transfer data faster than its 
remaining bandwidth. So LC has maximum 
impact on RSF and network throughput. 

2) PC (Current processing capacity of node under 
consideration)-It is related to current CPU usage 
of node under consideration. PC is the measure 
of remaining processing capacity of node under 
consideration. Lower value of PC signifies that 
much of CPU capacity is currently being used for 
processing packets. Any further addition of 
packets to CPU may lead to congestion and this 
might degrade overall performance of network. 
So route having higher PC will be selected. In 
designed ANFIS, range of PC is taken from 0 to 
100. 

)100( CPUuPC −=                             (2) 

Where CPUu =current CPU usage 

3) E (Current power of node under 
consideration)-It measures current battery backup 
of node under consideration. Lower value of E 
signifies that node is running out of power. So it 
would not be appropriate to use that node for 
packet forwarding. In designed ANFIS, range of 
E is taken from 0 to 100. 

In ANFIS, range of RSF is taken from -9.558 to 
7.331 

3.3 PAIRS Algorithm 
 PAIRS is run in parallel on all nodes in the 
network that have some data to transmit  

Single  iteration of PAIRS is given below: 

1) Node i that want to transmit packets will 
calculate RSF using ANFIS for next hop j on all 
available routes to destination, where j= 1, 2, 
3….D. 

2) Route with highest RSF is selected for packet 
transmission by current node i. 

3) Current node i resets its packet counter Pi=0.  
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4) Node i transmit packets. 

5) If Pi <=NP go to step 4, else go to step 1. 

Detailed description of PAIRS is given in [16]. 

4 Performance Comparison 
 The performance of PAIRS is compared 
with MDSDV [15], in terms of two metrics –
packet delivery ratio (PDR) and end to end delay. 
The effect of increasing number of nodes on 
packet delivery ratio and end-to-end delay has 
been anlyzed in next sections. Number of nodes 
will vary from 10, 20, 30, 50 to 100 in a 
1000*1000m network topology. 

4.1. Packet delivery ratio (PDR) 
 Packet delivery ratio is the ratio of packets 
received to packets sent. PDR can reveal the 
network throughput and the efficiency of the 
network resource usage.  

4.2. End to end delay 
 The end-to-end delay can be defined as the 
total time to deliver all data packets from source 
to destination. 

5 Results and Discussion  
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Figure 2. Variation in packet delivery ratio with 

number of nodes 

 Fig. 2 shows the effect of varying number 
of nodes on PDR for PAIRS and MDSDV .It is 
very much clear that PDR of PAIRS is much 
higher than that of MDSDV. This is due to the 
reason that PAIRS effectively balance overall 
network load and controls congestion. This 
eventually increases network throughput. As the 
node number increases, the performance of the 
PAIRS drops a little but is still higher than 
MDSDV. 
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Figure 3. Variation in packet delivery ratio with 
number of nodes 

 Fig. 3 shows the effect of varying number 
of nodes on end to end delay for PAIRS and 
MDSDV.  

 Although end to end delay increase with 
increase in number of nodes for PAIRS, but it is 
always lesser than MDSDV. This is due to the 
reason that as number of nodes increase PAIRS 
has to be run more number of times to find best 
available route. But at the same time congestion 
is further reduced due to availability of more 
routes for diversion of traffic. 

6 Conclusions  
 In this paper a secure route selection 
algorithm PAIRS has been proposed for HWN. 
PAIRS is robust against packet capturing and can 
work well for networks having large number of 
nodes. It is an intelligent multi-criteria route 
selection algorithm and selects best route among 
the available. This effectively balance overall 
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load of the network and prevents DoS attack by 
offering improved resource management. RSF 
considers the link capacity of route under 
consideration, leading to reduction in network 
congestion. PAIRS can alter its decision to 
incorporate changes in link and node parameters, 
making it adaptive at the same time.  The 
performance of PAIRS has been compared with 
MDSDV and results obtained are far better than 
MDSDV. 
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Abstract— This paper presents a mesh architecture pro-
posal called Mobile mEsh Network to Aid in CountEring
drug TRAffiCKing (M.E.N.A.C.E-TRACK). This project was
born from the hypothesis we could establish a covert network
channel independent of the cell phone companies infrastruc-
tures. Therefore, law enforcement agencies could establish
connection with field personnel, in a fault tolerant fashion
allowing the transmission of multimedia data (instead of only
voice). The main contribution for this paper is the strategies
involved to configure smartphones on the MANET side of
this system. We present the main difficulties and one possible
solution to implement ad hoc mode on our testbed so we can
enable a MANET organization on M.E.N.A.C.E-TRACK.

Keywords: OLSR, Android, Mesh networks

1. Introduction
The research project Mobile mEsh Network to Aid in

CountEring drug TRAffiCKing (M.E.N.A.C.E-TRACK) pro-
poses the creation of a dynamic mesh network, intended to
interconnect field personnel (e.g. in vehicles or on foot) to a
base of operations (e.g. a police station) whenever possible.
M.E.N.A.C.E-TRACK is organized as a Wireless Mesh
Network (WMN), with a particular multi hop ad hoc net-
work consisting of a mesh backbone and mesh clients. The
stationary wireless mesh routers (MR) interconnects through
single or multi hop wireless links forming the backbone (i.e.
the police station and MRs deployed strategically throughout
the city). The MRs should have wired connections and act as
the Internet gateway (IGW) to exchange the traffic between
the Internet and the WMN clients.

The mobile devices can connect to any MRs in reach
to access the Internet via the IGW in a multi hop or
through any mesh client in reach forming a route to the
IGW. In this sense, the behavior of the mobile devices is
that of a Mobile Ad hoc Network (MANET), where routes
are dynamically established allowing devices to be grouped
without any predefined infrastructure. This should account

for the field personnel [1]. The scope of this article will be
on the MANET devices, specifically, smartphones.

In this scenario, connectivity is a matter so important
that governments acknowledge the ability to “be connected”
(possibly with Internet access) as a commodity as important
as food, shelter or healthcare; not literally as an indispens-
able element to sustain life, but as a means of offering quality
of life to citizens [2]. Therefore, the fundamental research
question is: can smartphones perform a more decisive part
on the connectivity infrastructure? Considering the number
of smartphones in use, we formulate as a hypothesis that it
could be used as part of a greater network infrastructure,
as an active traffic router, in order to extend the reach
of traditional network technologies (e.g. a cellphone tower,
an access point etc). The number of devices responsible
for connectivity may be an improvement considering the
increase in routing diversity and fault tolerance. Therefore,
we evaluate the use of smartphones, as potential MANET
nodes.

The contributions of this paper relies on the proposal for a
method that could be made generic enough for the practical
application of MANET routing protocols using smartphones.
We also describe the details of our testbed implementa-
tion and experience gained during deployment. The rest of
this paper covers M.E.N.A.C.E-TRACK application scenario
(section 2), related work (section 3), the details of our testbed
implementation (section 4) and the conclusion and future
work (section 5).

2. Understanding the Scenario
Project M.E.N.A.C.E-TRACK is intended to create a

dynamic mesh network, inherently fault tolerant, so data
could be transmitted from law enforcement agencies to
field agents. Depending on the density of MRs in a city,
this transmission could be made with minimal delay, or
considering the lack of connected landlines, with variable
delay depending on the number of MANET devices used to
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achieve a mesh node gateway. This is a particularly inter-
esting alternative considering the lack of wireless network
coverage quality in Brazil.

According to the Brazilian Network Information Center
(NIC.br), none of the Brazilian 3G operators passed quality
assurance tests (e.g. TCP/UDP throughput, jitter, latency,
packet loss etc) conducted in December 2012 [3]. Prelimi-
nary results shows most operators had a packet loss rate per
connection 2 percent above the limit when the quality of
the Internet connection starts getting compromised. In terms
of latency, all major operators in Brazil had values above
200 milliseconds (considered a standard) [4]. Considering
the major players in the 3G market today, we have 64.6%
of the cities covered, which represents 182,471,019 users
and 90.8% of the population [5].

Although the cellphone network could be an alternative
to M.E.N.A.C.E-TRACK, this network infrastructure may
not survive a devastating earthquake or another natural
disaster. Even if the infrastructure stays in place, there can be
added overload due to extraordinary circumstances that may
render the cellular network useless (e.g. calls from refugees
and their families, international aid workers who arrived in
the aftermath caused by some unfortunate event etc). Josh
“m0nk” Thomas and Jeff “stoker” Robble, both working at
Mitre, saw this problem and created a working prototype
backup network using only the Wi-Fi chips on Android
smartphones [6]. This would be a good staging area for
testing MANETs using the approach proposed by Thomas
and Robble.

The choice to use mesh networks instead of the traditional
cellular or wireless local area networks (WLAN), for the pur-
poses of the proposed system, is based on the following facts
[7]: there is no main node, therefore we achieve a certain
degree of redundancy innate to the system; it is possible to
reach any other node by traversing a number of intermediate
nodes, which favors interconnectivity among nodes and a
bigger range in some cases; all nodes are equal so there is
no centralized control. Therefore, each node participate in
networking and as a source or sink of traffic as well; rather
than a single hop to a base, multi-hopping/relaying amongst
nodes must be a common capability enabling the creation
of a new network or the expansion of an existing one.
This allows to cope with distance and obstacles by hopping
around obstructions; ability to work without infrastructure
(e.g. a base station).

3. The Role of Ad hoc Networks on
M.E.N.A.C.E-TRACK

The term ad hoc comes from latin and means “for a
particular purpose only”. Therefore, an ad hoc network
represents a network with its purpose defined for a temporary
time frame, such that some network devices can be a part of
the network topology only while they are in range or during

the communication.
Some applications of mobile computing do not de-

pend on a pre-existing infrastructure and can utilize a
MANET. A MANET by definition is a wireless network
that does not need a rigid infrastructure and its topology
is self-configuring for connected mobile devices [8]. Be-
cause of self-configuring and self-organizing characteristics,
MANETs can be deployed quickly. There is no infrastructure
defined in the network, therefore all of the participating
nodes relay packets for other nodes and perform routing
if necessary. Because of the limitations in wireless trans-
mission range, communication links could be multi-hop [9].
Although routing protocols are the most important element
of a MANET, our discussion will be limited to the estab-
lishment of a flexible infrastructure so we can test a broad
range of protocols and their features in mobile devices.

3.1 Related Work
For quite some time, universities and research centers

have developed and widely used mesh networks as access
networks for their users. In this section we present related
works that is not new but very similar in nature to our pro-
posal. Some examples that inspired our research are projects
RoofNet [10] at the Massachusetts Institute of Technology
(MIT), Vmesh [11], [12] at University of Thessaly, Greece,
MeshNet [13] at University of California, Santa Barbara
(UCSB) etc.

The RoofNet project refers to the deployment of mesh
nodes deployed over an area of about four square kilometers
in Cambridge, Massachusetts, using volunteer users. These
volunteers installed a Roofnet kit at home (PC, an 802.11b
card, and a roof-mounted omni-directional antenna) and
shared (a fraction) of their DSL lines [14].

VMesh is a low cost and inherent flexible deployment
in terms of building a prototype wireless router using an
embedded Linux. This was one of the first mesh network
projects to use OpenWrt. It also adapted the network con-
figuration for the mesh setup so it would take little to no
human intervention. This in turn, was exploited to support
the dynamic addition, removal and mobility of network
elements. Its network architecture model is also very similar
to the one proposed for M.E.N.A.C.E-TRACK and therefore
is considered the very inspiration for our proposal.

MeshNet is a 30-node wireless mesh testbed implemented
at UCSB. The authors present their experience in designing,
deploying and using their mesh network. They also present
UCSB MeshNet architecture and discussed the challenges
regarding management, nonintrusive and distributed moni-
toring, and node status visualization. Their implementation
were also based on OpenWrt for the mesh nodes [13].

3.2 Routing Protocols for Mesh Networks
Routing can be roughly divided in topology based, loca-

tion based or energy aware. Topology based has traditionally
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used the knowledge of instantaneous connectivity of the net-
work with emphasis on the state of network links. Location
based uses information related to the physical position of
nodes. Energy aware routing, uses information regarding the
remaining battery in mobile devices in order to produce paths
that comprise nodes with high value of remaining lifetime,
as well as to help them adjust their transmission power so
that each node keeps the energy required to accomplish the
routing task at the minimum [15].

The discussion will be limited to topology based proto-
cols. In this category, the associated routing protocols can
be classified as proactive, reactive and hybrid. In proac-
tive protocols all nodes calculate all possible paths to all
destinations independently of their effective use such that
when a packet needs to be forwarded, the route is already
known, eliminating routing delays. The main drawback is
the periodic broadcasts sent taking some time to converge
(i.e. to create the routing table at each node). In reactive
protocols, the network is evaluated if needed. Routes are
created only if there is the need to carry data traffic. This
protocol exempts the creation of a routing table, scaling
well for large populations. Hybrid routing mixes the features
of proactive and reactive protocols and is used when there
is a set of circumstances where neither protocol perform
well [15]. As our testbed is very simple, we chose to use a
proactive routing protocol as it works efficiently for a small
scale mesh network with high mobility [16].

3.2.1 Optimized Link State Routing Protocol (OLSR)
According to [17], OLSR is a routing protocol for proac-

tive ad hoc networks, developed by Institut National de
Recherche en Informatique et en Automatique (INRIA) and
standardized by the Internet Engineering Task Force (IETF)
in RFC 3626 [18] as an experimental protocol. Its goal is to
calculate and maintain routes for every node in a wireless
network using a mesh topology. OLSR is able to do that
by executing in each node a process that keeps track of
network paths for every other node. Therefore, each node
fills a routing table that indicates how he can reach every
other node and so the algorithm converges.

Each node regularly exchanges information with each
other, updating every routing table detecting the insertion
and removal of mesh nodes. Usually, in an ad hoc networks,
as a node receives the routing update information, he sends
a broadcast message, retransmitting information to every
neighbor (a.k.a. flooding). This flood of routing information
is performed many times, meaning a node can receive the
same packet time and time again unnecessarily, generating
an undesired overhead in the network.

A powerful and efficient policy to control these many
broadcast messages that are flooded across the network is
a mechanism called multipoint relay (MPR). This technique
is the main difference between OLSR and other proactive
protocols. MPR is an optimization that regards the election

of some nodes that are able to broadcast update messages.
Therefore, a controlled flooding is achieved avoiding the
replication of update messages in the network.

OLSR presents some clear advantages when used in the
M.E.N.A.C.E-TRACK MANET environment. These con-
cern its nature as intended to be used in high density
networks, greatly due to the MPR approach. The bigger and
more cluttered the network is, better the route optimization
provided. OLSR was developed to work in a completely
distributed fashion, avoiding any dependency with a central
entity. It also does not need to transmit reliable control
messages using TCP. All the communication is done using
UDP port 698 for the transmission of periodical unreliable
messages. The loss of some messages is of no consequence
to its operation. OLSR messages do not have to be deliv-
ered in sequence, since each message contains a sequence
number. Therefore, the destination can control the sequence
of the messages delivered, and in case of loss, request the
retransmission of the missing part. It also supports IPv4 and
IPv6 [18].

OLSR does not change the TCP/IP protocol suite in any
way. It only interacts with layer 2 management tables. OLSR
networks support IP addressing to identify each node. The
use of multiple interfaces is also supported, although a pre-
ferred IP must be chosen for routing. Each node in an ad hoc
OLSR network has a direct and bidirectional (i.e. symmetric)
relationship. The uncertainties about the propagation of the
radio signal may cause some communications to be restricted
to unidirectional links. Nevertheless, each communication
must be verified in both directions so that one link can be
considered valid. To accomplish that, each node periodically
sends a HELLO message that contains the information of
neighbors (link sensing, neighborhood detection and MPR
selection signalling), and are transmitted in broadcast mode
[18].

A HELLO message contains a list of neighbor addresses
which have a valid bidirectional connection and a list of
the neighbor addresses that are listened by this node, but
whose link is still not valid as bidirectional. If a node has
its own address in a HELLO message, the link is considered
bidirectional for the sender node. The HELLO messages
transmitted by a node are received by each of its neighbors
with a distance of one hop, but they are not retransmitted
by them.

The OLSR protocol is considered an optimization of the
link state protocol adapted to MANETs because it reduces
the size of control messages. Instead of stating all the links,
he states only a subset of the neighbors’ relationships. As a
consequence, OLSR minimizes the flooding, controlling the
traffic using only selected MPRs to broadcast HELLO mes-
sages from the second hop onwards. Only the MPRs related
to a given node retransmit its broadcast messages. Therefore,
MPRs minimize the overhead of HELLO messages which
otherwise would be coming from all the active nodes in a
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mesh network, avoiding the broadcast of redundant informa-
tion. To select MPRs, each node in the mesh network selects
a set of symmetric nodes a hop away. The premise is a node
must reach every second order node using the fewer MPRs
possible, allowing a source node to reach any other node at
a distance of two hops.

Neighboring nodes to a given S, that are not MPRs,
receive the broadcast message but do not relay it. Each
node chooses a neighbor to be its MPR considering this
is a symmetric (i.e. bidirectional) hop. This selection is
performed so the coverage of the radio link of all symmetric
nodes are at 2 hops distance. S is also known as a selector
node given it is choosing its MPRs. Each node elected to
be MPR to S (MPR(S)) keep information about the set
of neighboring nodes belonging to MPR(S). The node’s
set of MPR nodes chosen by S is known as Multipoint
Relay Selector Set (MPRSS). A node discovers the MPRSS
from periodic information received from its neighbors. A
broadcast message destined to be sent in the network, from
any MPR(S) is assumed to be relayed back to S, in case S
has still not received the message. The set can change over
time (i.e. when a selector node pick another MPR). This
is indicated by the HELLO message sent from the selector
node. The premise here is that the node will only retransmit
an OLSR packet if it is chosen as MPR by the last node that
retransmitted the message and if the packet TTL is major
than zero.

Each OLSR node keeps the information about the network
topology. This information is acquired from TC messages
and used to calculate the routing tables. A node keeps a
routing table that allows finding a path to other network
nodes. This routing table is created from the local link
information base. The local link information base stores the
information about the paths to neighboring nodes. If any of
these paths is modified, the routing table is recalculated to
update the routing information about any node destiny in the
network. The routing entries are defined in [18] as presented
in Listing 1.

Listing 1: Routing table format ([18] pg 46).
1. R_dest_addr R_next_addr R_dist

R_iface_addr
2. R_dest_addr R_next_addr R_dist

R_iface_addr
3. ,, ,, ,, ,,
...

Each entry in the table consists in R_dest_addr,
R_next_addr, R_dist, e R_iface_addr, where R_dest_addr
distance is estimated in R_dist hops from the local node, its
symmetric neighboring node is R_next_addr, which is the
next hop in the route to R_dest_addr and its local interface
has the address R_iface_addr. These entries are recorded in
the routing table for each network destiny for which a route
is known. For every destiny, when a route is broken or just
partially known, this entry is not registered in the table.

MANETs are usually isolated, however, there are situa-
tions where there is the need to access other networks. The
HNA is the solution presented to this situation. It works as
a host in the mesh network identifying itself as a gateway
to other network and it can present its services by means
of Host and Network Association (HNA) messages. When
a node receives HNA messages from other node, it adds the
transmitter as a gateway to other network. The address to
this other network is obtained reading the fields Network
Address and Netmask. In general, if the transmitter
is an Internet gateway the field Network Address and
Netmask will both have the value 0.0.0.0.

4. Case Study: M.E.N.A.C.E-TRACK –
MANET side

The research project M.E.N.A.C.E-TRACK proposes the
creation of a dynamic mesh network, intended to intercon-
nect field personnel to a base of operations whenever possi-
ble. This type of network accepts the dynamic disconnection
and reconnection in case a node or group of nodes leaves
or returns to the main base. Some important features for
M.E.N.A.C.E-TRACK when considering field personal are
high bandwidth (if available), end to end communication
with the MRs, all mobile network nodes are also traffic
routers forwarding packets until they reach the destiny using
some kind of topology control for the deliberate adjustment
of certain system parameters (e.g.antenna direction, trans-
mission power, routing protocols etc) to form a particular and
more adequate network topology, end to end IP support, data
transfer, audio and video streaming, geographic positioning
with or without the use of GPS (depending on the accuracy
needed) and support to mobility and scalability [19], [20].

The steps to build the M.E.N.A.C.E-TRACK infrastruc-
ture consist in defining the devices that can be used as
nodes, defining the operating system for such devices and
defining the best routing protocol(s) to provide routing
adjustments considering mobile nodes with varying ranges.
This paper will focus mainly in the first and second steps.
We chose a group of mobile devices for testing (notebooks
and smartphones) and the most suitable operating system for
each one. OLSR will be used as the routing protocol 1 in
every device.

4.1 Testbed Preparation
We used as our MANET testbed two Macbook Air 11”

and two smartphones Galaxy S3 GT-I9300. The notebooks
used OS X 10.7.5 and the smartphones, a modified version
of Android OS (version 4.2.2). All of the were configured
to behave like mesh clients. One problem that immediately
arose when configuring the devices as mesh clients was that
not all of then could work in ad hoc mode. The notebooks
did not present any problem to be configured in ad hoc mode
(just a matter of using the OS X GUI and configure a new
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Fig. 1: Proposed testbed for the case study (MANET side).

network). For the smartphones (Galaxy S3 GT-I9300) it was
not so easy.

First of all, Android OS does not support ad hoc mode
for its mainstream version (i.e. factory release). The need for
Ad hoc or Independent Basic Service Set (IBSS) support is
not something new and the users and developers community
is asking for a solution for more than five years [21]. Users
usually understand by “ad hoc” mode the ability to share
3G via W-Fi (i.e. to create a hotspot) [22]. As presented in
section 3, the definition of ad hoc is much more broad and
complex than this understanding of ad hoc. This capability
won’t be shipped on new smartphones anytime soon, but it
is a really interesting trend and for some an Android project
to which they might contribute [6].

In order to create true ad hoc mode in the smartphones,
one will have to completely reinstall the operating system.
This procedure includes rooting the device and choosing a
version of Android that supports ad hoc mode. As of now,
this modified versions of Android are ver scarce (e.g. Galaxy
Nexus, Nexus 7, Nexus S, Samsung Epic 4G). Although,
Thinktube [23] did not have an image for the Galaxy S3
GT-I9300, the documentation available in the site and the
personal answers provided by Mr. Bruno Randolf helped a
lot understanding the complexities involved in enabling ad
hoc mode in Android smartphones.

Basically, Mr. Randolf and the Thinktube fellows [23]
created patches to bring the missing Ad-Hoc (IBSS) mode
to Android for the aforementioned devices, in a way that
is fully integrated into the Android system API and user-
interface. Therefore, it is possible to create and connect to
Ad-Hoc networks from the standard user interface (Settings
- WiFi) and Applications have an API to configure their
"own" ad hoc network. Although this is a commendable
effort, it opens some question regarding some official ad

hoc support for Android OS provided by Google and even,
a timeframe for this support to be available. Otherwise, we
are in a situation were one would have to adapt the OS for
particular devices in order to gain the possibility to use this
feature.

The problem is not the hardware support, but simply a
matter of software limitations introduced in the Android OS
in order to block the use of the ad hoc mode. In more detail,
in order to enable the ad hoc support, one would have to
modify the WLAN driver “bcmdhd”, extend the Android
framework, the public Android API, and add the missing
additional hooks to the “Settings” application. It is really a
shame the other great mainstream version of Android OS
(codename cyanogenmod [24]) also does not support ad hoc
mode.

Fortunately while researching alternatives for ad hoc mode
on the project smartphones we stumbled on the Smart
Phone Ad-Hoc Networks (SPAN) project [25]. This project
reconfigures the onboard Wi-Fi chip of a smartphone to act
as a Wi-Fi router with other nearby similarly configured
smartphones, creating an ad-hoc mesh network. These smart-
phones can then communicate with one another without an
operational carrier network. A modified version of Android
OS was created to root specific models of Android smart-
phones in order to expose and harness the ad-hoc routing
features of the onboard Wi-Fi chip [6]. Bottom line, the
modified version of Android puts the network interface in
ad hoc mode with the SSID configured as AndroidAdhoc. A
minor discomfort of this modified Android OS is its inability
to connect to infrastructure networks (usual APs). Therefore,
we cannot download directly any applications.

So, the approach we used to put the wireless interface in
ad hoc mode using this modified version of Android was
to install the MANET Manager app [26] in OTHER smart-
phone (with an official Android OS version), install Apk
Extractor [27] and extract the package file (apk) for MANET
Manager, use a USB cable and copy the MANET Manager
app to a computer and then, to the target smartphones. Later,
we installed the MANET Manager in the target smartphone
and start MANET Manager and turn the app on. At this point
the MANET Manager app put the wireless interface in ad
hoc mode. Now, all that’s left is to create a method to use the
smartphone as a mesh client node. In personal conversations
with Mr. Jeff “stoker” Robble and Mr. Bruno Randolf it
became clear that the best way to put this devices to use as
mesh clients would be to explore the structure of Android
OS in-depth. The problem is, the authors are not that much
well versed in Android OS modification and programming.
Therefore, we came with an alternative approach that would
allow us to use the smartphones as intended without the need
to modify directly the Android OS.

We chose to install a Linux on top of the Android
OS. To do so we downloaded an Ubuntu ARM compliant
version of Linux (there are other Linux flavors) [28]. After
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downloading the image file, we unpack and put it on the
smartphones (via USB cable). It is recommended to rename
the file to ubuntu.img and put it in /sdcard/ubuntu.
After you need a shell script to load the Linux OS [29].
This file have to be put on /sdcard/ubuntu. Us-
ing a terminal emulator on the smartphone in super user
mode will grant root access. After, one must issue sh
/sdcard/ubuntu/ubuntu.sh. This will trigger the
Ubuntu OS, mounting the ubuntu.img on /data/local/mnt and
chrooting it to /.

We installed Linux on Android so we could have all the
flexibility of Linux in Android. Therefore, we need to install
some useful tools like iwconfig, ping and olsrd. As
we saw earlier, we cannot do that from the target smart-
phones because they do not have support to infrastructured
networks. The best way to accomplish this would be to create
an ad hoc gateway or simply install all the packages needed
on another standard (rooted) smartphone and copying the
directory /var/cache/apt. As we already had another
smartphone with cyanogenmod installed (from earlier case
studies) we installed all the needed packages in it and
them, generated a tar.gz file and copied it to the target
smartphones. There we just issued the appropriate apt-get
commands and installed all the needed tools (e.g. apt-get
install olsrd). Although this method is not the best
due to the overhead caused by a second operating system
running on top of Android OS, this approach was chosen to
simplify the case study for mesh networks.

4.2 olrsrd configuration
There is one OLSR implementation that is becoming the

standard and most widely used known as OLSRd (old Unik-
OLSR). One key advantage observed in OLSRd implemen-
tation for Linux is its support for IPv6 (this feature won’t
be used for this case study). OLSRd is an implementation
based on the INRA C code, but has been almost completely
rewritten (it’s almost GPL). OLSRd also is under continuous
development [30].

OLSRd fully complies to the RFC 3626, including support
for plugins and an optional GUI. The implementation also
has a informative up-to-date web-page with links to mailing
lists and papers [31]. The experimental network topology
used was as follows: Smartphone A ↔ Smartphone B ↔
Notebook A ↔ Notebook B. One very particular feature of
this testbed is the 20 cm reach of the smartphones. This
is pretty bad when comparing to a 10 to 15 m of the
notebooks but it allows for testing the mesh reconfiguration.
For instance, if we move Smartphone B to the reach of
Notebook B, the routing to reach Smartphone B would have
to be done through Smartphone B.

This first configuration of the file
/sw/etc/olrsrd.conf (we used fink to install
it on OS X) was kept pretty much default. The only
changes we made were:

• to set DebugLevel = 2, kept IpVersion = 4;
• enabled LoadPlugin “olsrd_httpinfo.so.0
.1” and put it on port 8080 and available to the
localhost and the network range we were using
(192.168.0.0/24). Therefore, we can access any of the
network nodes from each other;

• for this test we didn’t configure any device as an
Internet gateway (therefore, no need to set Hna);

• we set each interface appropriately (e.g. Interface
“en1”).

Considering this parameters for each and every mesh
node, and the suggested topology, we just have to configure
every node (except the smartphones) to connect to the ad hoc
network with SSID set to AndroidAdhoc (set by MANET
Manager). All the IPs at this point are configured manually
but we are working on a DHCP setup. Therefore, with
all the IPs in the range 192.168.0.0/24 (Smartphone A =
192.168.0.100, Smartphone B = 192.168.0.101, Notebook
A = 192.168.0.10 and Notebook B = 192.168.0.20) we
triggered olsrd in all of the nodes.

With the debug level set to 2, we can follow everything
that is happening on every node. For each node, the rout-
ing table is created and we can ascertain that by issuing
netstat -r. We can also view the nodes that are accessi-
ble by one hop count and two hop counts. At first, Notebook
A has nodes 192.168.100, 192.168.101 and 192.168.0.20 as
nodes reached by one hop count. Due to the terrible reach
of the smartphones, when we get Smartphone B and take it
next to Notebook B, the cost to reach Smartphone B from
Notebook A turns immediately to INFINITE. Therefore, it is
removed from the nodes reached by one hop count. It takes
sometime for it to be “reintegrated” to the mesh. After about
3 minutes, the routing tables are slowly updated and we can
reach Smartphone B again. This testbed was not completely
stable regarding some failures of the smartphones and the
slow reintegration when we move them out of reach and
into the reach of another node.

5. Final Remarks
This paper presented the bare bones of project

M.E.N.A.C.E-TRACK and its intended application context.
We also have shown the complexities regarding the MANET
side of this project. Although the initial idea of using
smartphones as a covert channel for a MAN size mesh
network, the lack for ad hoc mode support is worrisome.
The demand for this feature exists for at least five years
and the main market players haven’t issued an answer to
date. What we have is an stoic effort from the open source
community with individuals going to the extent of modifying
the kernel of some smartphone OSs so the community can
tinker with the ad hoc mode. Although this is not the best
case scenario, as far as research goes, we can still test mesh
routing protocols on the proposed testbed. In this paper,
we achieved a configuration for the smartphones of the
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project that will allow us flexibility to configure any Linux
supported mesh routing protocol and see its effects on a
controlled test environment. The ridiculously short reach
of the smartphones is quite interesting considering tests
involving the change in topology of an established mesh
network. Therefore, the answer for the proposed research
question is NO, considering the current state of smartphones,
they could not play a key part in M.E.N.A.C.E-TRACK.For
our future works, we intend to explore OLSR in depth and
test various configuration parameters so we can determine
its effectiveness in the aforementioned testbed. We also need
to integrate the MANET side of M.E.N.A.C.E-TRACK with
the WMN side (i.e. with the OpenWrt APs).
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Abstract— The research project Mobile mEsh Network to
Aid in CountEring drug TRAffiCKing (M.E.N.A.C.E-TRACK)
proposes the creation of a dynamic mesh network, intended
to interconnect field personnel to a base of operations
whenever possible. This type of network accepts the dynamic
disconnection and reconnection of nodes. To configure a
mesh node using, for instance, an access point, usually a
modified firmware is needed. In this paper we present the
first steps to build the M.E.N.A.C.E-TRACK infrastructure
concerning the configuration of the access point, the chosen
firmware and some configuration scenarios on an infra-
structured network in order to demonstrate its flexibility.

Keywords: Mesh Network, Ad hoc, OpenWrt

1. Introduction
The research project Mobile mEsh Network to Aid in

CountEring drug TRAffiCKing (M.E.N.A.C.E-TRACK) pro-
poses the creation of a dynamic mesh network, intended to
interconnect field personnel (e.g. in vehicles or on foot) to a
base of operations (e.g. a police station) whenever possible.
This type of network accepts the dynamic disconnection and
reconnection of a node or group of nodes leaving or returning
to the main base network range. The use of day to day low
cost and off the shelf devices, like access points, notebooks
or smartphones and open source software is one of the main
attractors to our approach.

To configure a mesh node using, for instance, a wireless
router, usually a modified firmware is needed. This firmware
allows the creation of a dynamic route between the base
station (the one that have the Internet connection and access
to the main systems) and the client nodes in a mesh
environment. The dynamic route can be stablished directly
between the base station and mesh nodes, or using each
mesh node as a “bridge” (in-between nodes) to amplify the
range of the original access point. Therefore, each mesh node
receives a data connection from a given node and conveys
data to the next node, extending the range of communication
for each passing node [1].

The steps to build the M.E.N.A.C.E-TRACK infrastruc-
ture involve the definition of the devices that can be used as
nodes, the choice of the operating system for such devices
and the selection of the best routing protocol(s) to provide
routing adjustments considering mobile nodes with varying
ranges. The chosen devices are off the shelf with the ability
to use wireless communication, i.e. IEEE 802.11 b/g/n, and
the TCP/IP protocol suite. Specifically, we will cover the
adaptation of access points (APs) so they can be used as
mesh nodes in the future. This procedure addresses the
selection of a firmware, preferably open source, which is
flexible enough to be modified according to the choice of
the wireless environment to be implemented (e.g. infra-
structured or ad hoc network).

2. Infra-structured versus Ad hoc net-
works

An IEEE 802.11 W-LAN can be implemented either with
infrastructure or without infrastructure (i.e. ad hoc). In an
infrastructure based network, there is a centralized controller
for each cell. This cell represents the fundamental building
block of the 802.11 architecture, known as the basic service
set (BSS). A BSS typically contains one or more wireless
stations and a central base station, known as access point
(AP). The wireless stations, which may be either fixed or
mobile, and the central base station communicate among
themselves using the IEEE 802.11 wireless MAC protocol.
Multiple APs may be connected together (e.g. using a wired
Ethernet or another wireless channel) to form a distribution
system (DS). The DS appears to upper-level protocols (e.g.
IP) as a single 802.11 network, in much the same way that
a bridged wired 802.3 Ethernet network appears as a single
network to the upper-layer protocols. We can use the same
analogy considering that an AP, which is normally connected
to a wireline backbone (either wired or wireless) is also
considered a DS, thus providing Internet access to mobile
devices. All traffic goes through the AP, even when this is
sent to a destination that belongs to the same cell [2], [3].

In an ad hoc network there is no central control with
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connections to the Internet. Here, the network is a temporary
arrangement as and when required. The benefit is that no
infrastructure is needed and the users themselves may extend
the area of coverage. Hence, mobile devices that have found
themselves in proximity to each other, that have a need to
communicate and find no pre-existing network infrastructure
in the location (e.g. a pre-existing 802.11 BSS with an AP)
may communicate using each other as the current medium
[2], [4].

The focus of this paper will reside in extending the range
of an infra-structured network using multiple APs. The main
objective to be accomplish with this course of action is
to gain the necessary expertise concerning the firmware
operation and configuration, which will be invaluable in
future experiments involving mesh networks.

2.1 OpenWrt Features
OpenWrt is described as a GNU/Linux distribution for

embedded devices, which provides a fully writable filesys-
tem with package management. In that sense, by definition,
it is not strictly a firmware but a complete and modifiable
operating system. This frees the developer from the static
application profile provided by a vendor and allows the
customization of the device through the use of packages that
suit any particular need [5].

Compared to other distributions OpenWrt may also not
be regarded as a true end-user or user friendly firmware.
Nevertheless, it can be used as such sometimes, depending
on the feature set provided in addition to the main package
[5]. Therefore, OpenWrt was chosen as our base architecture
to implement M.E.N.A.C.E-TRACK. Section 3 presents a
set of experiments devised to study OpenWrt flexibility
regarding a simple research question: how can I extend the
range of an infra-structured IEEE 802.11 wireless network?

3. Experimental Testbed
We chose as our experimental testbed a TP-LINK TL-

WDR 4300 router. According to [6] this router provides a
simultaneous dual band (concurrent 2.4 GHz and 5 GHz)
and is advertised as 750 Mbps in dual-stream mode on the
2.4 GHz band, and triple-stream on the 5 GHz band. It’s
hardware can be summarized as an Atheros AR9344 CPU
operating at 560MHz, 8MB internal flash, 128 MB RAM,
4 Gigabit Ethernet ports, 1 Gigabit Ethernet WAN port, 2
USB 2.0 ports, Serial and JTag interfaces and support up to
12 VLANs.

To simplify the presentation of the experimental results,
we organized this section to discuss the device preparation
(section 3.1) and the case studies involving the two APs so
they can expand the indoor range of the Wi-Fi connection
shared by a desktop computer (section 3.2). The experimen-
tal testbed is presented in Figure 1.

Fig. 1: Proposed testbed for the case study.

3.1 Preparing the AP Devices
The first steps taken to install OpenWrt on the TP-LINK

TL-WDR 4300 router are described at [7]. They involve
consulting the Buyers’ Guide [8], and verifying how much
a given router is compatible with OpenWrt using the table
of hardware [9].

The first installation of the OpenWrt firmware is done
using the original web interface of the TP-LINK firmware.
It is performed just like a flash update of some new version
of the original TP-LINK firmware. According to [6], it is rec-
ommended to turn off the Wi-Fi interfaces manually (there is
a switch behind the device to disable them). Therefore, at the
first boot, we will not have any wireless interface enabled by
default. The first login test is done using an Ethernet cable
plugged into any Ethernet port (not the WAN port). The
computer interface must be set to any address in the range
192.168.1.0/24, exception made to 192.168.1.1, which is the
default address of the OpenWrt interface [10].

After the first connection it is recommended to setup the
root password (the only account). After the password is set,
the telnet daemon is disabled and all future accesses are
done using the ssh service [10]. Considering our testbed
is essentially experimental and is intended to test multiple
mesh routing protocols, implying in a frequent change in its
configuration files, we still did not consider the procedures
described at [11] for network and system hardening.

3.1.1 USB Storage
Considering the size of the internal flash memory (8 MB),

it is recommended to increase this size as soon as possible.
After the base installation, we have up to 4 MB available,
which runs out relatively fast depending on the number of
packages the administrator chooses to install. Fortunately,
OpenWrt allows the extension of this available size by means
of an overlay file system. This means we can extend the
root file system (stored at the internal flash memory) to an
external storage (stored in a USB stick) [12].
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This configuration is called pivot overlay on version
12.09 of OpenWrt. To ensure pivot overlay will work,
it is recommended some packages are installed for
the correct USB support and mounting of the external
device (i.e. kmod-usb-core, kmod-usb-ohci,
kmod-usb-storage, kmod-usb-uhci, kmod-
usb2, libusb-1.0, usbutils,
kmod-fs-ext4, e2fsprogs) [13].

Support to pivot overlay is granted by the package
block-mount. This package allows the mounting of all
block devices by just calling the commands block mount
and block umount [14]. To create the pivot overlay on
the external USB device, one can either use an empty new
rootfs or copy the contents of the current overlay (JFFS2)
to the new rootfs. Assuming the filesystem for the new
external rootfs is mounted, for example on /mnt/sda1,
one could issue tar -C /overlay -cvf - . | tar
-C /mnt/sda1 -xf - [12].

Considering the load of the overlay file system
at boot time, it is necessary to create the file
/etc/config/fstab. This can be done by simply
issuing block detect > /etc/config/fstab
[15]. After enabling the pivot overlay at boot time, we must
ensure the external file system is being mounted correctly.
Special attention to the target and device options. If after a
system reboot a command mount /mnt issues no error,
than everything is correct. The last remaining step is to
change option target /mnt to option target
/overlay and in the next boot, the file system size will
be the size of the USB stick plugged in the USB port
(minus the space already in use).

3.2 Case Studies
Our experimental case study considers the range extension

of a connection shared by a desktop computer (SSID =
Nickel) to a notebook. When in an indoor environment in the
first floor of a building, we found it would not go further than
approximately 10 m. The next step was to establish a simple
connection to the two APs as client/server and the connection
of a notebook on their respective SSIDs (i.e. Nickel ↔ Lo1
↔ Lo2 – the notebook can access either of the SSIDs). As
each antennae has its own frequency (2.4 GHz and 5 GHz)
we had to match them as illustrated on Figure 1. In OpenWrt,
this configuration is done at /etc/config/wireless
(Listing 1).

Listing 1: Excerpt from /etc/config/wireless.
...
config wifi-device radio0

option hwmode 11ng ←
...
#radio0 is connected to the Desktop
config wifi-iface

option device radio0
option mode sta
option ssid ’Nickel’

option encryption psk2
option key password
option network wwan

...
config wifi-device radio1

option hwmode 11na ←
...
config wifi-iface

option device radio1
option network lan
option mode ap
option ssid Lo1
option encryption psk2
option key password

Listing 1 shows that radio0 operates in the 2.4 GHz
band (hwmode 11ng) while radio1 operates in the 5
GHz band (hwmode 11na). radio0 is in mode sta,
meaning it is configured to be a client of Nickel. It also
shows that Nickel uses encryption (WPA2) and is related
to a network called wwan. The configuration for radio1
is analogous, but it is operating in AP mode (option
mode ap), with SSID Lo1 and is related to network lan.
The definitions for networks wwan and lan are showed on
Listing 2.

Listing 2: Excerpt from /etc/config/network.
...
config interface ’lan’

option ifname ’eth0.1’
option type ’bridge’
option proto ’static’
option ipaddr ’192.168.0.1’
option netmask ’255.255.255.0’

...
config interface ’wwan’

option ifname ’wlan0’
option proto ’dhcp’

config interface ’stabridge’
option ’proto’ ’relay’
option ’network’ ’lan wwan’

config ’zone’
option ’name’ ’lan’
option ’network’ ’lan wwan’ #

Important
option ’input’ ’ACCEPT’
option ’forward’ ’ACCEPT’ #

Important
option ’output’ ’ACCEPT’

Listing 2 shows the settings for network lan (Ethernet
ports) and wwan (wireless – radio0). Network lan is
configured in bridge mode and its static IP address is
192.168.0.1, which ensures access to the AP via Ethernet
cable (or wireless via radio1). Any computer connected
via Ethernet cable receives an IP address via DHCP, in the
range 192.168.0.100/192.168.0.150 (Listing 3). The wwan
DHCP config ignores the lan pool and gets addresses
outside this pool.

A bridge is defined between lan and wwan. There-
fore, any computer connected to the wireless network (on
radio1) or via Ethernet cable (via lan) will receive an
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IP address automatically. Instead of a true “bridge”, in this
configuration, the traffic forwarded is affected by firewall
rules, such that the wwan network and the lan network
should be configured according to the same “zone” created
by a firewall with the “forward” policy adjusted to “accept”,
so that all the traffic flows between both interfaces [19].

The insertion of firewall rules inside
/etc/config/network is not recommended, but
it was implemented as such for the sake of simplicity
in this first test. According to the official documentation
[20], this configuration should not work. It is explicitly
mentioned that “...STA and AP at the same time is not yet
supported...”. Fortunately, this was true for trunk version up
to r22989. We are using trunk version r40555.

Listing 3: Excerpt from /etc/config/dhcp.
...
config dhcp ’lan’

option interface ’lan’
option start ’100’
option limit ’150’
option leasetime ’12h’

...
config dhcp ’wwan’

option interface ’wwan’
option ignore ’1’

...

This configuration demonstrates how we can connect each
AP in series to Nickel. The configuration of the second ac-
cess point (Lo2) is analogous. Attention to the frequency of
the interfaces. In Lo2, we must connect radio1 (hwmode
11na - 5 GHz in mode sta) to radio 1 in Lo1
(hwmode 11na - 5 GHz in mode ap) and radio0
(hwmode 11ng - 2.4 GHz in mode ap) must be available
to the clients (e.g. notebooks or other APs).

The objective is to set each AP in different floors in a
building (i.e. first floor and ground floor) in order to extend
the range of Nickel. To enable Internet access from either
AP, it is necessary to set a packet forwarding service on
both APs so that each could route traffic appropriately. We
will also discuss a Wireless Distribution System (WDS)
implementation in order to extend the original SSID beyond
its original range. The specifics of each approach will be
further discussed in sections 3.2.1 and 3.2.2.

3.2.1 IP Forwarding
According to [21], netfilter is used for packet filtering,

NAT and mangling. This firewall is configured by means
of a proper syntax called Unified Configuration Interface
(UCI) [22]. This “language” is intended to centralize the
configuration of OpenWrt. The problem with UCI is the fact
one needs to learn a new syntax for something that is already
well known (i.e. iptables syntax). Although UCI is in-
tended to simplify the configuration of OpenWrt, depending
on the complexity of the intended scenario, the use of UCI
can lead to some confusion. For instance, in the beginning

of this section, we saw how to configure bridging according
to OpenWrt documentation [19]. The configuration uses the
firewall to establish the packet transport from the lan to
wwan as discussed before. Therefore, this can be assessed as
an application of the UCI firewall. This section will perform
some minor modifications on the discussion regarding the
connection of both APs and display a configuration profile
easier to follow using the iptables scripting allowed on
OpenWrt.

In order to obtain Internet access from Lo1 and Lo2, the
easiest way is to perform source network address translation
(SNAT). SNAT translates an outgoing packet, which may
come from Lo1 or Lo2 clients, so that each intermediary
OpenWrt system looks like the source. Considering the
intent to use Lo1 and Lo2 as extensions of Nickel, a
SNAT rule must be created on both. In Lo1 each out-
going packet will have its source IP changed to the Lo1
outgoing IP address (interface in mode sta). From Lo2,
the outgoing packets coming from its clients will suffer
SNAT so that they seem to come directly from Lo2. Then,
in Lo1, these packets will suffer another SNAT so the
clients connected to Lo2 can access the Internet. Therefore,
a client must be able to access the Internet connecting
directly through Nickel, through Lo1 (going further in the
same floor) or through Lo2 (covering the ground floor). The
modified configuration for /etc/config/wireless and
/etc/config/network is presented on Listings 4 and
5.

The main differences from the version presented before
are the removal of the firewall rules originally inserted
to establish the bridge rules and the creation of two dis-
tinct interfaces for each radio (wlan0 and wlan1) (on
/etc/config/network – see Listing 2 ). We renamed
interface wwan to make it simple to correlate the “virtual”
interface names (interface parameter) to the “real” in-
terface names (ifname parameter). Therefore, wwan will
be renamed to wlan0 and we will create a new interface
called wlan1 which will be in mode ‘ap’. We also
modified accordingly file /etc/config/dhcp. There are
no modifications to file /etc/config/wireless.

Listing 4: Excerpt from modified
/etc/config/network.
...
config interface ’wlan1’

option ifname ’wlan1’
option proto ’dhcp’

config interface ’wlan0’
option ifname ’wlan0’
option proto ’dhcp’

...

Listing 5: Excerpt from modified /etc/config/dhcp.
...
config dhcp ’wlan0’

option interface ’wlan0’
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option ignore ’1’

config dhcp ’wlan1’
option interface ’wlan1’
option ignore ’1’

...

This scenario seems simple enough, however we have
some operational problems. First, considering the UCI syn-
tax, it is not clear how to specify a rule that considers any
source IP to be translated to a given destination IP. Second,
considering Lo1 and Lo2, we have to detect the destination
IP address every time the packet is translated. The outgoing
interface is being configured via DHCP so, the address is
very likely to change in each boot (or every 12 h as described
in Listing 3).

The best way to address this issues was to use the UCI
firewall interface to iptables commands. Therefore, we
achieved a simplified configuration model that is fit for the
purposes of our case study. We created a user script that is
processed by the UCI firewall, after the firewall rules are
loaded. This script is stored in /etc/firewall.user
(Listing 6).

Listing 6: Excerpt from /etc/firewall.user.
...
WANIF="wlan0"
WANIP="‘/sbin/ifconfig $WANIF | grep

’inet addr’ | awk ’{print $2}’ |
sed -e ’s/.*://’‘"

iptables -t nat -I POSTROUTING 1 -o $WANIF
-j SNAT --to $WANIP

The main part of the user script of Listing 6 is the
deduction of the IP address of the outgoing interface. We
create a filter using grep and awk in oder to extract from
the ifconfig command output exactly the IP address of
the outgoing interface (defined by the user in the WANIF
parameter). This is used as the input for the SNAT rule (in
the iptables rule). Therefore, for any IP address coming
from the WANIF interface we have the translation to the new
outgoing WANIP address.

One last quirk of OpenWrt is that the processing of the
firewall.user is not deterministic in our system. It
sometimes worked (i.e. the firewall.user file is pro-
cessed) and it sometimes didn’t. Therefore, as a workaround,
we used the init script /etc/rc.local (Listing 7). The
commands appearing inside this file are executed once the
system init is finished.

Listing 7: Excerpt from /etc/rc.local.
# Workaround to load the SNAT firewall rule
# correctly
sleep 10
/etc/init.d/firewall stop # clean up the system

# firewall rules
sleep 10
/bin/sh /etc/firewall.user # insert SNAT firewall

# rule

3.2.2 Wireless Distribution System
According to [23], WDS is a misunderstood concept.

WDS is usually referred to as a “wireless DS” or a “DS”
that operates over a WLAN. A WDS (as defined by [24])
is neither. This confusion perhaps results from an extremely
poor choice in naming the WDS capability. The “WDS”
capability actually has nothing to do with either of those
terms.

Still according to [23], WDS is a mechanism for construct-
ing 802.11 frames using a 4-address format. The content of
the data frame address fields are dependent upon the values
of To DS and From DS bits and is defined in Table 1. If
the content of a field is shown as not applicable (N/A), the
field is omitted. Note that Addr. 1 always holds the receiver
address (RA) of the intended receiver and Address 2 always
holds the address of the station that is transmitting the frame
(TA). Addr. 3 and 4 refers to the usual destination address
(DA) and source address (SA).

Table 1: WDS 4-address format [23].
To DS From DS Addr. 1 Addr. 2 Addr. 3 Addr. 4

1 1 RA TA DA SA

OpenWrt implements WDS between a client AP and
a master AP using the 4-address format, which enables
transparent bridging on the client side. In this scenario, a
bridged host (e.g. computer A) sends a packet to a target host
(e.g. computer B). The frame is relayed via the client AP (i.e.
Lo2) and the sender MAC (i.e. computer A) is preserved.
The master AP (i.e. Lo1) receives the frame and redirects
it to the target (i.e. computer B) using the original sender
source MAC (computer A). The target (computer B) receives
the frame and generates a response, using the given source
MAC (computer A) as destination. The master AP relays
the frame to the client AP with the right destination MAC
as target (computer A). The client AP receives the frame
and redirects it to the final destination using the computer
A MAC as target. Computer A receives the response frame
and the connection is established [25].

The aforementioned scenario was inspected using a net-
work sniffer (Wireshark) on both computer A and Computer
B. We used ping to send an ICMP Echo Request from
computer A and inspected the received packet on computer
B. It was possible to verify that the MAC address was really
from computer A instead of the master AP where the traffic
is relayed. We also had a Wireshark running on computer
A and we also inspected the return message (ICMP Echo
Reply) in computer B. The source MAC address from the
packet was the one from computer A and not from the relay
station (client AP).

To configure WDS, on the master AP (Lo1), we need
to add the line option wds ‘1’ on the config
wifi-iface section for radio 1 (the one configured
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in mode ‘ap’), at /etc/config/wireless [26] (see
Listing 1). That’s all there is to it. If a client AP con-
nects to this master AP, the WDS interface is created as
wlan1.sta1. This can be verified using the ifconfig
command.

The client AP (Lo2) configuration is a little bit more
complicated. First, all the firewall configurations described
on section 3.2.1 must be removed. WDS approach is a level 2
bridge, not a level 3 translation via netfilter. For all purposes,
all the firewall rules can be disabled on the client AP. Second,
at /etc/config/network, interface ‘lan’ and
interface ‘wlan0’ are bridges. Care must be taken
considering the configuration of the static IP addresses in
both cases. Both bridges must not be in the same IP address
range (see Listing 8). We must also observe that the bridge
configuration for interface ‘lan’ is not done inside
/etc/config/network. This will be done afterwards
manually using the brctl command (Listing 10) [27]. This
is done because UCI, in our test case, for some reason, did
not allow the configuration of two bridges simultaneously.

Listing 8: Excerpt from /etc/config/network.
...
config interface ’lan’

option ifname ’eth0.1’
option proto ’static’

# Quirk: invalid IP address to avoid conflict with
# br-wlan0 address

option ipaddr ’192.168.1.199’ ←
option netmask ’255.255.255.0’
option ip6assign ’60’

config interface ’wlan0’
option ifname ’wlan0’
option type ’bridge’ ←
option proto ’static’
option ipaddr ’192.168.0.200’ ←
option netmask ’255.255.255.0’

...

The br-wlan0 bridge is a wireless to wireless
bridge (radio 1 ↔ radio 1 at 5 GHz). Its def-
inition becomes clear in the specification presented at
/etc/config/wireless, for the radio 1 (Listing 9).
One particular quirk that must be observed is the use of
both Wi-Fi interfaces (radio 0 and radio 1). radio
0 is configured as the local AP for Lo2, but its SSID is
identical to the SSID used by Lo1 (including the password).
radio 1 is configured as a client (mode ‘sta’) of the
Lo1. This configuration is necessary to assure a seamless
integration between Lo1 and Lo2. That way, for example,
a client that is moving across the boundaries of Lo1 and
Lo2 cells will not realize the transition from one AP to the
other. One particular feature in this case study is that the APs
Lo1 and Lo2 incidentally operate in different frequencies
(Lo1 uses 5GHz for its clients and Lo2 uses 2.4. GHz).
Therefore, the client must also have the ability to operate in
both frequencies.

Listing 9: Excerpt from /etc/config/wireless.
...
config wifi-iface

option device ’radio0’
option ssid ’Lo1’ ←
option encryption ’psk2’
option key ’password’ ←
option network ’wlan0’
option mode ’ap’ ←

...
config wifi-iface

option device ’radio1’
option mode ’sta’ ←
option ssid ’Lo1’ ←
option encryption ’psk2’
option key ’password’
option network ’wlan0’ ←

# This line is important to establish the WDS
option wds ’1’ ←

...

The next step is to add manually a second network inter-
face to the established bridge, in this case, the br-wlan0.
As this procedure must be done on every boot of Lo2,
we recommend putting it in /etc/rc.local. Another
problem is that even though all the clients of Lo2 correctly
access the Internet, Lo2 itself cannot do it. This is important
mainly to keep the ability to install new packages from Lo2.
The problem is its routing table needs a default gateway,
therefore we use Lo1 address and create a static route
[28]. We put all this in /etc/rc.local, so the complete
procedure is executed for every boot (Listing 10).

Listing 10: Excerpt from /etc/rc.local.
...
# ### Quirks to load static route and local DNS
# (192.168.0.1)
rm /etc/resolv.conf
ln -sf /etc/config/resolv.conf.auto /etc/resolv.

conf
# ### Create the static route for the default
# gateway
sleep 5
route add default gw 192.168.0.1 br-wlan0 ←
# ### Add Ethernet interfaces to the wifi bridge
# br-wlan0
sleep 5 # Important to give time for the WDS

# connection establishment
# ### Add eth0.1 to the br-wlan0 bridge using

brctl
brctl addif br-wlan0 eth0.1 ←
exit 0
...

4. Final Remarks
The proposed research question for this paper regards

which methods could be used to extend the range of an
infra-structured wireless network. The concealed objective
was to find an open firmware, flexible enough so it could
be used in the context of project Mobile mEsh Network
to Aid in CountEring drug TRAffiCKing (M.E.N.A.C.E-
TRACK). In that sense, this paper succeeded considering the
scenarios tested on OpenWrt provided a rich environment for
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interaction and customization of the firmware. Therefore, we
tested the configuration of APs used to extend the original
reach of a wireless network using a level 3 solution (i.e. a
firewall) and a level 2 solution (bridging via WDS).

The main advantage of using packet forwarding on the
APs is the solution is hardware independent. We can use
packet forwarding in virtually any device (considering it has
at least up to the network layer of TCP/IP protocol stack).
The main drawback is transparency. The user must choose
explicitly the SSID of the network he/she is using. This
limits the kind of application one can implement considering
the need for a seamless integration of APs in order to provide
a unified SSID for a bigger range (e.g. in the transit of a
mobile robot which exchanges information with an external
computer in the same Wi-Fi network).

Considering transparency of integration among devices,
WDS is the best choice between the test cases. It provides
the possibility for using multiple AP devices without the
need to choose between SSIDs. There is only one SSID
and the integration is seamless. The drawbacks, on the
other hand, can be more extreme when we compare this
solution to packet forwarding. WDS is not a certified IEEE
standard and, therefore, every vendor (e.g. Ralink, Atheros,
Broadcom etc) can have its own implementation, resulting
in incompatibility among devices [29].

One design problem we managed to solve with our con-
figuration concerns the loss of bandwidth in WDS Repeater
mode. According to [29], WDS Repeater mode will sacrifice
half of the bandwidth available from the primary router for
clients wirelessly connected to the repeater. This is a result
of the repeater taking turns talking to not just one partner
but two, and having to relay the traffic between them. As
the AP used for the WDS use case has two independent
antennae, this will not occur (i.e. it does not have to take
turns between communicating pairs).

Considering the coverage area in both cases, we achieved
roughly 40 m when compared to the original 10 m of
the desktop computer sharing its Internet connection. When
using the packet forwarding implementation, we had to
exchange SSIDs on the 1st floor (Lo1) and ground floor
(Lo2) explicitly. When using WDS, we could roam both
floors without connection loss using only Lo1.

As a future work, we will devise the case study for
implementing a mesh network using TP-LINK TL-WDR
4300. Therefore, OpenWrt will be the basis to configure
part of our mobile ad-hoc network (MANET), which will
be implemented in the context of the M.E.N.A.C.E-TRACK
system.
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Abstract: In today’s scenario, large number of disparate 
wireless technologies account for heterogeneity of the 
access environment. For seam less mobility in such 
networks the handover plays an important role. In cellular 
a network, which is an integral part of heterogeneous 
environment, coverage and subsequently QoS (Quality of 
Service) are the main issues. Femtocells have emerged as 
the most promising solution by improving coverage and the 
Quality of Service to users on one hand and by offloading 
the macrocells and thus benefitting the service providers 
on the other hand. Femtocells are the small, low power 
base stations deployed inside the homes or buildings to 
provide better coverage in those regions and to increase 
the capacity of the networks. This paper presents works on 
the handover management between macrocells and 
overlaid femtocells.  In this direction, the different 
handover techniques are reviewed for improved 
throughput, energy efficiency, reduction in unnecessary 
handovers, network load balancing, interference 
management and network security. The study demonstrates 
that more number of objectives achieved leads to better 
QoS.  
 
Keywords: Femtocells, handover, Quality of Service(QoS), 
throughput, energy efficiency, network load balancing.  
 
1. Introduction 

 
The wireless revolution today is having a profound impact 
on the way people work and live. More people all over the 
world are having a mobile phone than having a PC. The 
mobile wireless handheld devices have overtaken the wired 
computers as dominant internet access throughout the 
world. With the introduction of new and varied mobile 
devices like smartphones, tablets every now and then in the 
market, their efficient use requires a serious thought as 
these devices now a days are not used for voice only but 
data services are equally important. With the wireless 
revolution new wireless technologies are also taking shape. 
A fast research and development has lead to the emergence 
of Bluetooth, IEEE 802.11 wireless LAN and satellite 
networks [1]. This growing demand to access 
communication services that too with mobility has lead to 
an accelerated technological development towards 
integration of various types of access technologies. Such a 

mix of radio technologies and cell types working together 
seamlessly is called a heterogeneous network. A 
Heterogeneous Network (HetNet) is based on the 
coordinated radio network with integrated Wi-Fi, advanced 
traffic management and high-performance backhaul. As the 
user moves, he chooses the best access technology which 
provides the best data speed, high quality and which 
supports mobility also.  
Mobility Management is one of the important issues of 
Heterogeneous Networks. It is the set of tasks required to 
supervise the mobile user terminal in a wireless network to 
check that it is always connected to the network even when 
moving [2]. Mobility management has several aspects like 
maintaining Quality of Service, Handover management, 
Location management and power management etc. A 
wireless network supports mobility and provides QoS 
through handover management. It is the process of 
transferring an ongoing call from one cell to another. 
Handover process faces several challenges like maintaining 
the QoS across different systems, deciding the correct 
handover time, the correct handover decision, packet 
losses, latency, signaling traffic overhead, security and 
increased system loads [3].  
Out of many existing heterogeneous network, one is 
femtocell-macrocell integrated network. A femto cellular 
network is the technology to meet the demands of ever 
increasing wireless capacity [4] [5]. Existing networks do 
not have the flexibility to adapt to changes in demand. 
Moreover much of the traffic is generated indoors and the 
existing networks suffer from the problem of poor indoor 
coverage. Various ways of overcoming this challenge are 
installation of more sites and consequently more base 
stations, deploying signal boosters or installing more relay 
stations, add more spectrums to the network to improve the 
spectral efficiency or reuse the existing spectrum. 
Undoubtedly, this leads to a reduction in the above cited 
problems but the overhead in acquiring the permission and 
cost of installation is also significantly high. Small cells 
such as microcell, picocell and femtocell can be deployed 
to enhance the coverage in specific locations and to 
improve voice and data capacity. The microcells and 
picocells cannot be deployed inside the house by the user 
as their base stations are big enough and specific standards 
are required for installation which can be fulfilled by 
operator only. Therefore, over a past few years, Femtocells 
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have evolved as a new small cell technology to improve 
the indoor cellular coverage. A femtocell is a low power, 
low cost, and user-deployed cellular base station (BSs) 
with a small coverage range e.g. 30–40 m. A large number 
of femtocells are deployed in the coverage area of 
macrocells. The mobile industry is now flooded with 
femtocells as they provide a good solution to the various 
problems suffered by macrocellular networks. As most of 
the calls are made indoors and the signal from the 
macrocell base station deteriorates very quickly as it 
reaches indoors and due to the interference in the cell, the 
true 3G service is available to end users only if there is a 
good quality signal indoors and the number of users per 
cell is limited [6]. The femtocell technology helps to 
offload the traffic from macrocell. In other words, 
Femtocell is a low cost solution and easy to install which at 
the same time provides significant coverage indoors and 
offload macrocells [7].  
This paper studies the parameters for handover in different 
handover algorithms in femtocells and presents their 
comparison.  
 
1.1 Handovers in Femtocells: 
Figure 1 shows an overlaid femtocells deployment over the 
macrocell i.e. a smallest unit of cellular network. Handover 
in such a network can be performed in the following three 
ways [8]: 
Hand-In : Hand In takes place when a user moves from a 
macrocell to femtocell. It is very complex as the user 
chooses the best femtocell out of several options after 
considering the neighbouring cells.  
 Hand-Out : Hand-Out takes place when a user moves from 
a femtocell to macrocell. It is simple as compared to Hand 
In as the target macrocell is always one. 
Femto to femto handover : It takes place as a user moves 
out of the boundary of one femtocell and enters into the 
boundary of other.  
Hand-In and Hand out falls under the category of vertical 
handover as it involves two different access techniques and 
Femto to Femto handover is horizontal handover as two 
similar access techniques are used. 
 

 
 

Figure 1: Handover Scenario in overlaid macro 
femtocellular networks 

 
The number of handovers increases as the femtocells are 
more densely deployed in a macrocell. Moreover, as the 
range of a femtocell is very limited, therefore the mobile 
device tend to leave coverage area of femtocell very soon 
which leads to handover to either a nearby femtocell or the 
macrocell. Handover management is one of the most 
challenging issues in femto cellular network as in any other 
heterogeneous network. A wide range of schemes have 
been presented to efficiently handle the handovers [9-14]. 
The authors have considered a wide range of factors like 
Received Signal Strength (RSS), velocity of the user, peak 
bandwidth reception, energy efficiency etc. for performing 
handover.  
 
2. Literature Survey 

 
A few approaches have been studied for handovers in 
macro-femto cellular networks. The mechanisms are based 
on different parameters. However, almost all of the 
approaches have considered Received Signal Strength 
(RSS) as one of the parameters for handover. Various other 
parameters such as speed of mobile device, mobility 
prediction, available bandwidth etc. are combined to 
provide improved Quality of Service (QoS) to the users. 
In paper [9], the decision for handover from macrocell to 
femtocell is based on the future mobility pattern prediction 
scheme to prevent macro femtocell handovers of temporary 
femtocell visitors who stay in the femtocell coverage area 
for a short period of time thereby reducing the unnecessary 
handovers. Each mobile device periodically transmits its 
movement history to server. The server collects the 
histories and based on the mobility rules, it generates the 
mobility pattern. If the received signal strength of the 
femtocell is greater than the threshold then before 
performing the handover, the mobile device predicts its 
next consecutive movements and if the next consecutive 
movements are within the coverage area of femtocell for 
enough length of time, only then handover is performed. 
That is why this handover algorithm is named as smart. 
In [10], the author presents a new handover strategy 
between femtocell and macrocell for LTE (Long Term 
Evolution) based network. It analyzes the scenarios of 
hand-in and hand-out after the handover decision. For 
macrocell to femtocell handover, it first checks whether the 
user belongs to Closed Subscriber Group (CSG) or not. If 
mobile device is a CSG and received signal strength and 
velocity are lower than a threshold value and the 
application not being a real time application then handover 
is performed depending on the availability of bandwidth. It 
reduces the unnecessary handovers and eliminates the cross 
layer interference.  
In paper [11], the authors proposed a handover strategy 
based on neighbour cell list. A neighbour cell list is created 
together by macro base station and the neighbour femtocell 
access points (FAP). The mobile device performs a pre 
authentication with all the femtocells included in the list. 
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The handover decision is taken based on the pre-
authentication and the received signal strength from the 
target femtocell access points. This handover algorithm 
overcomes the hidden  FAP problem and also reduces 
power loss by decreasing the size of neighbour cell list 
because of the pre authentication.  
The authors in [12] presented a handover strategy for 
hybrid access mode based on Received Signal Strength 
Indicator (RSSI), velocity of the UE(user equipment), 
Signal to Interference level (SINR), capacity bandwidth 
that one Femtocell can accept, the user type and the 
duration UE maintains the signal level above the threshold 
level. If the velocity of a mobile device falls below a 
threshold value, then six base stations with the highest 
available RSSI are determined. The base station which can 
support the bandwidth and having the highest SINR is 
chosen for handover. If the mobile device is a registered 
user then handover is performed immediately. Un 
registered users must stay in the femtocell area for the 
threshold time interval for the handover to occur. In this 
way it minimizes the unnecessary handovers. 
The authors in [13] proposed a Handover Scenario and 
Procedure in LTE-based Femtocell Networks. It is based 
on the mobility prediction to reduce unnecessary and very 
frequent handovers. If the velocity of a mobile device falls 
below 10km/h but greater than 5km/h then a mobility 
prediction is performed to predict the heading position of 
the mobile device. A pro active handover is then performed 
for the real time traffic and for non real time traffic reactive 
handover is performed which reduces the unnecessary 
handovers by postponing the handover as long as possible 
until the UE reach the target FAP as the result of mobility 
prediction.  The target FAP is chosen based on signal 
quality (RSSI/CINR) and QoS.          
A handover decision algorithm which helps to conserve the 
energy of the network and provides for load balancing both 
at the same time is proposed in [14]. The algorithm is 
based on two main factors viz. the velocity of mobile 
station and the service type of the mobile station. The user 
moving at a speed higher than the threshold and 
undergoing real time transmission will not undergo any 
macro/femto handover. Therefore unnecessary handover is 
eliminated. To overcome the wastage of power in the 
network, the femto base stations are assumed to remain in 
low power ‘idle mode’ when no user is present in its 
coverage.    
 
3. Requirements for Handover in 

Femtocells  
 

This section explains the various requirements to be kept in 
mind before performing handover. These are as follows: 
(i) Improved throughput: Femtocells are introduced in 
the existing macrocellular network to improve the user 
throughput and in turn the overall system throughput by 
efficiently using the available bandwidth. A femtocell 

reduces the load on macrocell. But at the same time a 
mobile device moving in from a macrocell should 
experience minimum call dropping and call blocking. A 
good bandwidth allocation ensures lower call blocking and 
call dropping probabilities and hence an increase in 
throughput. A handover technique from macrocell to 
femtocell should always help to increase the user and 
network throughput. For this reason, the bandwidth should 
be efficiently distributed among maximum number of 
users. 
(ii) Energy efficiency: Energy efficiency has always been 
an area of concern as mobile phones lose its battery power 
rapidly. Both network discovery and activation of interface 
between networks causes battery drainage. Performing 
handover further enhances battery consumption. So, 
unnecessary handovers should be avoided for saving power 
of the device. 
(iii) Reduction in unnecessary handovers: As a femtocell 
covers only a small area, therefore the mobile device may 
go out of the coverage of femtocell very soon, if moving at 
a high speed. In that case large number of handovers only 
leads to wastage of network resources and thus should be 
avoided.  
(iv) Network load balancing: One of the main limitations 
which the cellular network is suffering from is very high 
network load which leads to congestion in the network. 
The idea of introducing femtocells is to divert data and 
voice traffic to internet and offload macrocells. A good 
handover technique would also help in offloading traffic 
from macrocells.  
(v) Interference Management: The overlaid integrated 
femtocell/macrocell networks offer an efficient way to 
increase access capacity by improving coverage and 
quality of service. One of the major technical challenges 
that femtocell networks are facing is their interference 
behaviour when they are placed within macrocells. A 
handover technique should always lead to reduced 
interference levels among networks.  
(vi) Increased Network Security: A femtocell access point 
is located in customer’s location and accesses the 
operator’s core network through an IP link. As a result, 
security threats to operator’s core network increases. The 
network security deals with the policies to prevent and 
monitor unauthorized access, misuse and modification of 
network-accessible resources. Network security features 
should be included in handover technique to attain the 
highest levels of integrity, authentication, and 
confidentiality [15]. 
 
4. Comparison of the Existing Handover 

Techniques 
 

In this section existing handover techniques are compared 
against the objectives for a vertical handover. Table 1 lists 
the achievement of objectives by each technique.  
 

Copyright © 2014 CSREA Press, ISBN: 1-60132-278-X; Printed in the United States of America

Int'l Conf. Wireless Networks |  ICWN'14  | 263



                                                         
Table 1: Comparison of handover techniques 

 
S
 
N
o 

Handover 
technique 

Parameters for 
handover 
decision 

Objectives 
O1 
Improved 
throughput  

O2 
Energy 
efficiency 

O3 
Reduction in 
unnecessary 
handovers 

O4 
Network 
load 
balancing 

O5 
Interference 
Management 

O6 
Network 
security 

1 Smart Handover 
Decision 
Algorithm using 
location 
prediction for 
hierarchical 
macro/femto-cell 
networks [9] 

Mobility 
prediction, 
RSS, velocity, 
time for which 
device stays in 
femtocell area 

  Yes(by 
identifying 
the time a 
user spends 
in femtocell 
area) 

   

2 A new handover 
strategy between 
femtocell and 
macrocell for 
LTE based 
network [10] 

RSS, available 
bandwidth, 
velocity, 
interference 
level, 
real/non-real  
time 
transmission, 
user type 

  Yes(improve
d handover 
decision due 
to more 
number of 
parameters 
for decision) 

 Yes(by 
considering 
interference 
level for 
handover 
decision)  

Yes(by 
allowing 
the 
network 
access to  
CSG) 

3 Handover 
management in 
high-dense 
femtocellular 
networks [11] 

Neighbour cell 
list, RSS, 
SINR, 
available 
bandwidth 

Yes(by 
reducing 
call 
block/drop
)   

Yes(by 
creating 
reduced 
neighbour 
cell list) 

Yes( by 
taking a high 
value for 
SINR) 

Yes(by 
increasing 
macrocell 
channel 
release 
rate) 

 Yes(prea
uthentica
tion 
pertform
ed) 

4 Performance 
Analysis of 
Handover 
Strategy in 
Femtocell 
Network [12] 

RSS, velocity, 
interference 
level, capacity 
bandwidth, 
user type 

  Yes(by 
delaying the 
handover for 
unregistered 
users) 

 Yes(by 
considering 
interference 
level) 

Yes(regis
tered 
users are 
allowed 
to access 
network  

5 Handover 
Scenario and 
Procedure in 
LTE-based 
Femtocell 
Networks [13] 

RSS, Mobility 
prediction, 
velocity, 
real/non-real  
time 
transmission 

  Yes(by 
identifying 
the time a 
user spends 
in femtocell 
area) 

   

6 Load balancing 
with reduced 
unnecessary 
handoff in energy 
efficient 
macro/femto-cell 
based BWA 
networks [14] 

RSS, velocity, 
real/non-real  
time 
transmission 

Yes(better 
call quality 
)   

Yes(by 
introductio
n of active-
idle mode 
of femto 
base 
station)  

Yes(by 
denying 
handover to 
slow users or 
undergoing 
real-time 
transmission
) 

Yes(by 
setting the 
macro RSS 
threshold 
value 
above the  
balanced 
threshold 
level) 

  

 
Using the requirement parameters listed in section 3, it is 
found that none of the techniques achieves all the  

 
objectives, although maximum number of mechanisms 
help in the reduction of unnecessary handovers. While 
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handover techniques at S.No 3 and 6 improve throughput 
and energy efficiency of the network and also provide for 
load balancing but they fail to look at another important 
aspect of interference management. The techniques at 
S.No. 2, 3 and 4 tend to improve security of the network by 
pre authentication of the user to access the femtocell 
network. The techniques at S.No. 1 and 5, although able to 
achieve only a single objective of reducing unnecessary 
handovers yet they are using a very efficient scheme of 
mobility prediction to calculate the time a user device will 
spend in the femtocell area. 
The most important aim of overlaying the macrocellular 
network with femtocells is to provide enhanced end point 
service accessibility to users and offloading macrocellular 
network. All the objectives described above leads to 
improved QoS in one way or another.  The QoS can be 
taken as a function of all the objectives mentioned in 
section 3 i.e. 
QoS = f (O1,O2,O3,O4,O5,O6)             
In above equation, if all the objectives are assigned equal 
weights, then techniques at S.No. 4 and 6 provide the most 
significant improvement in quality to users. However, 
different objectives can be assigned different weights based 
on their priorities and impact on quality.  
 

 
5. Conclusion:  

 
The femtocells have emerged out as a promising solution 
to improve the network coverage indoors and to offload the 
traffic from already overloaded macrocells. Handover is an 
important area of research in overlaid macro femtocellular 
networks. In this paper, a few works on the handovers in 
femtocell overlaid macrocell have been described. The 
objectives for handover are proposed which include 
throughput, Energy efficiency, Reduction in unnecessary 
handovers, Network load balancing, Interference 
Management, Network security. The comparison of 
existing handover techniques has been done against the 
stated objectives. The comparison indicates the need of an 
efficient handover technique that tries to cover all the 
objectives. To achieve all the objectives is certainly 
difficult but more number of objectives achieved leads to 
improved Quality of Service to user. 
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Abstract—In an event-based sensor network, a sequence of
burst sensor data messages are required to be transmitted in
shorter transmission delay without losses. However, it is difficult
due to limited communication buffers in intermediate sensor
nodes in a wireless multihop transmission route to the sink
node. This paper proposes NeBuST-wide routing and transmis-
sion protocols in which sensor data messages are transmitted
along dynamically determined transmission routes in message-
by-message manner. In case of a full communication buffer
in the next-hop wireless sensor node, an intermediate node
forwards data messages to another neighbor node to make detour
transmissions for achieving shorter transmission delay and for
avoidance of losses of the sensor data messages. In addition, this
paper evaluates the performance of NeBuST-wide in comparison
with the original NeBuST to make clear the effect of wider
distribution of burst sensor data message transmissions and in
comparison with a static multi-route transmission protocol.

I. INTRODUCTION

A wireless sensor network consists of multiple wireless
sensor nodes and a sink node and sensor data messages are
required to be transmitted within the required time. Until now,
various methods for sensor data message transmissions have
been proposed for sensor networks with regular and periodical
transmission requests. However, in an event-driven sensor
network, distribution of sensor data transmission requests is
wide and the memory capacities in wireless sensor nodes are
not always enough. Hence, buffer overflow might be caused
and some sensor data messages might be lost. For reliable
and stable transmissions of event-driven sensor data messages,
they are forwarded only when there are enough amount of free
communication buffer in a next-hop sensor node. In addition,
in spite of this forwarding condition, end-to-end transmission
delay of a sequence of sensor data messages are required to
be shorter. This paper proposes NeBuST-wide which is an
extension of NeBuST which achieves reduction of transmission
delay caused by a sequence of filled communication buffers.
NeBuST-wide uses dynamically determined detour routes more
widely distributed than the original NeBuST.

II. WIRELESS SENSOR NETWORKS

A wireless sensor network consists of multiple wireless
sensor nodes with wireless communication devices and a sink
node. Sensor data messages containing sensor data achieved by
the sensor nodes are transmitted to the sink node. A wireless
multihop transmission route R = ||S0 . . . Sn〉〉 from a source

sensor node Ss (= S0) to a destination sink node Sd (= Sn) is
a sequence of intermediate sensor nodes Si (0 < i < n). Each
intermediate sensor node Si forwards sensor data messages
from Si−1 to Si+1.

There are two kinds of sensor data messages as follows:
• Regular sensor data messages which are transmitted
periodically from various sensor nodes.
• Event-driven sensor data messages which are transmitted
from dedicated sensor nodes in an on-demand manner.

This paper discusses transmission methods for the latter.
For transmissions of event-driven sensor data messages, con-
stant high traffic communication is not always required to be
supported. In case of an occurrence of an event, sensor data
messages are burstly initiated and required to be transmitted
without losses in a shorter delay. It is assumed that the capacity
of the wireless sensor network is enough to transmit all
the regular and event-driven sensor data messages. However,
since many event-driven sensor data messages are initiated
burstly, communication buffers in intermediate sensor nodes
are temporarily filled. It may cause losses of the event-driven
sensor data messages and their end-to-end transmission delay
may get longer which are inadequate for sensor network
applications.

III. PROBLEMS

Resources in a wireless sensor node are limited for smaller-
sized implementation and its lower price. Not only its battery
capacity but also its memory capacity are limited. Thus, in a
wireless multihop transmissions of a sequence of event-driven
sensor data messages along a wireless multihop transmission
route R = ||S0 . . . Sn〉〉, communication buffers in intermedi-
ate nodes Si may be filled. Such filled communication buffers
are caused around the sink node and intermediate sensor
nodes at which multiple transmission routes join together
when multiple sensor nodes transmit event-driven sensor data
messages simultaneously as shown in Figure 1.

In wireless multihop communication, Si contends with
Si−2, Si−1, Si+1 and Si+2 which reduces transmission oppor-
tunities in Si. In widely available contention-based wireless
LAN protocols [5], [6], contention avoidance is realized by
introduction of randomly determined backoff periods. This
provides long-term feasibility due to probably distributed back-
off periods; however, short-term infeasibility is inevitable. This
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Destination
Sink Node

Source
Sensor Node

Fig. 1. Filled Buffers in Intermediate Sensor Nodes around Sink Node.

causes maldistribution of transmission opportunities which
causes filled communication buffers in the intermediate sensor
nodes.

While a communication buffer in Si is filled, it is impossi-
ble for Si to receive a sensor data message forwarded by Si−1.
In this case, Si−1 does not receive an acknowledgement mes-
sage from Si and retransmits the sensor data message. After
the predetermined numbers of retransmissions, Si−1 discards
the sensor data message. Each intermediate sensor node Si

stores sensor data messages in its communication buffer for
their retransmissions while it does not receive an acknowl-
edgement message from its next-hop sensor node Si+1. Due
to less amount of communication buffers and maldistribution
of transmission opportunities, the communication buffer of
Si is filled temporarily and Si−1 cannot forward sensor data
messages to Si. For sensor data message from Si−1 to Si, Si

is required to transmit a buffered sensor data message to Si+1

to make space in its communication buffer; however, it may
contend with its 1-hop and 2-hop previous-hop intermediate
sensor nodes Si−1 and Si−2 which are exposed and hidden
nodes. Thus, communication buffers in Si−1, Si−2, . . . are also
filled; that is, a sequence of communication buffers are filled
as in Figure 2. Due to the same reason discussed above, it
requires much more longer time to clear the sequence of filled
communication buffers.

Si
Si-1Si-2

Fig. 2. Sequence of Filled Communication Buffers.

IV. RELATED WORKS

Wireless LAN protocols are not designed for wireless
multihop communications. Its collision avoidance methods
CSMA/CA and RTS/CTS reduce the performance of multihop
transmissions of a sequence of sensor data messages. MARCH
[7] is a modified protocol for RTS/CTS control message
exchanges to adapt to multihop transmissions. RH2SWL [2]
avoids contentions between hidden nodes by a transmission
power based routing protocol. These protocols concentrate
only on transmission delay of a sequence of sensor data mes-
sages but do not consider the buffer capacities in intermediate
sensor nodes. Various scheduling algorithms [1] for sensor data

message transmissions have been proposed which reduce end-
to-end transmission delay and indirectly reduce the required
communication buffer capacities in intermediate sensor nodes.
However, the transmission schedule is not flexible and an
advertising method of the schedule and a close synchronization
method among sensor nodes are required. Hence, it is difficult
to apply them to transmissions of event-driven sensor data
messages.

The authors have proposed NeBuST (Neighbor Buffering
for Congested Sensor Data Transmissions) by which sensor
data messages waiting for their spaces in the next-hop sensor
nodes are forwarded to neighbor nodes nearer to the sink
node for shorter end-to-end transmission delay. In order to
store sensor data messages into communication buffers of
sensor nodes nearer to the sink node, an intermediate sensor
node Si−1 forwards them to different neighbor sensor node
S′

i from its next-hop one Si as shown in Figure 3. S′
i is a

neighbor sensor node of both Si−1 and Si+1. In case that
Si−1 tries to forward a sensor data message to Si whose
communication buffer is filled, Si transmits back a nack
(negative acknowledgement) control message to notify its filled
communication buffer. On receipt of the nack control message,
Si−1 tries to forward it to S′

i. If it is successful, transmission
delay of the sensor data message is expected to be reduced
since Si+1 is a neighbor sensor node of S′

i. Otherwise, i.e., the
communication buffer of S′

i is also filled and Si−1 receives a
nack control message, Si−1 stores the sensor data message to
its own communication buffer.

Si

Si

Fig. 3. Neighbor Buffering in Original NeBuST.

V. PROPOSAL

A. NeBuST-wide

For transmissions of burst event-driven sensor data mes-
sages, the original NeBuST avoids additional transmission
delay caused by a sequence of filled communication buffers by
using communication buffers in 1-hop neighbor sensor nodes
as backups. Sensor data messages are transmitted nearer to
the destination sink nodes even while communication buffers
in intermediate sensor nodes are filled. In a wireless multihop
transmission route R = ||S0, . . . , Sn〉〉, sensor data messages
buffered in a backup sensor node S′

i is forwarded to Si+1

which is a next-hop node of Si in R.

As discussed in the previous section, communication
buffers in any intermediate sensor nodes may be filled indepen-
dently of distance to the sink node. Thus, a sequence of filled
communication buffers may be configured even far from the
sink node. In this case, the original NeBuST also contribute to
reduce the transmission delay by using communication buffers
in 1-hop neighbor sensor nodes as shown in Figure 4. However,
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for avoidance of a sequence of filled communication buffers
far from the sink node, since few concurrent transmissions of
burst event-driven sensor data transmissions through neighbor
sensor nodes are expected, wider distribution of sensor data
message transmissions may reduce more transmission delay.
Thus, this paper proposes an extension NeBuST-wide. Here,
a backup sensor node S′

i of Si does not always transmit to
Si+1 but also to its backup node S′

i+1. In addition, S′
i also

transmits sensor data messages to a backup node S′′
i+1 of S′

i+1
which may be away from R. Therefore, as shown in Figure
5, if a communication buffer in Si is filled, transmissions of
sensor data messages are widely distributed and sensor data
messages are transmitted and buffered in sensor nodes nearer
to the sink node. The widely distributed transmissions becomes
independent of R and shorter end-to-end transmission delay is
achieved.

Fig. 4. Filled Communication Buffers in Original NeBuST.

B. Routing Protocol

In the extended NeBuST-wide proposed in the previous
subsection, not only 1-hop neighbor sensor nodes S′

i of inter-
mediate sensor nodes Si in a wireless multihop transmission
route R = ||S0, . . . , Sn〉〉 but also other sensor nodes are
engaged in transmissions of sensor data messages from S0.
There are many possible intermediate nodes widely distributed.
Hence, differently from the reactive routing protocol in the
original NeBuST, NeBuST-wide adopts a proactive routing
protocol in which each sensor node maintains its next-hop
sensor nodes for lower routing overhead. One of the possible
methods for all the sensor nodes to achieve and update their
next-hop sensor nodes is periodical flooding of a routing
control message from the destination sink node.

Here, based on a well-known ad-hoc routing protocol

Fig. 5. Filled Communication Buffers in NeBuST-wide.

TORA [4], each sensor node achieves and keeps its hop counts
to the sink node. The sink node broadcasts a routing control
message to which the initial hop count 0 is piggybacked. On
receipt of the first arrived routing control message, a sensor
node increments the piggybacked hop count and broadcasts it.
On receipt of the last arrived routing control message, a sensor
node determines its hop count as the minimum hop count
piggybacked to the received routing control message. Then,
it advertises a pair of its identification and hop count to its
neighbor sensor nodes by broadcasting a routing control mes-
sage containing it. By receipts of the routing control messages,
a sensor node determines its next-hop nodes advertising the
minimum hop counts. In addition, it also achieves its possible
previous-hop sensor nodes whose hop counts are larger than its
own hop count. A sensor node forwards sensor data messages
to one of its next-hop sensor nodes whose communication
buffers are not filled.

C. Protocols

This section describes NeBuST-wide routing and data
message transmission protocols proposed in this section.

[Routing Protocol]
1) The sink node broadcasts a routing control message
Rreq(s) with a sequence number s periodically1. Rreq(s)
also carries a hop-count Rreq(s).hop from the sink node
which is initially 0.

2) On receipt of the first copy of Rreq(s), a wireless sensor
node Si registers Rreq(s).hop + 1 as its temporary hop

1The interval depends on the degree of topology change of the wireless
sensor network caused by mobility and failures of wireless sensor nodes.
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count thopi. Then, Si broadcasts a copy of Rreq(s) where
Rreq(s).hop := thopi.

3) On receipt of another copy of Rreq(s), only if
Rreq(s).hop + 1 < thopi, Si registers Rreq(s).hop + 1
as thopi.

4) If Si has received copies of Rreq(s) from all its
neighbor wireless sensor nodes, Si registers thopi as its
final (minimum) hop-count hopi to the sink node. Si

broadcasts a routing control message Rrep(s) to which
hopi is piggybacked as Rrep(s).hop .

5) On receipt of the Rreq(s) from Si, a neighbor wire-
less sensor node Sj registers a pair 〈Si, hopi〉 :=
〈Si,Rreq(s).hop〉 into its routing table. �

A routing table of Si is a set of pairs of its neighbor
wireless sensor nodes Sj and their hop counts hopj to the
sink node. If hopj < hopi, Sj is a candidate of its next-hop
node. Sj with the minimum hop count hopj is a default next-
hop node of Si and Si forwards sensor data messages to Sj

if a communication buffer of Sj is not full, i.e., Sj does not
return a nack control message for a reply to a data message.

[Data Transmission Protocol]
1) A wireless sensor node Si which initiates a multihop
transmission of a data message or receives a data message
from one of its neighbor nodes transmits the data message
to its default next-hop node Sj with the minimum hop
count hopj to the sink node.

2) If Si receives an ack control message from Sj , Si

deletes the data message and the transmission is complete.
3) If the receipt of the ack control message is timeout, Si

retransmits the data message to Sj .
4) If Si receives a nack control message from Sj or
the number of retransmissions reaches the predetermined
upper limit, Si transmits the data message to its another
candidate of its next-hop node Sj whose hop count is less
than its hop count, i.e., hopj < hopi, according to Step
1).

5) If no ack control message is received from its all next-
hop candidate nodes, Si stores the data message to its
communication buffer. After a certain longer interval, Si

retries the transmission from Step 1). �

VI. EVALUATION

This section evaluate the performance of NeBuST-wide.
First, we evaluate it by comparison with the original NeBuST.
During transmissions of a sequence of sensor data messages,
sensor nodes nearer to the sink node than a threshold distance
suspend forwarding sensor data messages in order to cause
filled communication buffers temporarily. Then, the sensor
nodes restart forwarding and end-to-end transmission delay
of the sensor data messages are measured. As shown in
Figure 6, sensor nodes with 100m transmission range and
communication buffers for 5 sensor data messages are located
in a lattice with 60m spaces. A source sensor node is 30 hops
away from a destination sink node along a straight transmission
route and transmits 30–50 sensor data messages per second
for 0.5–2.0 second duration. Sensor nodes within 300m from
the sink node suspend communication by transmitting back
nack control messages in duration 1.0 second after starting
transmissions of sensor data messages. Here, the required time

to transmit all the burst sensor data messages to the sink node is
measured in the naive multihop transmission with nack control
message returns, in the original NeBuST and in NeBuST-wide.

60[m]

300[m]

60
[m

]

30 Hop

Fig. 6. Simulation Setting.

Figure 7 shows the results with 1.0 second suspension
period. In comparison with the naive multihop transmissions
with nack control message returns, NeBuST reduces 4.67%
transmission delay. Thus, neighbor buffering in NeBuST con-
tributes to reduction of end-to-end transmission delay. Further-
more, NeBuST-wide achieves 15.9% shorter transmission de-
lay. Thus, wider distribution of sensor data message transmis-
sions by extended neighbor buffering effects on the reduction
of end-to-end transmission delay.
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Fig. 7. Transmission Delay with 1.0s Suspension.

Figure 8 shows instances of transmission delay of all the
sensor data messages in cases of 2.0 second burst period
with 50 sensor data messages per second and 1 second
suspension period. In NeBuST and NeBuST-wide, the front
sensor data messages are buffered in an intermediate node
along a transmission route and requires longer transmission
delay; however the other sensor data messages are transmitted
through detour routes even during the suspension period and
the reduction of transmission delay is realized. Hence, though
the tail sensor data messages require longer transmission delay
in the naive transmissions with nack control message returns
due to the effect of the sequence of filled communication
buffers, NeBuST and NeBuST-wide are less effected and
transmission delay of the tail sensor data messages are much
shorter than the others especially in NeBuST-wide.

Next, we compare it with another multi-route routing
protocol AODVM [3] for node-disjoint ad-hoc routing. In
a 2,000m × 2,000m square field, the sink node is at the
center of the field and 3,000 wireless sensor nodes with
a 100m wireless transmission range and a communication
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buffer for 5 data messages are randomly distributed. AODVM
detects multiple transmission routes in advance; however,
NeBuST-wide dynamically changes transmission routes in a
message-by-message manner. Figure 9 shows detected two
node-independent transmission routes in AODVM and Figure
10 shows a default transmission route in NeBuST-wide. The
randomly selected source wireless sensor node initiates 30–50
burst data messages in each second and the burst period is
1.5–3.0 second. For comparison of the two protocols, during
1.0–2.0 second in simulation time, all wireless sensor nodes
return nack control messages in order to buffer some data
messages in transmission.

20
00

m

2000m

300m

Fig. 9. Transmission Routes in AODVM.

VII. CONCLUSION

This paper proposes NeBuST-wide as an extension of NeB-
uST which realizes shorter delay transmissions of event-driven
sensor data messages. In spite of less memory capacities in
wireless sensor nodes, it avoids losses of sensor data messages
caused by filled communication buffers and improves end-to-
end transmission delay by wide distribution of sensor data
message transmissions away from the original transmission
route. For NeBuST-wide, routing and sensor data message
transmission protocols are designed and the performance is
evaluated by comparison with the naive transmissions and the
original NeBuST. The proposed NeBuST-wide achieves shorter
transmission delay due to avoidance of effects of sequences of
filled communication buffers.
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Fig. 10. Default Transmission Route in NeBuST-wide.
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Fig. 11. shows the average transmission delay of all the burst sensor data
messages.
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  Abstract- Mobile payment is receiving such a significant care 

because it enables an easy payment method. It can replace the 

traditional payment means. However, m-payment over open 

devices and networks reveal security challenges related to the 

phone & open wireless communication nature. Mobile phone 

nature as small device, low cost, low power and portable, it 

cause that mobile cannot do complicated computing 

encryption. Moreover the evolving of phone viruses is also a 

huge threat to the mobile payment. At the same time, open 

wireless communication can be easily tapped by illegal user. 

Illegal user can intercept the information and change its 

content. This paper is going to present a mobile payment 

solution with distributed key based on current mobile multi-

interface. It uses an additional equipment (micro SD) to 

achieve keys distribution and improve the mobile encryption 

capability. Moreover it uses J2ME security architecture to do 

data encryption, digital signing, and identity authentication to 

secure the wireless communication. The proposed system is to 

raise the security level of mobile payment to a standard that is 

legally accepted without affecting the user experience or raise 

the cost of the implementation.  

 

Key words: 

 Payment Security; Mobile Payment; Multi-interface 

Authentication; Mobile Encryption; Micro SD encryption.   
 

I. INTRODUCTION 

By time more and more people depend on internet to do 

their business by using e-commerce. Now, internet is being 

used to access online services such as e-commerce, e-

voting, e-banking, e-government [1, 2]. Security is an 

important issue in internet based services. Most of online 

services uses passwords, personal identification numbers 

and keys to access their account. These types of 

authentication cannot verify the real identity of  

the user who is doing the transaction. Using any online 

service today always need username and password to 

authenticate. This mechanism is not secure enough as 

password can be easily hacked by the man in the middle 

and later used to get the user information. 

Financial organization that offers online services should 

use stronger secure method to authenticate their customer. 

The current mechanism that based on password is not 

enough to protect user information against identity theft. 

As a result any hacker can gain access on confidential 

information like credit card number.  

Single interface authentication increases the risk of 

revealing customer information by hacker or middle man. 

A need is rising for a multi interface authentication 

technique for secure web transactions and to increase trust 

in web user identity. 

 

II. PROBLEM DEFINITION 

Many organization uses username and password (one 

interface) as authentication credential for remote login. 

Using the right password will grant the user an access over 

company database, email account and other information. 

But password are naturally is not secure enough. Password 

s can be cracked or easily guessed. Hackers can use many 

ways to get the password like [3]:  

A. Phishing attacks which trick the user into 

providing access information.  

B. Key-loggers and “spyware” which clearly capture 

access information. 

C. User Session Hijacking – Attacker gets control 

over the active user session and monitors all user 

activities. 

Moreover, it‘s very difficult to know who access your 

account or even if someone is accessing your account 

illegally [11].  

The most concrete way to give a better security is to add 

another level of security. Since the password is something 

that user know, we can add something that user also can 

have. 

 PIN/ 

password 

List 

One Time 

password 

OTP Token 

Mobile 

SMS- OTP 

PKI smart 

card + reader 

Security 

    
Easy to use 

    
Mobility 

    
Low Usage 

Cost     
Low 

Maintenance     
Legal Qualified 

signing     
 

 

 
 

 

In Fig.1 we have examined many tokens or hardware that 

user can have as a second authentication interface. As a 

result, none of them is legally accepted expect PKI smart 

card, however it is not easy to use and very difficult user to 

carry it around. According to available options, if we need 

an accepted legally secured transaction, we will complicate 

the system implementation which is not accepted if we are 

targeting large number of users. Moreover the cost of the 

system will be very high.  

: Compliant : Not Compliant 

Fig.1 different M-Payment solutions for internet based system 

: Partially Compliant 
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III.  EXISTING PAYMENT SYSTEM & PROTOCOLS 

There are many types for M-payment solutions for internet 

based system.  M-payment systems can be categorized into 

three major categories [4]. 

A. Account-based system: each customer has an account 

that managed by third party. The customer can 

perform pre-paid or post-paid financial. There are 

three sub-categories for account-based M-payment 

systems [5]:  

 Payment system based on mobile phone which 

enable customer to do commerce transaction.  

 Smart card payment system.  

 Credit-card M-payment system which enable 

customer to transaction through their mobile 

devices.  

B. Mobile POS (Point OF Sale) payment system which 

customers can purchase by using a vending 

machines or online with their mobile device. It 

can be divided into  : 

 An automated POS like any fixed 

terminal like vending machine and 

parking meters.  

 Attended POS payment, which customer 

can make payments with assistance from 

third party like taxi driver, counter clerk, 

etc [6].  

C.  E-wallets or E-cash: customers can stress cash from 

their debit/credit card into tier E-wallet. E-cash 

can be used to pay micro payments or small 

payments [7]. 

 

There are two existing protocols are being used in all 

present’s systems:  

A. Secure Electronic Transaction (SET), is a protocol 

used in existing credit card payment system to 

secure the web based financial transactions as well 

as authentication of transaction. SET is considered 

as a standard international protocol [8].  

In a basic scenario, customer will access the seller 

website using normal computer to select goods or 

services and pay it through credit/debit card. SET 

protocol will support the customer to do online payment 

to any seller who can accept online banking facilities.   
  

 
 

 

 

A brief description of SET protocol steps as follow  
 

Step 1: Customer logged into the seller web site to 

select goods or services. Web site will show the total 

cost of the goods/ services with taxes and shipping 

cost.  

Step 2: The system asks the customer to choose 

payment method.  

Step 3: Customer will fill payment info to pay through 

credit card.  

Step 4: Merchant agent will raise a request to 

merchant bank for payment and customer 

authorization.  

Step 5: Merchant bank will contact customer bank for 

payment authorization. 

Step 6: Customer bank will reply back with 

authorization response. .  

       Step 7: Merchant bank will reply back to the agent 

with the customer bank response  

Step 8: Customer will receive a web notification based 

on transaction processing result.  
 

Most of the banks provide online service to enable 

customers to make payments for goods/services. But they 

need to be registered before in the bank. Each customer is 

provided with bank account number and account type. The 

bank will generate a transaction reference and be provided 

to the customer for tracking purposes.  

 

Disadvantage of SET  

 SET protocol is designed to maintain the normal 

transaction flow (Customer Agent- Merchant Agent-

Merchant Agent Bank). There is a need for customer 

identity verification.  

 There is no notification with the account balance to 

the customer or asking for verification. 

 SET is designed only for card based(credit/debit) 

transactions. Account transaction is not supported or 

any other singing/authorization activity. 

 

B. E-Wallet or Digital cash is a way of money 

transfer. This method is electronic money transfer 

using computer via internet or on mobile via 

GPRS (General Packet Radio Service) 

connection. This method is easy and flexible to 

pay small payment. However, it has many 

disadvantages which include fraud, device failure, 

tracking of specific person.  Most common 

implementation of the E-wallet is the Personal 

wallet [12].  

Personal wallet is a software or hardware installed 

in the user machine. There is no need for any 

server. The user saves the credit information 

locally. 

Advantages:  

 Its implementation cost is very low.  

 It does not need any server, so customer can do 

offline payment.  

Fig.2 Transaction flow in Secure Electronic Transaction (SET) 

protocol 
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 It can be used through smart card or secret pin. 

 All customers private information is under user 

control, as it is save to the local device. 

Disadvantages:  

 It needs a huge amount of space on user machine, as 

all logs stored on user machine.  

 As the information stored on user machine. It 

presents a single point of failure. It also opens a lot of 

possibilities for hacking. 

 

IV. MOBILE DIGITAL SIGNATURE SOLUTION BASED 

ON MICRO SD.  

We need a strong authentication mechanism when dealing 

with electronic money transaction. Single interface 

authentication is not considered the right choice to use. 

Therefore, we need multi-interface authentication. In the 

proposed system we will add a second authentication layer 

using SMS. We believe that the customers will carry their 

phone and will be able to receive and send SMS. After 

getting the SMS user can confirm his choice. The secure 

Micro SD will take the responsibility to sign the SMS. 

Micro SD will provide a physical space which is not 

accessible by phone application. 

  

Micro SD design and device communication:  

Customer can use the micro SD as normal storage, 

however the secure element that will do the signing, it is 

not accessible unless through a special procedure.  

In Fig3, we are presenting the micro SD architecture 

overview. As shown, the micro SD from high level has no 

difference than any normal micro SD. As a result it can be 

used in any phone that has SD slot. It does not need any 

special requirements to be attached to a mobile phone.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown in fig4 we are presenting the communication 

flow of the secure micro SD. As shown, the micro SD has 

a great flexibility, as micro SD storage can be accessed 

simultaneously with the security functions.  
When a customer receives a verification SMS (with 

specific Short Code) an application will be activated on the 

phone asking the user to enter Pin code then a screen will 

open with the SMS content. Customer will have the option 

to choose to sign or not. Then the application will send the 

SMS back with the customer response. All these operations 

will happen with support from micro SD to encrypt/ 

decrypt using PKI.  

By using micro SD, we have achieved the following:  

1- Decryption of Received SMS will happen in 

secure physical place with no chance that any 

other application on the phone can access it.  

2- In case of losing the phone no one can access the 

application as he will not have the Pin code. This 

is much more securing the VISA Card.  

3- Micro SD will not work in any other phone. 

Micro SD will be linked to the phone through 

IMEI (International Mobile Station Equipment 

Identity) phone number. However, it is still can 

work as a normal storage.  

4- Micro SD will not work in case of SIM changing. 

Micro SD will be linked to the SIM by storing the 

SIM IMSI number (International mobile 

Subscriber Identity).  

More information about how the micro SD is linked to 

other components will be present in the system sequences 

diagram. 

System Architecture:  

  In the coming section, we will explain the system 

architecture overview in simple steps using a basic 

scenario. 

User with a Cell 
phone equipped 

with Secure 
MicroSD

1- User login to the Bank Web site using username & Password

2- Login Authenticated & session key returned

3- User select the operation desired like money transfer

4- Filling the needed information 

Bank 
Infrastructure 

Certificate Issuer

 Bank 
Web 
site

Bank 
authorization 

server

5- Sending SMS to the user encrypted with his Public key

6- sending a signed response with private key through SMS

7- Send the response to the 
user

Multi-way authentication using micro SD 
Overview

8- Response

 
Step 1: User logins to the bank web site using his 

already configured username/ password. 

Step 2: Bank will allow user to login in, as a result of 

success comparison between entered username & 

password with the saved one.  

Step 3: User choose the operation that he needs to 

perform. 

MicroSD Module
Flash Memory

Security 
Module Read/Write
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Fig.3 Micro SD 

Architecture overview 

 
Fig.4 Micro SD Communication flow 

 
Fig.5 Basic authentication scenario using secure micro-SD 
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Step 4: User filling the needed information. 

Step 5: Bank will use the user phone number to send 

an encrypted SMS to the user asking for his sign. The 

SMS will be encrypted by user public key. As soon as 

user’s phone receives the SMS, an application will be 

activated as the SMS has a special short code. The 

application will decrypt the SMS using user’s private 

key. Private Key information stored in the phone’s 

secure micro SD. 

Step 6: User will have a screen on his mobile with the 

following information: 

a. SMS content.  

b. One button to sign the SMS.  

c. One button to reject it. 

 Based on user choice a signed SMS will be send back 

to the bank.  

Step 7: Bank will decrypt the message and comparing 

between the message and its hashing value.  

Step 8: Bank will send the user a response back 

through Web interface or SMS.  

 

System Class Diagram: 

 
 

 

As shown in Fig 6, we have added two new relations to the 

normal web transaction class diagrams to support multi 

interface authentication[10].  

1- Certificate issuer is newly presented to the class 

diagrams as he will be responsible to issue the 

certificate & revoke it.   

2- Mobile secure micro-SD: it will be responsible to 

decrypt the message that will be received from the 

band and sign the response back to the bank. 

By adding these two components to the class diagrams 

we have reached the multi-interface authentication 

with minimum impact on user& cost.  

 

System sequences diagram: 

  Customer uses the system for first time: in order to 

build the system and operate correctly, we need to add a 

relation between the customer’s bank and a new 

component that will presented to the transaction life 

cycle which is certificate issuer (CI). Each customer 

will have his own certificate (1024 or 2048 bits). Public 

key will be shared with the bank and the private key 

will be stored in the micro SD [16]. Then, micro SD 

will be delivered to the customer. During the customer 

[13] registration in the bank security links will be 

created .  

a. Micro SD will be configured to have 

customer IMSI (International mobile 

subscriber identity) number.  

b. Micro SD will be configured to have 

customer IMEI (International Mobile 

Station Equipment Identity) number. 

 

 

 E-payment singing: the proposed system can be used to 

certify an E-payment. Customer can enter any website 

and select the desired goods or services. Then, customer 

will choose the credit card as a payment method. 

Payment information will be submitted to VISA which 

will contact the customer bank. Customer’s bank will 

Fig.6 Multi-interface web transaction using secure Micro SD 

Fig.7 customer uses the system for first time (SET) 
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send an encrypted SMS to the customer mobile phone. 

Then Customer will reply back in signed SMS. In this 

way, we are sure that the customer is he /she claim to 

be.

 
Key management:  customers will receive their micro 

SD already loaded with the customer private key. It’s 

recommended to change the customer private key 

every 3 months. It is possible to change the customer 

private key in a secure way remotely. We can use 

OTA (over the Air) technology to send the new private 

key to the customer in a secure way. OTA is a telecom 

standard to send secure/encrypted SMS to mobile 

device to execute commands. Each SIM has its own 

key that will be used to encrypt the SMS before 

sending. This key cannot be repeated between 

customers.  

 

V. HOW THE PROBLEM GET SOLVED 

The issue with multi-interface authentication is solved 

by adding a new component to the transaction life 

cycle like [14 , 15]:  

1- Certificate issuer: it will be responsible for issuing 

a new certificate per customer.  

2- Micro SD: it’s a secure component will be used 

from inside the mobile phone to encrypt /decrypt 

and signing SMS 

Step 1: Customer logged into the seller web site to 

select goods or services. Web site will show the total 

cost of the goods/ services with taxes and shipping 

cost.  

Step 2: The system asks the customer to choose 

payment method.  

Step 3: Customer will fill payment info to pay through 

credit card.  

Step 4: Merchant agent will raise a request to 

merchant bank for payment and customer 

authorization.  

Step 5: Merchant bank will contact customer bank for 

payment authorization. 

Step 6: Customer bank will send an encrypted SMS to 

get customer signing 

Step 7: Customer will reply will sign SMS [16]. 

Step 8: Customer bank will reply back to the merchant 

bank with the customer response based on the signed 

SMS verification.  

Step 9: Merchant bank will reply back to the merchant 

agent based on customer’s bank response. 

       Step10: Customer will get a response from the 

Merchant agent which is the same response he gave 

already when signing the SMS. 

 

VI. SYSTEM ANALYSIS AGAINST              

                               INTERNET THREATS 

The proposed system can handle many internet 

threats like phishing, loss of cell phone etc. we will 

discuss the resistance of the proposed system under 

many internet threats [9]: 

 

Security against Phishing: phishing fraud is very 

popular technique to capture important data like 

passwords and credit card. Phishers can use the 

hacked information to gain access to customer data or 

transfer money. Phishing is generally performed 

using email or instant message or false web site. The 

proposed system is against phishing attacks. Even if 

the phishers can get the username / password, he 

cannot do any operation. Multi-way authentication is 

protecting the system, so phisher will need to sign the 

verification SMS that will be sent from the bank.  

 

Virus attack on phone: infecting phone with viruses 

will not affect the micro SD. Micro SD is doing all 

encryption /decryption and signing operation in a 

separated space which is not accessible to any 

application installed on the phone. It is impossible for 

Fig.10 transaction flow in multi interface authentication 

transaction 
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any application to get the private key. Infected phone 

can still be used to sign SMS without known issue. 

 

Cell phone loss: no one can access the security 

module on the micro SD except its owner, because 

you will need to enter the pin code to activate the 

application. Moreover, we can use the OTA 

technology to send an encrypted SMS to the phone to 

change the private key to mismatch the public key, so 

the security module will be disabled and no one can 

sign any requests.  

 

SMS is delayed or destroyed: it is highly 

recommend having a well-equipped network, if you 

are going to rely on it to verify the user identity. This 

issue addressed by placing a timer on the bank and on 

the phone to put a time frame regarding when you 

should get a SMS delivery receipt.  

 

If someone changed the phone: if someone tried to 

move the micro SD from one phone to another, he 

can use it as storage media not as a security module. 

The micro SD and phone will be linked together 

through the IMEI number.   

 

VII. CONCLUSION& FUTURE WORK  

The proposed system has achieved many benefits 

compared to the available options on the market. 
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Cost      
Low 
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Legal 

Qualified 

signing 
     

  
 

We have introduced legally secured payment 

transaction system based on multi-interface 

authentication instead of normal interface which is 

based on username /password. 

 Phone will be your token, as a result of wide usage. 

Using an already existing device will decrease the 

overall system cost. User familiarity with mobile 

phone interface will not reduce the user experience. 

Adding a secure micro-SD to the phone can help to 

do cryptographic operation in isolated space, which 

will grant the user privacy. However the software can 

be easily downloaded from the phone app store 

  

We did affect the ease of use or user journey, as all 

encryption/decryption and signing is hidden for the 

user. Customer identity is confirmed and protect in a 

way that cannot be deniable. We have reached a level 

of encryption which is legally accepted.  

 

For future work, same system needs to be 

implemented with NFC Micro SD or Bluetooth that 

will eliminate the need for SMS which will make the 

system easier to use. 
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