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Abstract - We present a novel method for face gender 
classification problem. This method employs the powerful 
Active Appearance Model (AAM) method for modeling human 
faces and extracting feature vectors, and the simple but 
powerful Fuzzy k-Nearest Neighbors (Fuzzy k-NN) method for 
classification. Experiments for the proposed approach have 
been conducted on FERET data set and the results show that 
the proposed method could improve the classification rates. 
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1. Introduction 
 Human faces contain a lot of important biometrics 
information. One of them is about sexual category. Therefore, 
advances in face gender classification would be meaningful to 
the development of biometrics authentication systems. There 
are two main approaches to solving the face gender 
classification problem. 
 Most of the early research on gender classification 
focused on geometry based methods. These methods were 
based on metric features such as face width, face length, 
mouth size, and eye size for classification. Burton et al. [2] 
used 73 points extracted from a database containing 179 
frontal facial images. The reported accuracy rate was 85%. 
Fellous et al. [5] used 22 normalized distances computed from 
a data set with 109 images. The accuracy rate was reached up 
90%. However, facial feature detection and measurement 
techniques are not sufficiently reliable, and such geometric 
properties alone are inadequate for gender classification 
because rich information contained in the facial texture or 
appearance is discarded. For those reasons, the early research 
techniques proposed were not effective. 
 Recently, most of researchers have been interested in the 
appearance-based approaches. Gollomb et al. [6] developed a 
neural network called SEXNET to identify gender. The 
experiment was conducted on the dataset of 90 images of 
young adult faces (45 males and 45 females). The reported 
accuracy rate was 91.9%. Cottrell and Metcalfe [4] also used 
neural networks for face emotion and gender classification. 
The report said that it achieved the perfect results. Brunelli 
and Poggio [1] applied HyperBF networks for gender 
classification. The experiments conducted on a data set of 168 

images (21 males and 21 females) achieved an accuracy rate 
of 79%. Gutta et al. [8] used a hybrid classifier based on 
neural networks and inductive decision trees with experiments 
conducted on FERET dataset. The best average accuracy rate 
was 96%. Moghaddam and Ming-Hsuan [10] developed 
gender classifiers using SVMs on FERET database. They 
reported that a Gaussian kernel SVM was able to achieve a 
3.4% error rate. Currently, there are a lot of studies [7, 17-19] 
using this method. 
 Although the recent experimental results are good, most 
of studies still face a problem that is how to get good feature 
vectors. Since Matthew Turk and Alex Pentland [15] used 
Principal Component Analysis to deal the face recognition 
problem, it has become the major mathematical tool to extract 
feature vectors. To deal with the problem of face variability, 
some researchers follow model-based methods. Using face 
models, face image interpretation can be formulated as a 
matching problem: given a face image to interpret, the face 
can be located and labelled by adjusting the model parameters 
such that it generates an image which the best approximation 
of the real thing. One of the outstanding face models is Active 
Appearance Model (AAM) invented by Cootes [3]. Fitting an 
AAM to a face image consists of minimizing the error 
between the input image and the closest model instance; i.e., 
solving a nonlinear optimization problem. However, most of 
the fitting algorithms use the error functions or objective 
functions without considering the important information on 
faces. For instance, eyes contain more information than heads. 
Therefore, we propose a novel method for model fitting. For 
classification task, we combine k-Nearest Neighbor, the 
simple but powerful classification method, and Fuzzy Logic 
[14], the method to deal with uncertain things in classification. 
The remaining sections of our paper will discuss the 
implementation of our face gender classification system, 
related theory, and experiments. Section 2 gives details of 
AAM for human faces. Section 3 discusses how to use Fuzzy 
k-Nearest Neighbors for face gender classification. In Section 
4, we will describe the implementation and experiments. 
Finally, we will conclude in Section 5. 



2. Active Appearance Models for Human 
Faces 

2.1  Model Construction 

 Our face model is built using a mathematical method 
which is called PCA as mentioned above. It was first applied 
in face classification by Sirovich and Kirby and then Matthew 
Turk and Alex Pentland [15]. Now it has become the standard 
method in this field.  
 
Training data {  
Algorithm 1: Principal Component Analysis  

Step 1: Compute the mean of data 

                                            (1) 

Step 2: Compute the covariance matrix of data 

               (2) 

Step 3: Compute the eigenvectors  an eigenvalues  of 
matrix  

 
Finally, Statistical model built from data set is , 
where  and model paramters 

.  

2.2  Face Model 

 AAM is a parametric model which was first developed 
by Cootes to model deformable objects. In addition, it has 
been successfully applied in modeling human faces. AAM 
combine statistical shape and texture models. Currently, there 
are a few AAMs. In the paper, we only discuss independent 
AAMs. As the name states, independent AAMs have shape 
and appearance separately. The shape of an independent AAM 
is defined by a set of points . 
The texture of the model is defined by a bitmap image . 
A sample including shape and texture is shown in Fig. 1. 
 

 

Fig. 1. A sample including shape and texture 

 Suppose that we have a training dataset including shape 
data and appearance data . Using 
PCA that we described in Algorithm 1, we have the shape 
model S and texture model A as follows 

        (3) 

 
2.3  Model Fitting 

 Fitting an AAM to an image is a non-linear optimization 
problem to minimize a squared error measure between desired 
output and the model’s outputs. Given model  
with  are model parameters and training data 
set . The sum of squared error  is the 
objective function respect to .  The problem is to find the 
optimal  that minimizes . 

(4) 

or 
 

 

                             (5) 

Algorithm 2: Gauss-Newton algorithm 
    Initialize  

Repeat until convergence  
Step 1a: Determine gradient  
Step 1b: Determine direction vector  

  

Step 2: Set step size  
Step 3: Update parameters  
    

 
where  and  are the Jacobian and Hessian matrices of the 
function , respectively. Descent direction d in gradient-based 
method is shown in Fig. 2. 
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Fig. 2. Descent direction d in gradient-based methods 



 

Fig. 3. Two regions A: eye and B: cheek 

 Suppose that we have an observed image , we need 
to find parameters  and  to fit the model to the image. It 
means that we have to minimize an error function. Most of 
studies [3, 9] use the error function 

. As we mentioned before, this 
formula considers all pixels of  or  have the same weight 
toward the overall squared error. In fact, each region of face 
image has different important degree; for example, region A is 
more significant than region B in Fig. 3. Therefore, we 
propose a different error function 

 where  is weighting 
vector. It means that each pixel  has each weight . 
The value of  is assigned to the variance of each pixel.  

 
Algorithm 3: Fitting algorithm 

Initialize the parameters  of model  
Repeat until convergence 

Step 1: Warp  with                              (6) 
Step 2: Compute the squared error between the images  

                         (7) 

Step 3: Warp the gradient  with  

                                                      (8) 

Step 4: Compute the Jacobian  

                                                                      (9) 

Step 5: Compute the steepest descent textures  

                                                                  (10) 

Step 6: Compute the Hessian matrix  

                                 (11) 

Step 7: Compute the steepest descent parameter updates  

           (12) 

Step 8: Compute  

           (13) 

Step 9: Update the parameters p 

                                                        (14) 

3. Fuzzy k-Nearest Neighbors 
Fuzzy k-Nearest Neighbor methods are simple and effective 
for classification. Suppose that we have a labeled data set 

where , 

the class label for . Given a new point , we have to 
determine the label for . 
 
Algorithm 4: Conventional k-NN algorithm 

Step 1: Finding  nearest neighbors of  
Step 2: The decision rule to choose a label for x 

 ← {majority class label of k nearest 
neighbors}                                                       (15) 

Fig. 4 shows an example of k-nearest neighbors of x and 
distance metric d. 
 

 

Fig. 4. An example of k nearest neighbors of x and distance 
metric d 

Obviously, the decision rule of the above algorithm is quite 
simple and rough. Therefore, we decide to use the distance 
metric to smooth the decision rule. We define the membership 
function  for each . The values of these functions 

are computed from the distance from  to . 
 
Algorithm 5: Fuzzy k-NN algorithm 

Step 1: Finding  nearest neighbors of ,  
Step 2: Compute the value of membership function of  for 
each class label  

        (16) 

Step 3: The decision rule to choose a label for  

                          (17) 



4. Implementation and Experiments 
 First of all, we choose the public database IMM [11-12] 
to build AAM model. The IMM face database comprises 240 
still images of 40 different human faces at 6 different poses, 
all without glasses. The gender distribution is 7 females and 
33 males. The facial structures were manually annotated using 
58 landmarks: eyebrows, eyes, nose, mouth and jaw. A total of 
seven point paths were used; three closed and four open. To 
improve the fitting algorithm, we design pyramid-AAM 
models. 
 To evaluate our proposed approach, we choose FERET 
face database to test our method. The FERET database was 
collected at George Mason University between August 1993 
and July 1996. It contains 1564 sets of images for 14,126 
images that include 1199 individuals and 365 duplicate sets of 
images. We design face gender classification system including 
two main modules of extraction and classification. In the first 
module, face regions are identified and extracted from the 
background of the input image by using the well-known 
algorithm developed by Viola and Jones [13, 16]. The 
information of this step is the prior knowledge to initialize 
parameters p in Algorithm 2 because it provides rough 
estimates of the location and scale of each detected face. Next, 
the system will run the algorithm 2 to fit AAM model to face 
image. Finally, the parameters of the best fitting model 
instance are used for classification by using Algorithm 5 that I 
described before. 
 From FERET database, we constructed two data sets for 
training and testing. The size of each data set is 200 including 
100 males and 100 females that are randomly chosen from 
FERET database. 
 After training the classifier by registering all people in 
training data set, we conducted three experiments for gender 
classification. 
 
Experiment 1: We only use the distance metrics 

 and ; the 
value of  is set to 1, 3, 5, 7 and 9. In addition, we use the 
conventional AAM fitting algorithm [3, 9]. According to the 
experiment, the good results can be reached when the value of 

 is 5. There is no significant change in error rates we increase 
the value of .  

Table 1. Experiment 1 results  

Distance 
metric 

Error rate (in %) 
Male Female Overall 

 9.2 11.3 10.3 

 7.4 10.1 8.8 
 
Experiment 2: We use the proposed AAM fitting algorithm in 
this experiment. According to the results, there is a significant 
improvement in classification rates. 
 
Experiment 3: We continue to use the proposed AAM fitting 
algorithm and two membership functions, Triangle and 

Gaussian functions (which are shown in Fig. 5) for the 
distance metric   with the value of  to be 5. According to 
the experiment, it gives the better results than Experiment 2.  
 

Table 2. Experiment 2 results  

Distance 
metric 

Error rate (in %) 
Male Female Overall 

 7.7 9.8 8.8 

 5.3 7.5 6.4 
 
 

Fig. 5. Triangle shape function and Gaussian shape function 
of distance d 

Table 3. Experiment 3 results  

Membership 
function 

Error rate (in %) 
Male Female Overall 

Triangle shape 6.3 8.7 7.5 
Gaussian shape 4.2 5.1 4.7 

 

5. Conclusions 
 In summary, we have proposed a new approach for face 
gender classification. The first contribution of this paper is to 
propose a novel method to fit an AAM model, a generative 
powerful model that is widely applied in many different fields, 
to an input image. The second contribution of this paper is to 
suggest using Fuzzy decision rule for classification. We 
compared our method against conventional fitting method. 
The results from our method outperformed significantly. 
A future direction of research for face gender classification is 
to combine Support Vector Machine, the most dominant 
method for pattern classification, with Fuzzy Logic and 
conduct experiments on large databases. 
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