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Abstract - Grid is an extensive environment in which differenproduced traffic, etc. However, in none of thesethods

resources are dispersed geographically. A user megd a
resource or a combination of resources in orderstive a
problem. The task to find such a resource is béyneesource
discovery algorithms. Therefore, the resource discy
algorithms are of high importance in grids. The huets
proposed to resource discovery so far have not ssigg a
method to discover several resources simultaneoiasiphe
form of a request.

In this paper, we have proposed a method thatbie to
discover simultaneously the desired number of gsmurces
for the user. In our proposed algorithm, the cos$ttioe
resource discovery is very low. By means of thithate a
user will be able to request several resources gamaously
in one format.

The results of simulations indicate that fewemibers of
nodes meet in the resource discovery stages inntleitiod
than that in the other suggested methods. Compiaredher
methods, this method also creates less traffibénnetwork.
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1 Introduction

Grid is a new technology that enables the usesh#we
different resources from long distance by usingvoet and
communication infrastructures. These resources ban
heterogeneous and far from one another geographiddl
Different methods have been suggested for
discovery. Centralized methods [2-4] are amongntie¢hods
that have been used. These methods have a ceatrat hat
manages all nodes. In such environments as grigsenthere

is a large number of users, there has been mouate

bottleneck in the server region, which reduces ghstem
efficiency. The other methods are decentralizecgréhs not
a centralized server in these methods which carageaall

nodes. Flooding-based and Random-based are instarice

occurs the discovery of several resources simubtasig in
one format. “A resource discovery tree using bitrfapyrids”
[5] and “FRDT: Footprint Resource Discovery Tree doids”
[6] and the methods proposed in [7-8] are instarafethis
method.

This paper proposes a method for resource discdliaty
uses a weighted tree structure as the method [ dith this
difference that the former makes it possible fog thser to
search for several resources simultaneously. Tinelations
show that the algorithms suggested in this papet éine or
more resource for users without recourse to unsacgsand
extra nodes, creating less traffic.

Below are discussed some of the works done withroceg
to the resource discovery so far. Section 3 is eored with
the explanation of the method suggested in thigpapection
4 is associated with the results of the simulatidrigally,
section 5 concerns Conclusion and further studies.

2 Reated work

Various methods have been proposed as regards the
resource discovery in the grid. Below are presestade of
these methods.

Matchmaking is one of these methods [9] in which
matchmaking service find a correspondence betweguests
and entities. Most methods use this algorithm [3D-1

Another group of methods uses a Semantic Commanitie
among the nodes in the grid [14-17].

Juan Li. [18] has proposed a resource discoveithade
based on the Semantic Communities. In this mettad,
Semantic structure is used to group the similar espd

resource

dtherefore, the request for the resource discovesent to the

related nodes only.

There is another method suggested recently for the
resource discovery which makes use of tree straidiir A
series of bitmaps have been used in the nodes. Wp®n

this method. Although these methods have removedyma'&Source discovery, the user's requests are tramsfoto these

faults of the previous methods, the system effiyereduces

formats and delivered to one of the nodes existinghe

with the increase in the number of nodes and wite t €nvironment. These nodes utilizes AND operatiodiszover

variation in the resources.

Recently, there have been
methods that use tree structure for resource disgowhese
methods are more optimal in terms of the numbethef

introduced distributed

the resources required by the users.

In the previous work by the authors [6], a weightex
structure had been used for the resource discoveryhis
method are used a series of bitmaps that mairtt@irpath to



the target in addition to keep the information luf tesources
existing in the environment.

In contrary to all previous methods, the methodgopezd
in this work is able to discover a combination fuf tesources
for the users at the same time. Another advantdgthi®
method is that it is able to perform resource discp without
recourse to unnecessary nodes.

3 Our proposed method

As mentioned earlier, this method is based on a
weighted tree structure. The information of theoteses
in the nodes will be stored in the form of a trestad
structure called Resource-Tree’(RT). Through RT, the
information of the combined resources will be stoirethe
nodes, and the user's requests will be guided & th
appropriate paths in the environment. To get manailfar
with this method, the general structure of RT ahd t
format that is stored in each field RT will be dissed in
the later subsection, and then the resource disgovid
be discussed in next subsections.

3.1 Resource-Tree(RT)

As pointed out before, the method proposed inghjzer
uses a tree data structure called RT. The sizeToflépends
on the type of the resources in the environmentirRludes
fields in which the information related to the lbazode
resource and/or the information of the childrentio§ node
will be stored. Fig. 1 shows an instance of RT.sTRIT is
devised for an environment which shares 3 kindSmérating
Systems (OS) and 2 kinds of RAM. It is noted thatgeneral
structure of RT is known for all nodes in the eomiment. Not
all nodes in the environment will use all fieldsRit, but they
will use some of these fields depending on the ness at
hand. A sample of field RT is shown in Fig. 2. Tliisld
consists of two columns calledRésource and “Childrer.

The meaning of the numbers stored in these coluigns

explained through an example.
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Fig. 1: An example of Resource-Tree (RT).
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Fig. 2: The content of the highlighted field in Fig

Assume that the field in Fig. 2 has been storethé
place highlighted in Fig. 1. IResourcecolumn, the number
11 has been stores. This means that this node gsess¢éhe
resource level 1 (OS) and the resource level 2 (RAM
Considering the place where is stored in RT, itspeses
Linux and RAM 4G. For better comprehension, you loark
at Fig. 3 and Fig. 4. Fig 3 illustrates the assuemdronment
of our grid on a weighted tree structure. As seethé figure,
each node shares a resource or a combination @iinees in
the environment. How the resource information isred
inside some of the nodes is clearly seen in Fig. 4.
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Fig. 3. An example of typical grid environment omweighted
tree.

Each part of Fig. 4 is explained subsequently. fiorst
simplification, O1, 02, O3, R1 and R2 will be ugedefer to
MacOS, Seven, Linux, RAM 2G and RAM 4G respectively
In Fig. 4(a), the RT stored in the nodes J andé<sliown. As
both nodes share the resources Mac OS and RAM 2fein
environment, they have similar RTs. Number 11 stoire
Resource column means that in this place exists the
information related to a combinational resourcé frassesses
both OS and RAM, and they are Mac OS and RAM 2@ wit
consideration of the place where they are storbd.rark “---

" in the Children column indicates that these resources are the
local resources of the node itself.

For another example, look at Fig. 4(b) relatechtortode
G in Fig. 3. This node which receives informatioonfi its
own children in addition to its own local informai will store
all this information in its RT as shown in Fig. &(Bhis node
itself consists of O1 and R1 which will store timéormation
of which as 11 irResourcecolumn and mark “---" irChildren



(@)

Fig. 4. The stored RTs in the (a) nodes J and K; (b) node G.

column, but will store the information related toildren (O1
and R1 from both children) in the related placenthar 11 in
Resourcecolumn). Number 01 stored i€hildren column
means that because this node has two childreneftrer it
allocated at least 2 bits to each node, which @@ 1 as in
Fig. 3. Since it receives similar information froboth its
children, thechildren's weight; that is 0 and 1 is written beside
Children column (01).

It is pointed out that the information the methoc

proposed here is stored in nodes distributary. Tddsices the
volume of the information stored in the nodes.

3.2 Multi-resourcediscovery

As seen in Fig. 5, there is a sample of the redfoest.
The request form consists of two columniscation and

Resource ResourceColumn resembles the column with the

same title in RT, and its bits indicate the existemr non-
existence of resources. The other column; thategation
column, indicates a field to which referral will eade in
every node in the course of the resource discovery.

Request

Resource
01

Location
XX0

Fig. 5. A sample of Request form.

For example in Fig. 5, when the user needs a resour
R1, the information related to R1 in RTs may beexioin
each of three fields at the address of 000, 0101&ad(Fig.
1). That is to say, for the applicant Rl¢ resource level 1;
i.e., OS is not important, and only the second autiing in
RAM is of importance.

As such, inLocation column, sign XX (X means an
unimportant state) is stored, and any field thaeinees this
request searches for three fields at 000, 010 aad 1

In Fig. 6, a sample of the resource discovery sash
As seen in this figure, a user needs the resodeand R1
simultaneously, and delivers a requested form as/slin this
figure to the node D in the tree. Receiving thisrfpthis node
immediately refers to the same column in its RTngsihe
position written inLocation column, and compareResource
columns. But as it is seen, this position doesexidt in the
RT of node D. Thus, it passes the request to itsrppanode.
Referring to a place in its RT, node A compaRssource
column of the request witResourcecolumn in the related
place and finds a correspondence in the secondilfidesends
the request to a child with weight 00. Node B, te@peats this
process, and delivers the request form to nodeilirtg a
correspondence in the related field and referrm@hildren
column, node G notices this resource in childreth widge O
and 1 and sends the request to one of the nodestigely
(node J here). Finally, node J finds the requestsdurce for
the user and reserves O1 and R1, and then sendx@ssful
response to the origin node. As seen, the resalisoevery
method suggested in this paper is simple and doesneet
any extra nodes.
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Fig. 6. An example of resource discovery in ourhuodt



4 Simulation results In the next simulations, the traffic produced by th
methods tree method, UMIRD, FRDT and our methodnupo

The simulations required for this work have beemesource discovery was compare, which is showrign8: In

performed in MATLAB environment. The resources havghese tests, it is supposed that the 300 of thesussguested

been distributed randomly in this environment, ae different number of resources. As shown, our metisoable

requests, too, have been delivered to every trede noo discover a desired number of resources for ther u

randomly. The height of the trees has been assumeslin  producing the least traffic and not referring tonecessary

[5.6,19]. nodes. Therefore, this method is more effectivehia grid
Since we did not find a method that can discoveesg environment with many resources.

resources in one format at the same time, we caedpaor

method with other available methods with one resguilo

compare multi-resources, we assumed that other auteth (g)

discover the users' requested resources altogatbee place.
In the first simulations, we compared our methothwi

"A resource discovery tree using bitmap for grif] (which

is called tree method), "Using Matrix indexes foesBurce 400
Discovery in Grid Environment” [8] (which is callédMIRD)
and " FRDT: Footprint Resource Discovery Tree fiodg"[6] 259 B Our method

methods. In Fig. 7, we supposed that the user stede
different number of resources. In these testss islipposed UMIRD
that the 100 of the users, requested different mundf 156 ®FRDT

resources. In our method, 100 requests will be bentin
other ones, for example for request six resourEas {7 (b)), M Tree method
600 separate requests should be sent. As obsarube Fig.

7, the number of the nodes visited in our methddvigr than 85
other methods. f
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12000 85
10000 . .
8000 B Tree method 0 20000 40000
6000 - B FRDT
i I UMIRD Fig. 8. The traffic produced by the different mathaduring
4000 : i
- the resource discovery for 300 users that each resgrests:
Oue method
2000 - = (a) three resources; (b) seven resources.
0 - In the last tests, our method was compared withnoukst
15 40 85 156259400 flooding-based, MMO [20-21], Tree method [5] andFR

[6]. In this experiment, the mean of the numbemeft nodes
was compared in different methods. It was assurhatlany
user would request only one resource (Fig. 9).

Fig. 7. The number of the nodes met by the usergiasts
during the resource discovery that the user regués} two
resources; (b) six resources.
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Fig. 9. The mean of the number of met nodes byuifit methods.

5 Conclusions and futurework

As discussed earlier, we have proposed a methddstha[6] L.M Khanli, and S. Kargar. “FRDT: Footprint Resoearc
able to discover simultaneously the desired nundfethe Discovery Tree for grids”. Future Gener. Comput.stSy
resources for the user. In our proposed algoritiw,cost of (Elsevier), vol. 27, pp. 148-156, 2011.
the resource discovery is very low. The resultsiofulations
indicate that our method is more efficient thareotimethods. [7] L.M Khanli, A. Kazemi Niari and S. Kargar. “An
In the future, the researchers will try to suggasinethod Efficient Resource Discovery Mechanism Based oneTre
which takes into account such factors as the gestgraphical Structure”. In the 16th International Symposium@mputer

distance, etc. for the resource discovery. Science and Software Engineering (CSSE 2011), 1348
2011.
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