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Abstract - Grid is an extensive environment in which different 
resources are dispersed geographically. A user may need a 
resource or a combination of resources in order to solve a 
problem. The task to find such a resource is borne by resource 
discovery algorithms. Therefore, the resource discovery 
algorithms are of high importance in grids. The methods 
proposed to resource discovery so far have not suggested a 
method to discover several resources simultaneously in the 
form of a request. 
   In this paper, we have proposed a method that is able to 
discover simultaneously the desired number of the resources 
for the user. In our proposed algorithm, the cost of the 
resource discovery is very low. By means of this method, a 
user will be able to request several resources simultaneously 
in one format. 
   The results of simulations indicate that fewer numbers of 
nodes meet in the resource discovery stages in this method 
than that in the other suggested methods. Compared to other 
methods, this method also creates less traffic in the network. 
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1 Introduction 
 Grid is a new technology that enables the users to share 
different resources from long distance by using network and 
communication infrastructures. These resources can be 
heterogeneous and far from one another geographically [1]. 
Different methods have been suggested for resource 
discovery. Centralized methods [2-4] are among the methods 
that have been used. These methods have a central server that 
manages all nodes. In such environments as grids where there 
is a large number of users, there has been mounted a 
bottleneck in the server region, which reduces the system 
efficiency. The other methods are decentralized. There is not 
a centralized server in these methods which can manage all 
nodes. Flooding-based and Random-based are instances of 
this method. Although these methods have removed many 
faults of the previous methods, the system efficiency reduces 
with the increase in the number of nodes and with the 
variation in the resources.  

Recently, there have been introduced distributed 
methods that use tree structure for resource discovery. These 
methods are more optimal in terms of the number of the 

produced traffic, etc. However, in none of these methods 
occurs the discovery of several resources simultaneously in 
one format. “A resource discovery tree using bitmap for grids” 
[5] and “FRDT: Footprint Resource Discovery Tree for grids” 
[6] and the methods proposed in [7-8] are instances of this 
method. 

This paper proposes a method for resource discovery that 
uses a weighted tree structure as the method [6] does with this 
difference that the former makes it possible for the user to 
search for several resources simultaneously. The simulations 
show that the algorithms suggested in this paper find one or 
more resource for users without recourse to unnecessary and 
extra nodes, creating less traffic. 

Below are discussed some of the works done with regard 
to the resource discovery so far. Section 3 is concerned with 
the explanation of the method suggested in this paper. Section 
4 is associated with the results of the simulations. Finally, 
section 5 concerns Conclusion and further studies. 
 

2 Related work 
Various methods have been proposed as regards the 

resource discovery in the grid. Below are presented some of 
these methods.  

Matchmaking is one of these methods [9] in which 
matchmaking service find a correspondence between requests 
and entities. Most methods use this algorithm [10-13]. 

Another group of methods uses a Semantic Communities 
among the nodes in the grid [14-17]. 

 Juan Li. [18] has proposed a resource discovery method 
based on the Semantic Communities. In this method, a 
Semantic structure is used to group the similar nodes; 
therefore, the request for the resource discovery is sent to the 
related nodes only. 

There is another method suggested recently for the 
resource discovery which makes use of tree structure [5]. A 
series of bitmaps have been used in the nodes. Upon the 
resource discovery, the user's requests are transformed to these 
formats and delivered to one of the nodes existing in the 
environment. These nodes utilizes AND operation to discover 
the resources required by the users.  

In the previous work by the authors [6], a weighted tree 
structure had been used for the resource discovery. In this 
method are used a series of bitmaps that maintain the path to 



the target in addition to keep the information of the resources 
existing in the environment. 

In contrary to all previous methods, the method proposed 
in this work is able to discover a combination of the resources 
for the users at the same time. Another advantage of this 
method is that it is able to perform resource discovery without 
recourse to unnecessary nodes. 

 

3 Our proposed method 
As mentioned earlier, this method is based on a 

weighted tree structure. The information of the resources 
in the nodes will be stored in the form of a tree data 
structure called “Resource-Tree” (RT). Through RT, the 
information of the combined resources will be stored in the 
nodes, and the user's requests will be guided to the 
appropriate paths in the environment. To get more familiar 
with this method, the general structure of RT and the 
format that is stored in each field RT will be discussed in 
the later subsection, and then the resource discovery will 
be discussed in next subsections. 

3.1 Resource-Tree (RT) 

 As pointed out before, the method proposed in this paper 
uses a tree data structure called RT. The size of RT depends 
on the type of the resources in the environment. RT includes 
fields in which the information related to the local node 
resource and/or the information of the children of this node 
will be stored. Fig. 1 shows an instance of RT. This RT is 
devised for an environment which shares 3 kinds of Operating 
Systems (OS) and 2 kinds of RAM. It is noted that the general 
structure of RT is known for all nodes in the environment. Not 
all nodes in the environment will use all fields in RT, but they 
will use some of these fields depending on the resources at 
hand. A sample of field RT is shown in Fig. 2. This field 
consists of two columns called “Resource” and “Children”. 
The meaning of the numbers stored in these columns is 
explained through an example. 

 

 

 

 

 

 

 

 

Fig. 1: An example of Resource-Tree (RT). 

 
 
 
 
 
 
Fig. 2: The content of the highlighted field in Fig. 1. 
 

Assume that the field in Fig. 2 has been stored in the 
place highlighted in Fig. 1. In Resource column, the number 
11 has been stores. This means that this node possesses the 
resource level 1 (OS) and the resource level 2 (RAM). 
Considering the place where is stored in RT, it possesses 
Linux and RAM 4G. For better comprehension, you can look 
at Fig. 3 and Fig. 4. Fig 3 illustrates the assumed environment 
of our grid on a weighted tree structure. As seen in the figure, 
each node shares a resource or a combination of resources in 
the environment. How the resource information is stored 
inside some of the nodes is clearly seen in Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. An example of typical grid environment on a weighted 
tree. 
 

Each part of Fig. 4 is explained subsequently. Just for 
simplification, O1, O2, O3, R1 and R2 will be used to refer to 
MacOS, Seven, Linux, RAM 2G and RAM 4G respectively. 
In Fig. 4(a), the RT stored in the nodes J and K are shown. As 
both nodes share the resources Mac OS and RAM 2G in the 
environment, they have similar RTs. Number 11 stored in 
Resource column means that in this place exists the 
information related to a combinational resource that possesses 
both OS and RAM, and they are Mac OS and RAM 2G with 
consideration of the place where they are stored. The mark “---
” in the Children column indicates that these resources are the 
local resources of the node itself.  

For another example, look at Fig. 4(b) related to the node 
G in Fig. 3. This node which receives information from its 
own children in addition to its own local information will store 
all this information in its RT as shown in Fig. 4(b). This node 
itself consists of O1 and R1 which will store the information 
of which as 11 in Resource column and mark “---” in Children  
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Fig. 4. The stored RTs in the (a) nodes J and K; (b) node G. 
 
 

column, but will store the information related to children (O1 
and R1 from both children) in the related place (number 11 in 
Resource column). Number 01 stored in Children column 
means that because this node has two children; therefore, it 
allocated at least 2 bits to each node, which is 0 and 1 as in 
Fig. 3. Since it receives similar information from both its 
children, the children's weight; that is 0 and 1 is written beside 
Children column (01). 

It is pointed out that the information the method 
proposed here is stored in nodes distributary. This reduces the 
volume of the information stored in the nodes.  

3.2 Multi-resource discovery 

As seen in Fig. 5, there is a sample of the request form. 
The request form consists of two columns, Location and 
Resource. Resource Column resembles the column with the 
same title in RT, and its bits indicate the existence or non-
existence of resources. The other column; that is, Location 
column, indicates a field to which referral will be made in 
every node in the course of the resource discovery. 
 
 
 

 
 

 
 
Fig. 5. A sample of Request form. 
 
 

For example in Fig. 5, when the user needs a resource 
R1, the information related to R1 in RTs may be stored in 
each of three fields at the address of 000, 010 and 100 (Fig. 
1). That is to say, for the applicant R1, the resource level 1; 

i.e., OS is not important, and only the second path ending in 
RAM is of importance. 

As such, in Location column, sign XX (X means an 
unimportant state) is stored, and any field that receives this 
request searches for three fields at 000, 010 and 100.  

In Fig. 6, a sample of the resource discovery is shown. 
As seen in this figure, a user needs the resources O1 and R1 
simultaneously, and delivers a requested form as shown in this 
figure to the node D in the tree. Receiving this form, this node 
immediately refers to the same column in its RT using the 
position written in Location column, and compares Resource 
columns. But as it is seen, this position does not exist in the 
RT of node D. Thus, it passes the request to its parent node. 
Referring to a place in its RT, node A compares Resource 
column of the request with Resource column in the related 
place and finds a correspondence in the second line and sends 
the request to a child with weight 00. Node B, too, repeats this 
process, and delivers the request form to node G. Finding a 
correspondence in the related field and referring to Children 
column, node G notices this resource in children with edge 0 
and 1 and sends the request to one of the nodes selectively 
(node J here). Finally, node J finds the requested resource for 
the user and reserves O1 and R1, and then sends a successful 
response to the origin node. As seen, the resource discovery 
method suggested in this paper is simple and does not meet 
any extra nodes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. An example of resource discovery in our method. 
 



4 Simulation results 
The simulations required for this work have been 

performed in MATLAB environment. The resources have 
been distributed randomly in this environment, and the 
requests, too, have been delivered to every tree node 
randomly. The height of the trees has been assumed 4 as in 
[5,6,19].  

Since we did not find a method that can discover several 
resources in one format at the same time, we compared our 
method with other available methods with one resource. To 
compare multi-resources, we assumed that other methods 
discover the users' requested resources altogether in one place.  

In the first simulations, we compared our method with 
"A resource discovery tree using bitmap for grids "[5] (which 
is called tree method), "Using Matrix indexes for Resource 
Discovery in Grid Environment" [8] (which is called UMIRD) 
and " FRDT: Footprint Resource Discovery Tree for grids "[6] 
methods. In Fig. 7, we supposed that the user requested 
different number of resources. In these tests, it is supposed 
that the 100 of the users, requested different number of 
resources. In our method, 100 requests will be sent but in 
other ones, for example for request six resources (Fig. 7(b)), 
600 separate requests should be sent. As observed in the Fig. 
7, the number of the nodes visited in our method is lower than 
other methods. 

 
(a) 
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Fig. 7. The number of the nodes met by the users' requests 
during the resource discovery that the user requests; (a) two 
resources; (b) six resources. 

In the next simulations, the traffic produced by the 
methods tree method, UMIRD, FRDT and our method upon 
resource discovery was compare, which is shown in Fig. 8. In 
these tests, it is supposed that the 300 of the users, requested 
different number of resources. As shown, our method is able 
to discover a desired number of resources for the user 
producing the least traffic and not referring to unnecessary 
nodes. Therefore, this method is more effective in the grid 
environment with many resources. 
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Fig. 8. The traffic produced by the different methods during 
the resource discovery for 300 users that each user requests: 
(a) three resources; (b) seven resources. 
 

In the last tests, our method was compared with methods 
flooding-based, MMO [20-21], Tree method [5] and FRDT 
[6]. In this experiment, the mean of the number of met nodes 
was compared in different methods. It was assumed that any 
user would request only one resource (Fig. 9). 
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Fig. 9. The mean of the number of met nodes by different methods.
 

5 Conclusions and future work 
As discussed earlier, we have proposed a method that is 

able to discover simultaneously the desired number of the 
resources for the user. In our proposed algorithm, the cost of 
the resource discovery is very low. The results of simulations 
indicate that our method is more efficient than other methods. 
In the future, the researchers will try to suggest a method 
which takes into account such factors as the cost, geographical 
distance, etc. for the resource discovery. 
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