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     Abstract. The amount of data stored digitally 

continues to grow dramatically across many fields, along 

with the need for algorithms to efficiently compress this 

data for storage and transmission. In this paper, we 

describe an improvement of LZW data compression. We 

employ a dynamic dictionary, in which least recently 

used and aging algorithms are used to replace 

infrequently used entries. We demonstrate that these 

pruning techniques result in significant gains in 

compression ratios for large data files. 
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1. Introduction 
 
     Data compression algorithms are widely used for data 

storage and data transmission. A popular lossless method 

known as Lempel-Ziv (LZ) compression [1] replaces a 

string of characters with an index into a dictionary that is 

built during the compression process. There are many 

modifications of the original LZ compression algorithm, 
many of which are feature different implementations of 

the dictionary [1]-[6]. 

     Lempel-Ziv-Welch (LZW) compression [4] is Terry 

Welch’s modification of LZ compression. This algorithm 

uses a string table to implement the dictionary. Initially, 

the string table contains all strings of length 1. During the 

process of compression, the algorithm adds every new 

string it sees to the string table. To compress, the 

algorithm scans the input data for the longest matching 

string in the string table and outputs the index of that 

string as the result of the compression. Compression 

occurs when a long string of characters is replaced by a 
shorter index. 

     One difficulty in using LZW compression on large 

data files is in managing the dictionary, as the size of the 

string table often surpasses that of available memory. 

Here we propose a new method called table pruning for 

managing the dictionary. We have demonstrated our 

method with least recently used and aging replacement 

algorithms and improved the compression ratio obtained 

from using LZW alone. Finally, we discuss some factors 

we observed to be crucial to compression ratios. 

2. Handling the Ever Growing String 

Table 
 
     One drawback to be considered in implementing the 

LZW algorithm is the ever-growing string table; as more 

data is analyzed the dictionary becomes increasingly 

large. The table must be managed, as computer memory 

is limited. Two existing methods for handling the 

ever-growing string table [1], [9] are discussed below. 

 

2.1 Table Freezing 

 
     This is the method used by the original LZW 

algorithm. This method picks a size of the string table 

and does not allow the table to grow beyond that size. 

Instead, it continues the compression according to the 

frozen table. It is simple and easy but it doesn’t work well 

with large files. 

 

2.2 Table Flushing 

 
     This is the method used in [9]. This method computes 

the current compression ratio periodically. When the 

table is full and the current compression ratio drops 

below some predetermined threshold value, it flushes the 

string table. That is, the algorithm abandons the current 

string table and builds a new one when compressing the 

remaining input data. 

     Flushing can get rid of infrequently used entries. 

However, this drastic operation also flushes out 

frequently used entries. Thus, it doesn’t improve 
compression ratios for a lot of input files. 

 

2.3 Table Pruning 
 
     We propose to prune the string table. Once the string 

table becomes full and an additional entry is needed, we 

replace an infrequently used entry with the new entry and 

the compression continues. However, the problem of 
selecting an infrequently used entry for pruning is 

non-trivial. 

 

 



3. Selecting an Infrequently Used 

Entry for Replacement 
 
     Many strategies exist for selecting infrequently used 

entries, a problem similar to selecting replacement pages 
for virtual memory management systems. Here we utilize 

principals from two of these so-called “page replacement 

algorithms”: Least Recently Used and Aging 

Replacement. 

 

3.1 Least Recently Used (LRU) 
 
     In LRU, the entry which has not been accessed for the 

longest is selected as the replacement entry. In our 
implementation, we use a self-organizing list to select the 

least recently used entry. This list contains an index to 

every entry of the string table. During the compression, 

every time an entry is accessed, the corresponding index 

is moved to the front of the list. When a replacement 

entry is needed, it’s selected from the end of the list. 

 

3.2 Aging Replacement 

 
     In addition to LRU, we use the aging replacement 

algorithm to manage the string table. In this algorithm, 

we keep a value called time to live (TTL) for every table 

entry. When an entry is created the corresponding TTL is 

initialized to some predetermined value. Periodically, the 

TTL is decreased. When the TTL becomes zero, the 

entry is deleted from the string table. In order to let table 

accesses closer to the present time have more impact than 

table accesses long ago, when an entry is accessed, its 

TTL is reset to (current value/2+initially value). When a 

replacement entry is needed, an unused entry or the one 
with the smallest TTL will be selected. 

 

4. Implementation Complicatedness 
 
     The implementation of our idea is somewhat 

complicated mainly due to the representation and 

management of the string table. 

      In order to speed up the process of searching the 

string table, the double hashing technique is used to 

implement the string table. In order to achieve a good 

performance of the hash table, the size of the hash table is 

25% bigger than the needed size of the string table.  

     Because of hashing, deleting or replacing entry of the 

string table cannot be done directly. To replace an entry, 

we need to mark an entry as deleted and use an unused 
entry for the new entry. Because of this, we need to clean 

up marked entries before the hash table gets full. To do 

so, we need to recreate the hash table periodically. 

     Moreover, if LRU algorithm is used to select 

infrequently used entries, a linked list is added to 

implement the self-organizing list. If the aging 

replacement algorithm is used, a heap is added to 

accelerate the process of finding the entry with the 

smallest TTL. 

  

5. Factors That Affect the 

Compression Ratio 
      
     We found the following factors to be crucial to the 

resulting compression ratio, the ratio of the compressed 

file size to the original file size. 

 

5.1 The maximum size of the string table 
 

     The maximum size of the string table determines the 

number of bits needed to represent a code word, i.e. an 

index to the string table. The larger the size the greater 

number of bits will be required to represent an index. To 

compress a small file, a smaller table results in a smaller 
compressed file. To compress a large file, a smaller table 

holds less strings and thus less chance of using an index 

to encode a long string of characters and thus reduce the 

compression efficacy. Algorithms in [7]-[9] reduce the 

size of the compressed file by using variable length 

tables. According to [9], the maximum number of bits 

can be saved is 3840. For large files with millions of 

bytes, this is insignificant. 

     To fully utilize all possible combinations of bits of 

compressed codeword, the size of the string table is a 

power of 2. After experimenting with different table sizes 

ranging from 212 through 222, we found that a table of size 
216, i.e. 65536 works well with large text files.  

 

5.2 The period of recreating the hash table 
 

     The hash table must be recreated before the hash table 

becomes full. However, if the table is recreated too often, 

the program speed is greatly decreased. Moreover, 

according to our observations, different lengths of period 
result in different compression ratios. 

     According to our study, for a table of size 65536, the 

optimal period to recreate the string table is after 

compressing 4096 strings. 

 

5.3 The interval of decreasing TTLs 
 
     Recreating the hash table is a time consuming process 

in which every entries of the table must be accessed. In 
order to reduce the speed impact of managing the hash 

table, we paired the task of recreating the hash table with 

the task of decreasing TTLs. That is, recreating the hash 

table and decreasing the TTLs are done at the same time. 



 

5.4 The initial value of TTLs 
 

     If the initial value of TTLs is too small, many entries 

of the string table will be deleted too soon and thus the 

table pruning method has the same draw back as the table 

flushing method. 

     After some experiments, we found the optimal initial 
TTL value to be the size of the table divided by 1024. 

That is, for a table of 65536, the best initial TTL value is 

64.  

 

6. Emperical Results 
 
     To evaluate the effectiveness of our methods, we test 

our methods with test files from the web site Canterbury 

Corpus. (http://corpus.canterbury.ac.nz). The Canterbury 

Corpus is a benchmark to enable researchers to evaluate 

lossless compression methods. 

     We present our results in the following tables. The 

three test files E.coli, bible.txt and world192.txt are in the 

large corpus collection of the Canterbury Corpus. In 

these experiments, we have used string tables of size 
65536, hash table recreating period of 4096, and TTL 

initial value of 64.  

 

Table 1: Compressed file sizes 

 
 E.coli bible.txt world192.txt 

Original 

file size 

(bytes) 

 

 

4,638,690 

 

 

4,047,392 

 

 

2,473,400 

LZW 1,213,588 1,417,762 925,826 

LZW/ 

Aging 

 

1,199,245 

 

1,242,153 

 

804,493 

LZW 

/LRU 

 

1,234,866 

 

1,291,120 

 

850,560 

 
 

Table 2: Compression ratios 

 
 E.coli bible.txt world192.txt 

LZW 3.82 2.85 2.67 

LZW/aging 3.87 

(+1%) 

3.26 

(+12%) 

3.07 

(+13%) 

LZW /LRU 3.76 
(-1%)  

3.13 
(+9%) 

2.91 
(+8%) 

 

 
     Besides the test files from The Canterbury Corpus, we 

have also tested our methods with other text files. 

Compression tests on these files yielded the following 

findings: 

 

• LZW/aging does better than LZW/LRU 90% of the 

time. 

• LZW/aging can improve the compression ratio over 

LZW by 10-15% for 90% of the files tested. 

 
     Preliminary tests of our methods with video and 

image files also gave promising results. The original 

LZW consistently inflate video and image files by about 

25%. Our LZW/aging can deflate video and image files 

by 1% consistently. In other words, LZW/aging can 

improve the compression gain by 26% for large video or 

image files over the original LZW. 

 

7. Decompression 
 
     Decompression is a simple task relative to 

compression. Since there is no need to search the string 

table, the hashing technique is not required and thus there 

is no need to recreate the hash table periodically. 

However, a heap or a self-organizing list is still needed 

for LZW/aging and LZW/LRU respectively. The 

purpose of including a heap or a self-organizing list is to 

synchronize the decompression string table with the 
compression string table so the two tables use the same 

sequence of replacement entries. 

 

8. Conclusions 
 
     We have described an improvement of LZW data 
compression which use table pruning techniques. With 

more efficient management of the dynamic dictionary, a 

better compression ratio may be achieved. Specifically, 

we show that LZW/aging can significantly improve the 

compression ratio for most large files.  

     According to our experiments, we identified four 

factors that are crucial to the compression ratios of 

LZW/aging and LZW/LRU. These factors are the size of 

the string table, the period of recreating the hash table, 

the interval of decreasing TTLs and the initial value of 

TTLs. Further work needs be done to characterize the 
combinatorial effects of these factors and determine their 

optimal combinations. 

     While the aging algorithm provided considerable 

improvement over LZW compression alone, additional 

replacement algorithms should be explored. Finally, we 

will explore more on how the compression methods 

perform on different types of data files such as video and 

image files. 
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